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ABSTRACT 

This thesis describes an experimental test of the lepton universality hypothesis. 

Lepton universality is a direct consequence of SU{2) ® U{l) gauge invariance in the 

Standard Model. It predicts that the ratio of weak coupling constants 9-r and Ye be 

unity. This ratio is measured via the W -+ TV branching fraction and the W -+ ev 

branching fraction as: 

(g-r) 2 = '7. B(W-+ TV). 

ge u · B(W-+ ev) 

In particular this thesis describes the measurement of the cross-section times branch­

ing ratio for the process pp-+ W-+ TV. The measurement was made with the CDF 

detector, which took data from pp collisions at a center-of-mass energy of JS = 1.8 

TeV at Fermilab's TEVATRON accelerator. We find 

g'r = .97 ± .07 
ge 

consistent with lepton universality. 
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CHAPTER 1 

INTRODUCTION 

The measurement described in this thesis is of the ratio between two of the param­

eters describing the weak interactions: the tau weak coupling constant 9-r and the 

electron weak coupling constant Ye· Gauge invariance in the Standard Model re­

quires that these coupling constants be equal. By wa.y of introduction to this thesis 

let us begin with a description of the Standard Model, lepton universality, a.nd the 

relevant particles in this thesis: the r lepton and the W boson. 

1.1 Standard Model 

The Standard Model is the culmination of 90 yea.rs of particle physics, and 

encompasses much of what is known about elementary particles. The great achieve­

ment of the Standard Model[l, 2, 3] is that it unifies the electromagnetic and weak 

interactions into one theory. This unification is achieved by the the introduction of 

an SU(2) ® U(l) gauge group, with the fundamental particles grouped into SU(2) 

doublets like 

and SU(2) singlets 

1 



2 

The key extra ingredient is the spontaneous symmetry breaking of the SU(2) © U(l) 

group by a Higgs boson. This fundamental scalar gives mass to the carriers of the 

weak force, the W* and zo bosons, and keeps the photon massless. 

The first theoretical description of the weak interaction was Fermi's 4-point 

contact interaction.(4] In its original guise, Fermi proposed a scalar weak current. 

However, it was soon realized that the weak current could have a more complicated 

Lorentz structure. With the discovery of parity violation in the weak interaction, 

the structure of the weak current was finally understood to be V-A. This form 

for the weak interaction is maintained in the Standard Model, but now the weak 

current is mediated by a massive boson. The Lagrangian for the charged current 

weak interaction is 

.C=-
2
h{w-e--yµ (1-75

) v+w+v-yµ (1-75
) e} 

Where the weak coupling constant g is related to the old Fermi constant by the 

relation 
GF g2 

..fi. = 8Mfv 
The Standard Model has been phenomenally successful in predicting features 

of the electroweak interaction. For example it predicts the mass of the W and Z 

bosons with only one new parameter, the weak mixing angle sin2 9w. In addition 

the Standard Model predicts the decay widths and angular distributions of the W 

and Z. There are also some interesting decay asymmetries predicted in the decay of 

the Z. These are but a few of the Standard Model predictions; in ea.ch case the data 

has been found to be in full accord with the Standard Model. 

1.2 Lepton Universality 

Lepton universality is the statement that the coupling constants for the leptonic 

weak current are identical for all generations. In this thesis we test the universality 

... -
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of the charged-current weak coupling constant by measuring the ratio: 

R = g'T 
ge 

where the g7 and 9e are the coefficients in the Lagrangian 

[, = - 9e/2../2 {W-e-yµ (1- -y 5) Ve+ w+ve"Yµ (1- -y5) e} 

- g'T/2../2 {W-f-yµ {1- -y5) V7 + w+v,.-yµ (1- -y 5) r} 

3 

• 

The value of the ratio R must be equal to one to preserve SU(2) gauge invariance, 

which is one of the fundamental components of the Standard Model[5]. 

The connection between gauge invariance and lepton universality arises in the 

following way. Consider the portion of the weak Lagrangian: 

where the covariant derivatives are given by 

and 

In these expressions T is the generator of rotations in the SU(2) space of weak 

isospin. Let us consider the case where g7 is not equal to 9e, and use the expression 

9T = Q · 9e 

to evaluate g7 • SU(2) gauge invariance requires that this Lagrangian be invariant 

under an SU(2) transformation of the form 

1P1 -+ (1 - ig1a. • T) 'Pt 

for the SU(2) doublets, and 

for the W field. The electron term in the Lagrangian is invariant under the trans­

formations given, since the coefficient of the last term in the transformation of W µ 



4 

is 9e· However the requirement of gauge invariance of the T term in the Lagrangian 

implies a relation for the constant Q of the form 

so that Q = 1 and the ratio of coupling constants must be up.ity. This occurs 

because the coefficient of the SU(2) rotation part of fJW" must remain Ye to retain 

gauge invariance of the electron term in the Lagrangian. In other words, since there 

is only one W" field for both generation, the gauge invariance of both generations 

implies lepton universality. 

It is important to note that the connection between lepton universality and gauge 

invariance depends on the particle content in the Standard Model. Leptons in the 

Standard Model are grouped into three SU(2) doublets 

Only with this grouping of particles is lepton universality a consequence of SU(2) 

gauge invariance. Given neutrino mixing, for example, the strict lepton universality 

would be broken by the introduction of a mixing matrix between generations. This 

is the situation in the charged current weak interaction for quarks. There is an 

underlying universality of the interaction upon which is laid a mixing matrix be­

tween the quark mass eigenstates. Therefore the observed lepton universality puts 

restrictions on any additional particle content or mixing in the leptonic sector. 

This thesis presents an analysis which directly measures the ratio of the weak 

coupling constants 9-r and Ye· The ratio is fo~nd by measuring the cross-section 

times branching ratio for the processes PP - w - TV and PP - w - ev. Thew±. 

production cross-section cancels in the ratio, leaving only the branching ratio for the 

w±.'s decay. The ratio of coupling constants and the ratio of branching fractions 

are related by[6]: 

-
-

- ... 

-

-
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5 

However, since both the 1 and the electron have a mass much smaller than the 

w±•s, this expression can be simplified to 

(g1") 2 = u · B(W - 1v). 
ge <1 • B(W - ev) 

In this thesis we will measure this ratio ::~l~ ::~l as a test of the lepton universality 

ratio gT/ge. 

1.3 Experimental Tests of Lep­
ton Universality 

Let me summarize the present experimental tests of lepton universality, for both 

the µ and T generations. It is interesting to note that the existence of a universal 

weak interactions was first suggested in the late 1940s with the realization that the 

couplings for /3-decay, µ-decay, and µ capture were similar(7]. Today we know that 

the couplings in /3-decay are m
0

odified by an element of the K-M matrix and by strong 

interaction effects, and so are not a true test of lepton universality. The equality 

of the electron and muon coupling constants has been measured most accurately in 

the decay of the 11'±. The ratio of coupling constants is given by 

(
9e)

2 
oc B(11' - eve). 

911 B (11' - µv11 ) 

Measurements of the 11' branching ratios(8] give 

(;:) = .9939 ± .0057 

clearly in agreement withe-µ lepton universality. 

The experimental tests of the e-r or µ - T universality from T decays a.re rather 

complicated, as the µ lifetime, T lifetime, and T - evTve or T - µvTvµ branching 



6 

ratio must be measured. Also the calculated decay width for the leptonic decay of 

the r and µ is needed. This decay width is given by[9]: 

where /( x) = 1- 8x -12x2 log x + 8x3 - x 4 • Using the masses of the w±, r, µ, and 

electron and the lifetime of the µ lepton from the latest world averages[lO] we find 

the following expressions for the ratio of weak coupling constants: 

(
g1')2=B(r-ev1've)x16.00±.14 
gµ t1' ( sec-13) 

and 

(
g1')2 = B(r - µv1'vff) X 16.45± .14 
ge t1' (sec-13) 

Thus we can use the world averages for the r lifetime, the r - ev,,.ve branching 

ratio, and the r - µv,,.vµ branching ratio to test lepton universality. The result is 

&. = .967 ± .017 g,,. = .983 ± .018 
ge gµ 

It is interesting to note that the result for g,,./ge is two standard deviations from 

unity, which may or may not be a significant deviation from lepton universality, but 

is enough to call attention to the measurement. 

However, our derivation of the ratio of coupling constants above arguably relies 

too heavily on the averaging of separate experiments. A typical measurement of the 

branching ratios and lifetime by a single experiment, from the MARKII experiment 

for example, yields a less accurate measurement of the lepton universality ratio: 

g,,. = 1.03 ± .05 g,,. = 1.02 ± .05 
ge gµ 

The results for each experiment with measurements of these quantities is shown in 

Figure 1. It is interesting to note that the error in g,,./ge from a single experiment is 

on the order of 5-73, comparable with the result presented in this thesis. The other 

worry one may have about the measurements from tau lifetimes and branching ratios 
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concerns the famous I-Prong problem in T decays. This problem will be discussed 

further below, but its existence is a reason for skepticism about the measurement 

and averaging of the T branching ratios. 

Of course the ratio of the T, µ, and e weak coupling constants have been accu­

rately measured for the neutral currents, from decays of the zo boson. For example 
• 

the OPAL collaboration finds g'T'/ge = .. 999 ± .013 and g'T'/gµ = .997 ± .015(12]. 

A recent combination of LEP results gives g'T'/ge = 1.000 ± .007 and g'T'/gµ = 
.998 ± .008(13]. Clearly lepton universality is well established for the weak neu­

tral current. 

Finally there have been previous measurements of the ratio :::r:: :::l at the 

CERN pp collider. The UAI experiment published a measurement :::~~:::J = 

1.01 ± .11 from 32 W - TV events.(14] The UA2 collaboration has a measurement, 

which has yet to be published, which finds :::~~:::J = .99 ± .07 from 184 W - TV 

events.(15] These two measurements are certainly in good agreement with lepton 

universality. 

Finally, it is interesting to mention that the measurement of g'T' / ge described in 

this analysis tests lepton universality at q2 = M~. In comparison, the T lifetime and 

leptonic branching ratios combine to test lepton universality at q2 = m;. Of course 

there is no reason to expect that the ratio of weak coupling constants should change 

with q2, but perhaps that makes the test at a high q2 all the more interesting. 

1.4 T Lepton 

The T lepton was discovered in 1975 by Martin Perl and the Mark I collabora­

tion at the SPEAR electron-positron collider[ll]. They found 24 events with the 

signature 

e+ + e- - e± + µ-=r- + missing energy 
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a.t a. center of ma.ss energy of 4 GeV. In addition, they found tha.t the observed 

cross-section for these e µ events rose a.hove a. threshold just below 4 Ge V. The 

deca.y signature strongly suggested the existence of a. third sequentia.1 lepton, which 

wa.s dubbed the T. 

The T lepton ha.s been the source of much interesting physics, a.sits ma.ss of 1. 784 

GeV is large enough tha.t the T ca.n deca.y into a. variety of ha.dronic sta.tes, a.swell a.s 

into the electrons a.nd muons by which it wa.s discovered. In fa.ct, the principle deca.y 

modes of a. third lepton were ca.lcula.ted four yea.rs before its discovery[16, 17]. The 

deca.y modes of the Ta.re shown in Ta.ble 1, a.long with the world a.vera.ged branching 

ra.tios[lO] a.nd the CELLO branching ra.tios[18]. The leptonic deca.y modes of the T 

a.re stra.ightforwa.rd to ca.lcula.te, a.nd the expression for the leptonic width wa.s given 

a.hove. However, the ha.dronic deca.ys a.re somewhat more complicated a.nd require 

a.dditiona.l theoretical input beyond the charged current interaction. Of course this 

difficulty a.rises due to the la.ck of deep understanding of the W - ha.dron deca.y 

shown in Figure 2. 

Let us consider the ca.lcula.tion of the deca.y width for r - 1rVT. The problem 

is to determine the coupling of the virtual W with the 1r. Fortunately the coupling 

a.t this vertex is the sa.me a.s the coupling in the deca.y 1r - µv, a.nd the measured 

1r - µv width ca.n be used to eva.lua.te the coupling in the r - 1rVT deca.y. Thus 

G
2 

m
3 [ ]2 r (T - 1rVT) = F T 1; cos2 Oc 1- m;/m~ 

161r 

where /1( is the pion deca.y constant. A complete calculation of the T - pvT mode 

is more involved, a.s the width of the p must be ta.ken into account. The width for 

the deca.y T - pvT is given by 

r ( ) _ G} cos2 Oc lam~ ( 2 _ 2)2 ( 2 2 2) <TJ=l (e+e- - 1r+1r-)d 2 
T - PVT - 96 3 3 mT q mT + q q 

1r mT O <Tpoint 

where the Conserved Vector Current hypothesis ha.s been used to rela.te the coupling 

a.t the W - p vertex a.nd the 'Y - p vertex, a.nd the Vector Domina.nee hypothesis 

is implicit in the assumption tha.t the two pion deca.y proceeds only through the 



Table 1. The T branching ratios from the World 

Averages and the CELLO experiment 

Decay Mode CELLO World Average 

r-+ ev.,.ve 18.4 ± .93 17.7± .43 

r-+ µv.,.v,.. 17.7±.93 17.8 ± .43 

T-+ 1rll.,. 11.1±1.03 11.0± .53 

T-+ Kv"" .7±.23 .68 ± .193 

T-+ K*v"" 1.4 ± .33 1.6 ± .23 

T-+ pv.,. 22.2± 1.73 22.7 ± .83 

T -+ 7r11"o7rov.,. 10.0 ± 1.93 7.5 ± .9% 

T -+ 7r11"o7ro7rov.,. 3.2±1.43 < 1.4 3 (theory) 

T-+ 1r11"11"ll'T" 8.7± .83 7.1 ± .63 

T -+ 7r7r7!"7rOZl'T" 5.6± .83 6.7± .73 

T-+ other 1.0± .33 < .8% (theory) 
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p resonance. Experimentally all two pion decays of the T do proceed through the 

p, and the calculated decay width for T --+ pvT agrees well with the measured 

branching ratio. A simple approximation is to use a Breit-Wigner linesha.pe for the 

cross-section of e+e---+ 11'+1!'-. This gives a decay width 

G
2 

m
3 

cos
2 

Oc f2 [ ] 2 [ ] I'(r--+ pvT) = F \
6

1!' e 1- m~/m~ 1+2m~/m~ 

where fe is the p decay constant. Other decay modes of the T a.re estimated in 

the same way, although in the decays to more than two pions the existing data for 

e+e- --+ n1!' makes the calculations difficult. 

Finally the T produced in the decay of W bosons are left-handed. Thus the rs are 

fully polarized, which has a significant effect on the decay angular distribution. For 

example in the leptonic decays of the T the lepton is emitted in the direction of the 

r, for those decays in which the lepton has the maximum energy. Consider the case 

of a r- decaying into e- ilevT. The two neutrinos in the decay have opposite helicity 

and since they are emitted in the same direction their spin along the direction of 

motion cancels. Thus since the T- and e- have the same helicity, they a.re both 

left-handed, thee- must be emitted along the T direction of motion. In general the 

decay distribution in the matrix element is given by the expression: 

where the particle 4-vectors a.re given in bold face, >. is the T helicity, and sT is the 

T spin 4-vector. 

For the case of T --+ hadrons the decay distribution depends on the spin of the 

hadron. For the case of T --+ 1rvT the 11' is preferentially emitted opposite to the T's 

direction of motion. Since the 11' has zero spin, the emitted neutrino must carry off 

the spin of the T. Both the T-, for example, and the vT have a helicity of -1, so the v 

is emitted in the r's direction of motion. Thus the momentum of the 7r for the decay 

\T - ~v, is softer in the center-of-mass frame of the W, due to the polarization of 

the T. Here the matrix element is given by: 
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This situation is altered somewhat for decays into spin one mesons, such as the 

p. In this case there are two ways in which the T can decay, as shown in Figure 3. 

In the first case the p can be in a Sz = -1 state relative to the T direction of motion 

and then the p will he preferentially emitted along the T's direction. Or if the pis in 

a Sz = 0 state, the v can be emitted along the T direction of motion. The decay is 

further complicated by the fact that the decay distribution of the p depends on its 

spin state. However, the calculation of the matrix element is straightforward, and 

yields the expression: 

where q = 1r- - 1r0
• 

Finally the decay distribution in the decay T - Alv-r is perhaps the most in­

teresting. The portion of the decay from T - Al is simple, but the entire decay 

is complicated by the fact that the Al subsequently decays through a pinto three 

pions. The complication is that the three pions can form a pin two different ways. 

For example in the decay T - 11'11'0 11'0 v-r either 11'0 can be a part of the p resonance, 

giving an interference term in the matrix element. In fact this interference term has 

been utilized to measure the helicity of the v-r. 

A cursory look at the world averaged branching ratios, as listed in Table 1, will 

show a curious fact. The sum of the exclusive modes do not add up to one. This is the 

famous T 1-prong problem[l9, 20]. Of course this problem is of considerable physics 

interest, but it also presents an odd problem for the W - TV analysis, which will be 

discussed further in Chapter 5. There is, however, one set of measured branching 

ratios which shows no 1-prong problem, from the CELLO experiment[l8]. This 

result differs from previous measurements of the exclusive decay modes, in that 

it measures the branching ratios simultaneously. The technique used is to apply 

a likelihood function to each T, based on topological and kinematic criteria, and 
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Figure 3. Effect of r polarization on the decay r - pv.,. 
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categorize each T by mode. With this method the branching ratios are guaranteed 

to add to one. Although I do not believe that the Cello result solves the 1-prong 

problem, it does provide a set of branching ratios which are appropriate for this 

analysis. The effect of the uncertainty in the T branching ratios is considered in 

Chapter 5. 

1.5 W Boson 

The long sought for carrier of the weak force, the intermediate vector boson, 

was discovered in 1983 by the UA1(21] and UA2[22] collaborations. The w± has 

all the attributes predicted by the Standard Model. The mass of the w± has been 

measured to be Mw = 80.1±.3 GeV(lO, 23]. The transverse momentum distribution 

of w± produced at vs= 1.8 TeV has also been measured at CDF(24], as shown in 

Figure 4. 

The w± is made in pp interactions, at lowest order, by quark-quark annihila­

tion as shown in Figure 5. In addition, higher order diagrams from quark-gluon 

scattering make a significant contribution to the cross-section. At lowest order the 

parton level production cross-section is given by: 

To calculate the cross-section for pp -+ w± we must integrate over the quark struc­

ture functions, giving: 

where Xp is the Feynman-x and q and q' are the quark structure functions. This 

expression ignores a number of additional effects in w± production. Of course one 

must add higher order diagrams from quark-gluon scattering. In addition there are 

higher order QCD corrections, which can be approximated by multiplying the lowest 

order calculation by a K-factor. Also there are contributions from sea-quarks, so 
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that the anti-quark comes from the proton, a.nd the quark comes from the anti­

proton. Finally, there are effects from initial state bremsstrahlung, and final state 

radiation. 

The decay of thew± into a lepton and its neutrino is also straightforward to 

calculate. The width for the decay of the w± is given by: 

GFM3 

r(W-+ rv) = -~ V2 611" 

and the leptonic branching ratio is 10.83 if the top quark mass is above Mw. In 

addition the w± is produced with its spin fully polarized along the beam direction, 

at least when it is produced without any transverse momentum. In this case the 

angular distribution for its decay is simply given by 

IMl2
"' 1 ± cos9 

where 9 is the angle between the r and the beam direction in the w±'s rest frame. 

In pp interactions the w± is boosted in the lab frame such that the simple angular 

distribution is mostly washed out. 
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CHAPTER 2 

APPARATUS 

This chapter describes the Collider Detector a.t Fermila.b (CDF), the general purpose 

particle detector used in the analysis for this thesis. The CDF was the primary 

detector used in the collider mode operation of the TEVATRON accelerator, which 

provided collisions of protons and anti-protons at a. center-of-mass energy of 1.8 

TeV. 

2.1 Tevatron Accelerator 

The Tevatron is a. superconducting accelerator which collides protons and an­

tiprotons a.t a. center of mass energy of 1800 Ge V[25]. The Tevatron accelerator is 

fed by a. system of accelerators which includes Fermilab's old Main Ring, shown in 

Figure 6. Protons a.re first accelerated to 200 Me V in a. Lina.c, a.nd a.re sent into a. 

Booster accelerator. There they are boosted to 8 GeV a.nd feed into the Ma.in Ring. 

The protons a.re a.ccelera.ted to 150 GeV a.nd injected into the Teva.tron itself. In 

the 1989 run there were 6 bunches of protons in the Teva.tron, and a. typical bunch 

contained 7 x 1010 particles. 

To make a.ntiprotons, protons are extracted from the Ma.in Ring a.t 120 GeV 

a.nd transported to a. target. The antiprotons a.re collected and then cooled in the 

19 
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Antiproton Accumulator. From the Accumulator they are returned to the Main 

Ring and ramped up to 150 GeV. Then they too are injected into the Teva.tron. Of 

course there were also 6 bunches of antiprotons used in the 1989 run, with typical 

densities of 2.9 x 1010 per bunch. When both protons and antiprotons are present 

in the Tevatron, the particles are ramped up to the operating energy of 900 GeV. A 

typical starting luminosity was 1-2x1030cm-2sec-1 , with a lifetime of 12-15 hours. 

Antiprotons were accumulated simultaneous with colliding beams in the Tevatron 

to reduce the down time from the collection of antiprotons. 

2.2 CDF Overview 

The CDF(26] is a general purpose detector, with a complement of subsystems 

designed to measure electrons, muons, and hadronic jets. A perspective drawing 

and a side view of the detector are shown in Figure 7. The CDF coordinate system 

has the z axis headed in the proton direction, 6 the polar angle from the z axis, and 

the azimuthal angle t/> starting from the horizontal which faces north. Frequently 

the variable pseudorapidity, TJ, is used instead of polar angle. It is defined as 

T/ = - log tan (6/2). 

In addition, instead of using the scalar energy, E, the transverse energy, ET, is 

generally used to describe the deposits in the calorimeter. The transverse energy is 

defined as 

ET = E x sin ( 6) . 

The combination of ET and T/ has several advantages. First, many of the variables 

of interest in pp collision scale in terms of T/ and ET instead of E and 6. Also the 

Lorentz invariant phase space element ~ can be rewritten as 
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when the mass of a. particle is sma.11 compared to its transverse energy. Likewise, the 

transverse momentum PT is genera.lly used instead of just the momentum. Fina.lly, 

the variables ET a.nd PT a.re used because the most interesting physics processes 

produce particles with large transverse energy, while the majority of inelastic pp 

collisions produce very little transverse momentum. 

Perhaps it is important to distinguish among the energy and momentum vari­

ables frequently used in this thesis. For the large energies which a.re encountered at 

CDF, E and Pa.re genera.lly equivalent, and the words energy and momentum a.re 

frequently used interchangeably. However, ET and PT as commonly used are quite 

different. It is a. standard that Er refers to the the transverse energy measured in 

a calorimeter, and PT refers to the transverse momentum measured in the tracking 

chamber. In addition, there is a. third energy variable which plays an important role 

in the analysis of W --+ rv events - missing energy. The missing energy is the mag­

nitude of the vector sum of Er, where the norma.lly scalar energy gets a. direction 

from the direction of the calorimeter tower. Thus ET, the missing transverse energy, 

is defined as: 

ET = ( L ET ·sin </>tower) 

2 

+ ( L ET ·COS </>tower) 

2

• 
tower a tower a 

If a.11 particles produced interact in the calorimeter, then ET only gets a. non-zero 

value from measurement error. Thus significant deviations of~ from zero indicate 

that some particle, a v for instance, was produced a.nd escaped detection. 

CDF has a. solenoid superconducting magnet with a. field of 1.4 Tesla surrounding 

the tracking chambers to allow the measurement of charged particle momentum. In 

addition CDF utilizes calorimeters to measure particle energies. These calorimeters 

are segmented with a. projective tower geometry in <P and Tf, a.re divided into two 

longitudinal depths, and essentia.lly cover a.11 41r of solid angle. Fina.Uy there are 

chambers behind the calorimeter to select muons from other charged tracks. 

The CDF detector is divided into three regions; the central region consists of 

the Vertex Time Projection Chamber (VTPC)[27], the Central Tracking Chamber 
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(CTC)(28], the solenoidal magnet, a Central Electromagnetic Calorimeter (CEM)[29] 

with an embedded Central Strip chamber ( CES), a Central Hadronic Calorime­

ter (CHA)(30], a Wall Hadronic Calorimeter (WHA), and Central Muon chambers 

(CMU)(31]. The plug detectors fit into the central detectors like two end caps. The 

plug detector consists of a Plug Electromagnetic Calorimeter (PEM) and a Plug 

Hadronic Calorimeter (PHA). Finally there are forward detectors which consist of 

a Forward Electromagnetic Calorimeter (FEM), a Forward Hadronic Calorimeter 

(FHA), and Forward Muon chambers (FMU) which include a toroid magnet sys­

tem. In addition to these three systems there is a set of Beam-Beam Counters 

(BBC) in front of each of the forward detectors. Finally the CDF utilizes a four 

level triggering system(32] to select events of interest. 

In this analysis we want to measure the energy and positions of the decay prod­

ucts of T leptons. Only those decays into the central region of the detector are consid­

ered, since this is the only region with the good tracking necessary for the W - rv 

analysis. The hadronic decay products of the T primarily consist of charged and 

neutral pions, with the neutral pions decaying into two photons before they reach 

the detector. The charged pions are detected in the tracking chamber and in the 

calorimeter, as shown schematically in Figure 8. The momentum of the pion is 

measured in the CTC, and the energy of the pion is measured in the CEM and 

CHA. Note that charged pions can be distinguished from electrons by the presence 

of some energy deposition in both the electromagnetic and hadronic portion of the 

calorimeter. Pions are also differentiated from muons by the amount of energy de­

posited in the calorimeter, and the lack of a track in the muon chambers. The CDF 

detector is also capable of detecting the two photons from the decay of the 7ro. This 

is shown schematically in Figure 9. The photons are only detected by the CEM 

and the CES. Thus we can distinguish the 7ro from an electron by the fact that it 

leaves no track in the CTC. 

Finally it is worth noting that the CDF detector was designed primarily to 
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detect electrons, photons, muons, and hadronic jets. It was not optimized for the 

detection of T leptons per se. Thus to successfully detect the ha.dronic decays of 

the T it is vital to utilize all the information the CDF detector has to offer. For 

instance the CTC was designed primarily to measure the momentum of electrons 

and muons, but is also capable of measuring the momentum of one or several charged 

pions. Also the central calorimeter with its embedded strip chamber was optimized 

for the detection of isolated electrons and photons, with hadronic jets a secondary 

consideration. However, the CDF detector does an acceptable job of measuring the 

energy of the T's decay products, and its tower geometry, depth segmentation, and 

strip chamber do assist in the identification of TS; 

2.3 Tracking 

The tracking system consists of two tracking chambers, the VTPC and the CTC, 

which a.re the first two detectors surrounding the interaction point. The VTPC 

is a time projection chamber which consists of eight octagonal modules. In the 

center of ea.ch module is a high voltage grid, with drift regions on either side of the 

grid. At the sides of each module a.re sense wires strung in the </> direction. The 

mission of the VTPC is to accurately measure the event's vertex, especially in the 

z direction. It also measures the 1J of charged tracks well, but does not measure the 

track momentum. The VTPC is useful in identifying photon conversions into a low 

mass pa.ir of electrons. For the present analysis, however, the VTPC is primarily 

used for the measurement of the event vertex. 

The CTC measures the momentum and direction of charged particles within the 

pseudora.pidity range 1111 $ 1.1. The CTC is a drift chamber with .84 layers of sense 

wires, which a.re grouped into nine superla.yers. Of these superla.yers, five a.re axial 

layers in which the 12 sense wires a.re strung parallel to the beam direction. These 

axial layers provide a precise measurement of the track position in the r - </> plane. 
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The other four layers a.re stereo layers in which the 6 sense wires a.re at an angle of 

±3° with respect to the beam direction. These stereo wires a.re rotated a.bout the 

radial direction by 3° to provide information a.bout the z position of the charged 

track. In ea.ch superlayer the sense wires a.re grouped into cells, with field wires 

separating the cells from their neighbors. Finally these cells a.re tilted by 45° with 

respect to the radial direction, which complements the 45° Lorentz angle in the 1.4 

Tesla. magnetic field, so tha.t electrons drift in the </> direction. This also allows for 

very easy resolution of the left-right ambiguity in hit position. 

The CTC has excellent momentum resolution, track efficiency, and two track 

identification. The momentum resolution is given by 

opT = .0016 x Pi GeV /c 

and is measured using cosmic rays which happen to pass through the center of the 

CTC. The momentum of these cosmic rays is measured twice, permitting a. com­

parison of the two independent measurements of the sa.me particle. The momentum 

resolution cited in most CDF analyses is generally better than the one above, since 

the effect of constraining the track to the event vertex is usually included. This 

procedure adds an additional space point so tha.t the length over which space points 

a.re measured increases by 30 cm, with a. corresponding improvement in resolution. 

In this analysis, however, the resolution without vertex constraining is sufficient, 

and the vertex constraining adds a.n extra complication to the analysis. Thus we 

cite the resolution without the vertex constraint. 

Equally important in the W - TV analysis is the high track reconstruction 

efficiency and two track resolution of the CTC. Studies of W - ev events identified 

only with calorimeter requirements and of the tracks in minimum-bias events have 

shown the track reconstruction efficiency to be ~99% for isolated tracks. For tracks 

which a.re not isolated we may expect there to be some inefficiency, which has been 

estimated with two techniques.[33] First monte-carlo generated two-jet events were 

reconstructed with a detailed simulation of the CTC. The tracking efficiency as a 
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function of the average distance in the r - </>plane is shown in Figure 10. Above 

a distance of 2 cm the reconstruction efficiency is estimated to be "" 97%. This 

estimate was checked with a study which added a single simulated track to a genuine 

CDF event. Then the efficiency to reconstruct this track was measured, also as a 

function of the average distance to the nearest track (Figure 10). This confirms that 

the CTC has very high two track reconstruction efficiency for tracks with an average 

r - </> greater than 2 cm, and that the detailed simulation of the CTC models the 

inefficiency correctly. 

2.4 Calorimeter 

The CDF calorimeter consists of three distinct subsystems: the central, plug and 

forward calorimeter. Together they provide nearly complete coverage in solid angle. 

The calorimeter is divided into projective towers with a tower size of .1 in 'f/ by 15° 

in </> in the central region and .1 in .,, by 5° in </> in the plug and forward region. 

The central electromagnetic calorimeter is composed of layers of lead absorbers 

with plastic scintillators as the active medium, and the central hadronic calorimeter 

utilizes iron as an absorber again with plastic scintillators. The plug and forward 

electromagnetic calorimeters have lead absorbers a.nd proportional tube chambers 

with cathode pad readout, while the plug and forward hadronic calorimeters have 

iron absorbers again with proportional tube chambers. 

2.,/.1 Central Calorimeters 

The central calorimeter covers the region 1"11 $ 1.1. This region includes the 

CEM, CHA, and WHA subsystems, as shown in Figure 7. The CEM and CHA are 

constructed in wedges which cover 15° in</>. These wedges are self-contained modules 

which contain the CEM, CHA, and CMU detectors. The wedges are combined into 

four large arches which comprise the central barrel. Note that there are gaps in 
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calorimeter coverage every 15° between each wedge, and between the east and west 

arches a.t a.n 1/ = 0.0. The WHA is a.n extra system of calorimeters which is housed 

in the wall of the magnet yoke, a.nd completes the ha.dronic calorimeter coverage up 

to an 1/ of 1.1. 

The CEM was designed to accurately measure the energy of electrons and pho­

tons. It consists of between 20 to 30 layers of lead radiator, which a.re arranged to 

ensure a. constant number of radiation lengths as a function of polar angle. The 

CEM is a total of 18 radiation lengths in depth. Interleaved between the lead sheets 

a.re layers of polystyrene scintilla.tor which a.re read out via wave shifter sheets and 

light guides placed in the gaps between wedges. Ea.ch tower is read out by two pho­

totu bes, one on ea.ch side of the tower in the t/> direction. The CEM has a. resolution 

of 
17ET - 13.53 1 7M 
ET - .;E; 63 • 10 

which has been determined from test beam studies with 10-50 GeV electrons. 

Embedded within the CEM is a proportional wire and strip chamber (CES) to 

accurately measure the position a.nd transverse profile of electromagnetic showers. 

The CES is placed a.t a. depth of 5.9 radiation lengths inside the CEM, which is 

approximately the shower maximum. This chamber consists of a plane of wires, 

strung parallel to the beam direction, which measure the shower profile in the t/> 

direction, a.nd a. plane of strips, perpendicular to the bea.m direction, which measure 

the profile in the 1/ direction. The position resolution of the CES is ±2 mm in both 

views. Since it only includes one sampling layer, the CES has rather poor energy 

resolution, a.nd is generally used only for position and profile measurements. 

The CHA a.nd WHA calorimeters complement the CEM, by allowing the mea­

surement of the total amount of energy deposited by a hadron. The CHA consists 

of 32 layers of iron absorber with interleaved layers of scintilla.tor, while the WHA 

has 15 layers of iron absorber. There are wavelength shifter strips along the scin­

tilla.tor between the gaps in 1J between towers. These wave shifters a.re attached to 
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light guides which combine the light output from all scintillator layers in the tower. 

As with the CEM there are two phototubes per tower, one on either side of the 

wedge in lf>. Both the CHA and WHA are approximately 4.5 interaction lengths 

deep, corresponding to 80 cm of steel at normal incidence, enough to contain 953 

of a 50 Ge V hadronic shower. The response of the CHA and WHA to hadrons is 

approximately given by: 
O'ET _ 80% 
ET - y"E;" 

Unfortunately the CDF hadronic calorimeters are not compensating, which is one 

of the effects which produces the above hadronic response. The determination of 

the energy scale of the central calorimeters for hadrons is discussed extensively in 

Chapter 5. 

2.4 .2 Plug and Forward Calorimeters 

The plug and forward calorimeters extend the calorimeter coverage in CDF to 

1111 $ 4.2. These calorimeters consist of gas filled proportional tubes with cathode 

pad readout. As a. result the energy resolution for both electrons and hadrons is 

somewhat worse in the plug and forward than it is in the central region. However, 

the W - TV analysis only uses these calorimeters to measure the total missing 

transverse energy in ea.ch event, and not for T reconstruction. For this use the gas 

calorimeters a.re sufficient. 

2.5 Trigger 

The CDF trigger is a. four level system in which ea.ch level reduces the event 

rate enough to allow for a more sophisticated and lengthy analysis of the event in 

the succeeding level. By using such a pipeline the total deadtime induced by the 

triggering system is kept to an acceptably small level. The Level 0 trigger uses only 
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the information from the BBC to make an initial decision within the 3.5µsec between 

bunch crossings. The Level 1 trigger uses calorimeter energy sums and preliminary 

muon and di-muon information. The Level 2 trigger finds clusters of energy in the 

calorimeter and correlates this information with the tracking and muon chambers. 

Thus an extremely sophisticated physics decision can be made about an event in a 

short period of time. Finally the Level 3 trigger consists of a large number of ACP 

processors which run Fortran reconstruction algorithms to make a final decision 

whether to record an event. 

The thresholds and operation time of the trigger are intimately connected with 

the cross-section and luminosity of the Tevatron accelerator. In the 1989 running 

period a luminosity of C = 1030 cm-2 sec-1 was typical. A useful trigger rule of 

thumb is that at a luminosity of 1030 the trigger rate is 1 Hz for every lµb of 

cross-section, where the simple formula: 

Rate= C x u 

is used. The total inelastic cross-section subtended by the BBC at .J'S= 1.8 TeV 

has been measured to be u = 46.8 mb, and so the total pp collision rate at CDF is 

47 KHz at a luminosity of 1030• This number needs to be compared to the frequency 

at which the bunches of protons and anti-protons collide, which was 286 KHz in the 

1989 run. Thus the probability of at least one interaction in a crossing is 153. It 

is interesting to note that for crossings with at least one interaction there is an 83 

probability that there are two or more proton anti-proton collisions present. This 

multiple interaction rate is small enough to present no special problems in data from 

1989. 

2. 5.1 Level 0 Trigger 

The Level 0 trigger utilized the BBC detectors to decide without dead-time 

whether a.n inelastic proton-antiproton collision took place in a given bunch crossing. 
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The BBC are scintilla.tor hodoscopes which lie in front of the forward calorimeters. 

These scintilla.tor planes cover a. rectangular region which lies between an 1111of3.2 

and 5.9. Ea.ch plane consists of 16 scintillation counters, covering a. roughly equal 

region of pseudora.pidity. The BBC system is also used as a. luminosity monitor, 

since it detects inelastic proton-a.ntiproton scattering with very high efficiency. 

The Level O trigger required that 3 counters fire on each of the BBC systems, 

and that the timing of these hits be consistent with a proton-antiproton collision. 

Most inelastic collisions will satisfy this simple requirement. The timing information 

is useful in rejecting backgrounds from cosmic rays, halo from the 150 Ge V "main­

ring" accelerator which passes over the CDF detector, and beam-gas interactions. 

The BBC have the great advantage that a trigger decision can be made very quickly, 

much faster than the 3.5µsec between bunch crossings. Thus the BBC allows the 

Level 0 trigger to operate without dead-time. The trigger rate for events passing 

Level 0 varies with luminosity; at the typical value of C. = 1030 the Level 0 trigger 

rate was approximately 50 KHz. 

2. 5.2 Level 1 Trigger 

The Level 1 trigger uses sums of energy in the calorimeter and preliminary 

information from the muon chambers in its trigger decision. This analysis only uses 

a calorimeter Level 1 trigger, and the trigger plays an important role in this thesis, 

so I will describe the operation of this trigger in some detail. 

The Level 1 calorimeter trigger uses analog signals from the calorimeter to form 

transverse energy sums, and compares these sums against programmable thresholds. 

The trigger is implemented with custom-made FASTBUS printed circuit boards. A 

block diagram of the Level 1 circuitry is shown in Figure 11. A schema.tic of the 

entire Level 1 and Level 2 circuitry is also shown in Figure 12. It is useful to note 

that all the intelligence of the system is contained in the Timing Control, as shown 
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in Figure 12. This FASTBUS board is responsible for the strobes which control the 

operation of the trigger system. 

Let us follow the path of a calorimeter signal through the Level 1 trigger. The 

trigger takes analog energy signals from the various calorimeters. These are not 

the same signals which are digitized by the CDF data aquisition system, but are 

from so called fast-outs which provide the trigger with signals shortly after the 

bunch crossing. Thus the energy measured by the trigger system can and does vary 

slightly from the energy measured by the DAQ system. This will turn out to be an 

issue for our analysis. These analog calorimeter signals are first summed to form 

trigger towers which are .2 wide in 11 by 15° in </> throughout the calorimeter. Thus 

two towers are summed together in the central region, by the tube-sum board, and 

six towers are summed in the plug and forward region, in the calorimeter amplifier 

boards. There are separate signals for the electromagnetic and hadronic portions of 

a tower. 

The next operation on the analog signals is performed by the Receive and Weight 

(RAW) board. There are 88 RAW boards, 44 each for the electromagnetic and 

ha.dronic calorimeters, one for each 1~111 = .2 slice. Each board has 24 channels, 

covering all of </J. The RAW board multiplies the signal for each tower by a weight, 

which normalizes the signal such that 1.0 Volt corresponds to 100 GeV of ET. Next 

the RAW board applies a bias to the signal, to set the zero point correctly. Note 

that both operations are done with analog signals. Finally the RAW board sends 

the analog signals across to its partner the Compare and Sum board (CAS). 

There are 88 CAS boards, one for each the RAW board. The first operation in 

the CAS board is to compare the analog signal with an analog single tower threshold 

(STT). The STT is set by a fast DAC, which gets its input from the Timing Control. 

Next those towers which are over the STT a.re summed to calculate Er, E,., and E,. 

for each board. It is possible to disable the comparator which performs the test 

over STT, to remove a faulty channel from consideration. Also it is important 
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to note that there are four parallel summing circuits, to allow four different sets 

of thresholds, which can be pipelined for fast operation. Finally these transverse 

energy sums are sent to the Crate Sum boards. 

The Crate Sum (CS) is comprised of three connected printed circuit boards, and 

performs the sum over those channels within each FASTBUS crate. There are 10 

FASTBUS crates filled with RAW, CAS, and CS boards. These crates are divided 

along lines of the calorimeter components. Thus there is one crate each for the CEM 

and CHA, and one each for the East and West side of the PEM, PHA, FEM, and 

FHA calorimeter systems. Since there is one STT per trigger crate, this division is 

an extremely convenient one. Also in the CS as well as the CAS board there are 

four separate summing and digitizing circuits. 

The CS boards take the transverse energy sums from the CAS hoards, and 

calculate the sums over the entire crate. The CS first makes an analog sum of 

E ET, EE., and EE,, and then digitizes the result of this sum with an 8-hit 

flash-ADC. The CS also calculates the sum of E ETT/ and E ET172 and digitizes the 

result. Finally the CS boards send the digitized sums to the Interceptor boards. 

The Interceptor boards are simply buffers, which also store the digital information 

in registers which are read into the data stream. 

Finally the transverse energy sums are read into a Level One Sum board 

(LlSUM), which performs a final sum over trigger crates. Thus the LlSUM cal­

culates the total E ET over all calorimeter towers which individually are above a 

single tower threshold. In the 1989 run only the sum of ET was used, although sums 

of E,. and E,. were available. There are separate sums for electromagnetic, hadronic, 

and total ETs. Here too there are four parallel sets of sums which correspond to the 

four parallel circuits in the CAS and CS board. Finally these sums are compared 

to thresholds which are stored in registers in the LlSUM, and the results of the 

comparisons are used for the Level 1 trigger decision. 

Much of the flexibility of this Level 1 system derives from the fact that the single 
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tower and E Er- thresholds are easily programmable, and that there are four parallel 

summing circuits. For example in the 1989 run three of the four summing circuits 

were used (the fourth was omitted because of timing considerations). Thus there 

were three distinct Level 1 calorimeter triggers used. The first used a 1.0 Ge V STT 

over the entire calorimeter, and required that L Er- ~ 18 GeV. This is the trigger 

used for the data in the W ~ rv analysis, and is a general purpose trigger used for 

jet and missing ET data. However, there were also two Level 1 calorimeter triggers 

for electrons. One had a STT of 3.0 Ge V in the CEM only, with the STT set to full 

sea.le in the rest of the calorimeter to effectively remove them from the ~ sum. One 

tower over threshold was sufficient to pass this trigger as the threshold for L ~ 
was also 3.0 GeV. The last trigger had a 4.0 GeV STT for all EM calorimeters, and 

required 6.0 GeV summed over them, for a di-electron trigger. 

The Level 1 trigger arrives at its decision about a given event in 7 µsec, which 

does incur some deadtime, since for each Level 0 accept there is one bunch crossing 

which is missed. For a Level 0 trigger rate of 50 KHz, the Level 1 trigger a.lone 

causes a 17 .5 % deadtime. In the 1989 run a typical pea.k luminosity was around 

1030, but the average luminosity was somewhat smaller. Thus the deadtime from 

the Level 1 trigger was at an acceptable level. The typical rate of events passing 

the Level 1 triggers was 5 KHz, also at a luminosity of 1030• 

2.5.3 Level 2 Trigger 

Events which pass the Level 1 trigger are next processed by the Level 2 trigger. 

The Level 2 trigger searches for clusters of energy in the calorimeter and matches 

tracking and muon information to the clusters which are present. Thus specific 

physics signatures such as those of electrons, muons, jets, missing~' and rs can be 

required for an event to pass the Level 2 trigger. In fact the Level 2 trigger reduces 

the event rate from 5 KHz to approximately 5 Hz. This decision is made within 

only 30-40 µsec, a speed which is possible since most of the Level 2 algorithms are 
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implemented in fixed ECL circuitry. Since the W -+ Tl! analysis relies heavily on 

the Level 2 trigger, and since I spent several years working on the Level 2 trigger, I 

will describe the subject in the detail it deserves. 

The Level 2 trigger uses most of the hardware needed for the Level 1 calorimeter 

trigger, with the addition of a significant amount of digital electronics which is solely 

used for Level 2. Figure 12 shows the interplay between the various components 

involved in the trigger. The operation of the Level 2 trigger begins after the event 

passes the Level 1 trigger. As before the control of the operation of the trigger lies 

in the hands of the Timing Control. This device uses a bit-slice ECL processor to 

send the necessary strobes to perform the trigger algorithm. 

The operation of the Level 2 cycle begins with cluster finding. As in Level 1, 

a tower threshold is applied to the calorimeter towers. At Level 2, however, there 

are two tower thresholds, a high one for cluster seeds, and a lower one for cluster 

shoulders. The information about towers over threshold is sent from CAS via a 

dedicated digital bus, the cluster bus, to the Cluster Finder (CF). There is one wire 

per calorimeter tower in this bus, and the electromagnetic and hadronic parts of 

a tower are ORed onto one wire. Thus for each tower over threshold in either the 

electromagnetic or hadronic chamber there is a wire which is set to a logical HIGH 

level. 

To perform the actual cluster finding the CF latches those towers which are 

above the seed threshold and above the shoulder threshold. There is a separate 

circuit for each of the 1008 trigger towers, which allows a great deal of parallelism 

in the operation of the CF. With the towers over the seed and shoulder thresholds 

latched, the CF performs a simple nearest neighbor clustering algorithm. First, the 

seed towers are ordered, and one is chosen. Next, all towers which are above the 

shoulder threshold and are adjacent to this chosen seed tower are identified. These 

towers along with the seed tower are considered members of the cluster. Then any 

additional towers which are adjacent to towers previously attached to the cluster 

• 
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a.re also added to the cluster. This process continues until no additional towers a.re 

found. This algorithm is implemented via. connections between ea.ch of the circuits 

for the 1008 trigger towers a.nd the circuit of its four neighbors, a.llowing for v~ry 

fa.st cluster finding. Ea.ch cluster takes a.pproxima.tely 150 nsec, depending on the 

number of towers in the cluster. 

Next a. logical HIGH for those towers which a.re a. pa.rt of the cluster is returned 

to the CAS boa.rd via the cluster bus. Instead of using all towers a.hove the single 

tower threshold, as in Level 1, the CAS boa.rd sums the energy for only those towers 

which are members of the cluster. Thus the CAS a.nd CS boa.rds perform the analog 

sums a.nd digitization of Er, E,., E1 , Er 'f'/, a.nd Er 'f'/2 • The number of trigger towers 

in the cluster is also calculated by the CS. At this time the bit ma.p for the cluster is 

also sent to the Muon Match Box, which checks to see if there are a.ny stiff tracks, a.s 

found by the Fa.st Track Processor[35], which lie at the same</> a.s a.ny tower within 

the cluster. The Fast Tracker measures the PT and </> of tracks from the CTC for 

use in the Level 2 trigger decision. Since it measures the tracks in two dimensions, 

the matching with calorimeter clusters is done in the </> direction only. If a match is 

present, the Muon Match box sends the PT of the track to the Interceptor. 

Next the digital sums a.re buffered through the Interceptor boards, a.nd passed 

to the Listmaker. The Listmaker sums the information a.bout the cluster from a.1110 

crates, and forms a. digital list for the cluster. The quantities in this list a.re shown 

in Figure 13. Finally the cluster list is passed to the Level 2 processor. Then if 

more seed towers exist the next one is chosen and its cluster is formed until no seed 

towers remain. 

In the 1989 run clusters were found in several different ways. First general 

purpose clusters were found using a 3.0 GeV seed threshold a.nd a. 1.0 GeV shoulder 

threshold. Next electron clusters were found with a 4.0 GeV seed threshold and a. 3.6 

Ge V shoulder threshold, a.pp lied only to electromagnetic calorimeter towers. Also a. 

pseudo-cluster was formed which included a.11 towers in the detector with Er above 
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The format of the Cluster List for the EM and EM+HAD portions 

of the cluster are: 

Bits Length(bits) Quantity 

==== ============ ======== 
(9:0) 10 ET 

(19:10) 10 ETsinphi 

(29:20) 10 ETcosphi 

(31:30) 2 spare 

(39:32) 8 <y> 

(47:40) 8 sigma-y 

(54:48) 7 <phi> 

(55) 1 spare 

(63:56) 8 sigma-phi 

The format of the 3rd Word is: 

Bits Length(bits) Quantity 

==== ============ ======== 
(3:0) 4 Origin code 

(11:4) 8 N 

(17:12) 6 YSEED 

(22:18) 5 PHI SEED 

(23) 1 Stifftrack bit 

(27:24) 4 PT 

(31:28) 4 spare 

(63:32) 32 spare 

Description 

=========== 
Transverse Energy 

y component of ET 

x component of ET 

2-bits extra 

Mean rapidity 

Width in rapidity 

Mean phi 

spare 

Width in phi 

Description 

============== 

Units 

===== 

0.5 GeV/ct 

0.5 GeV/ct 

0.5 GeV/ct 

0.0330/ct 

0.0250/ct 

0.0491/ct 

0.0250/ct 

1=CF,2=L1,3=MU,4=Stf,5=EM 

I of towers in cluster 

y of seed tower in cluster 

Phi of seed tower in cluster 

l=stiff track present 

sign+ 3-bit PT of track 

spare bits 

spare bits 

Figure 13. Level 2 Cluster List quantities 
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1.0 GeV; this was used to measure the total Er and the ET in the calorimeter. 

Finally muon clusters are found, but instead of using the calorimeter seeds and 

shoulders these clusters are found from the location of matches between tracks and 

muon chamber stubs. After the cluster finding is complete the Level 2 processor 

begins operation. 

The Level 2 processor(34] consists of three Cluster Memories which store the 

cluster list, one Jupiter module which controls the operation of the Level 2 proces­

sor, and a number of Mercury modules which apply the physics algorithms to the 

information present in the cluster list. These are connected via a dedicated Level 2 

processor bus. This bus contains a 32 bit data path, a 16 bit source address, a 16 

bit destination address, and control signals for bus arbitration and the transfer of 

data from one board to one or more others across the bus. Each of the modules in 

the Level 2 processor is assigned a unique address, and has the necessary logic for 

data transfers across the bus. 

The Cluster Memories are RAM boards which can also send the cluster list 

across the processor bus. The Jupiter module utilizes an ECL bit-slice processor, an 

ECL ALU, and ECL barrel-shifter to implement the desired Level 2 triggers. The 

Jupiter module also specifies the source and destination of information sent across 

the processor bus. For example it can direct the Cluster Memories to send the cluster 

list to all Mercury modules, or can instruct a Mercury module to send a particular 

register back to the Jupiter module. The various Mercury modules have hardwired 

algorithms with programmable thresholds to count and classify the physics objects 

present in an event. In the 1989 run there were two Electron-Photon, one Tau, one 

Muon-Missing Et, and one Jet Mercury modules. 

Let us now follow the steps taken in the operation of the Level 2 processor. First, 

\the Jupiter module directs the Cluster Memory to send the cluster list of the first 

!cluster to all Mercury modules. These Mercury modules latch the relevant data from 

the cluster list and process it through their fixed algorithms. The Mercury modules 
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contain thresholds which can be easily programmed, to allow easy changes in the 

Level 2 trigger requirements. These modules count the number of clusters which 

pass certain physics cuts; they also stor~ a small amount of interesting information 

about the event which can be used in the'trigger decision. The specifications of the 

Mercury modules are as follows. 

Electron-Photon Mercury module The Electron-Photon Mercury module uses 

only those clusters found by the electron clustering. All clusters, to be considered 

either an electron or photon, must pass cuts applied on the number of towers in 

the cluster and the ratio of ET(Total)/ET(EM) of the cluster. In the 1989 run the 

cut on Ntowera was effectively disabled to avoid biasing the results towards isolated 

clusters. The cut on ET(Total)/ET(EM) was set at a value of 1.125. The thresholds 

for these two cuts were set in PROMs, to allow the value of the threshold to be a 

function of an 8-bit input. For the Ntowera cut the threshold is a function of the 

seed 'T/ of the cluster, to allow for different sizes for the various components of the 

calorimeter. The threshold of the ratio cut is a function of the ~(EM) of the 

cluster, to allow for an energy dependent threshold. In the end these features were 

not actually used in the 1989 run. 

The calorimeter ET and track PT of clusters which pass these two requirements 

are compared against several thresholds, and the number of electrons clusters and 

photons clusters present is determined. There are three sets of ET(EM) and PT 

thresholds for Electrons, and two ET(EM) thresholds for photons on the Electron­

Photon Mercury module. Thus the number of clusters above the three ET(EM) 

and PT thresholds is stored, giving the number of High, Medium, and Low ET(EM) 

electrons. In the 1989 run the High electron required an ~(EM) 2: 12.0 GeV and 

PT 2: 6.0 GeV /c, the Medium electron required an ET(EM) 2: 7.0 GeV and PT 2: 4.8 

GeV /c, and the Low electron required an ET(EM) 2: 5.0 GeV and PT 2: 4.8 GeV /c. 

Likewise the High photon required an ET 2: 23.0 GeV and the Low photon an 

ET 2: 10 GeV. Note that a photon cluster may or many not have a track, only the 



46 

electron clusters requires a matching tra.ck. There is also a check on the '1 of the 

cluster, which was used to select only central photons with the a.hove thresholds. 

The second Electron-Phot~n module was used to count photons which were in the 

plug or forwa.rd calorimeters: Finally, there were registers to store the Er{EM) and 

cluster index of the highest energy electron a.nd photon in the event. 

Tau Mercury module The Ta.u Mercury module is very simila.r to the Electron­

Photon module; only three changes were necessary to allow the Level 2 trigger to 

select Tau clusters. First the Ta.u module uses general purpose clusters, instead of 

electron clusters. Second it uses Er(Total) instead of Er(EM) in its tests a.hove 

threshold. And third it inverts the cut on Er(Total)/Er(EM) so tha.t the require­

ment is ET(Total)/ET(EM) > 1.125 instead of ~ 1.125. The ratio cut was meant 

to a.void including electron-like clusters. These cha.nges allow the Ta.u module to 

select clusters which ha.ve a. stiff track ma.tched to a.n energetic cluster a.nd pass a. 

cut on the Ntowera· The stiff track and Ntowtra requirements a.re the key factors in 

the r-ness of the clusters. 

As we mentioned, the cut on Er(Total)/Er(EM) was > 1.125, a.nd the require­

ment on Ntowua was ~ 2 trigger towers. The Ta.u Mercury module used a. cut of 

ET(Total) ~ 30 GeV a.nd PT ~ 9.2 GeV /c for the High Ta.u, ET( Total)~ 20 GeV 

a.nd PT ~ 9.2 GeV /c for the Medium Ta.u, and Er(Total) ~ 10 GeV a.nd PT ~ 4.8 

Ge V / c for the Low Tau. The analysis in thi11 thesis uses the Low Ta.u selection in 

one of the Level 2 triggers. 

Muon-Missing Et Mercury module There is no physics reason to combine the 

muon and iT functions of this Mercury module; they just fit together nicely on one 

boa.rd. There a.re two central muon thresholds a.nd two forwa.rd muon thresholds 

on this boa.rd. The muon clusters were required to ha.ve Er(Total) below a thresh­

old, a.nd a. tra.ck above a PT cut. In the 1989 run the Er(Total) requirement was 

effectively disabled, a.nd the PT cut was set at 9.0 GeV /c a.nd 3.0 GeV /c for the 
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High and Low muons. The forward muon thresholds were not used in the 1989 run. 

The PT and index of the leading central and forward muons were also stored in the 

module. 

The Muon-Missing Et module also calculated the tr in the event using the 

results of the pseudo-cluster which summed all towers above a 1.0 GeV single tower 

threshold. For computational ease the board actually calculates ET 2 as 

There were three thresholds for ET 2 , in 1989 they were 302, 252 , and 202 Ge V2 • In 

the W - Tll analysis both the 25 Ge V and the 20 Ge V thresholds were used. The 

module also stored the value of ET 2 • Finally the Muon-Missing Et module counted 

the number of clusters for each of the various cluster types. 

Jet Mercury module The Jet Mercury module counted clusters above a simple 

energy threshold, and also checked the L:c1uatera ET and L: ET against thresholds. 

The Jet module used the general purpose clusters for its thresholds on single clusters 

and the sum of clusters. There were three counters for clusters above a threshold 

on ET(Total) and three for a threshold on ET(EM). The ~(Total) thresholds 

used were 60, 40, and 20 GeV. In addition the ~(Total), ET(EM), and cluster 

index of the highest and second-highest cluster were stored. The module also had 

two thresholds for both the L:c1uatera ET(Total) and L:cluatera ET(EM), and stored 

the values of these quantities. Finally the Jet Mercury module had thresholds for 

L:ET(Total) and L:~(EM) for those towers above a 1 GeV single tower threshold, 

and the values of these quantities were stored. 

The Level 2 trigger decision is made by the Processor module, which takes its 

instructions from a Physics Table. An example of Physics Table commands, for 

the triggers used in the W - TV analysis, is shown in Figure 14. The table has 

keywords which are interpreted by a parsing program and converted into microcode. 

This microcode controls the operation of the Processor module. As an example, let 
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LEVEL 1 
TRIGGER JET_1_18 ! For Jet triggers, total Et, missing Et, ... 

SELECT LEVEL1_CALORIMETRY_SINGLE_CRATE 
PARAMETER CALORIMETER_SUMMER = 2 
PARAMETER WFEM_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER WPEM_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER CEM_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER EPEM_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER EFEM_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER WFHAD_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER WPHAD_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER CHAD_TOWER_THRESHOLD > 1. (GeV) 
PARAMETER EPHAD_TOWER_THRESHOLD > 1. (GeV) 

LEVEL 2 

PARAMETER 
CUT 
CUT 
CUT 

EFHAD_TOWER_THRESHOLD > 
EM_ET > 18. (GeV) 
HADRON_ET > 18. (GeV) 
TOTAL_ET > 18. (GeV) 

1. (GeV) 

TRIGGER TAU_10_4PT8_MISSING_2o_v2 
SELECT TAU 

PARAMETER EM_ET_OVER_TOTAL_ET <= 0.890625 
PARAMETER CENTRAL_TOWERS <= 2 
PARAMETER ETA_MIN = 0.0 
PARAMETER ETA_MAX = 4.25 

Fixed cuts 
in Mercury-TAU PROM 

PARAMETER ET_THRESHOLD >= 10.0 (GeV) 
PARAMETER TRACK_PT >= 4.8 (GeV/c) 

! Selectable cuts 

! 901. eff at 3.0,3.7,4.8,6.0,9.2,13.0,16.7,25.0 (GeV/c) 
CUT NUMBER_OF_TAUS >= 1 

SELECT MISSING_ET 
CUT MISSING_ET_SQUARED >= 400. (GeV••2) 

SELECT TWO_CLUSTER_CUT 
CLUSTER1-TYPE=1 
CLUSTER2_TYPE=2 
CLUSTER_QUANTITY=18 

Highest Et Cluster 
2nd Highest Et Cluster 
Phi seed 
Less than 

PARAMETER 
PARAMETER 
PARAMETER 
PARAMETER 
PARAMETER 
CUT 

COMPARE_TYPE•6 
OPERATION=3 
THRESHOLD,,.11 

Subtract with Abs 
Trigger is Delta phi less than 11 

Figure 14. Sample triggers in a. Physics Table 
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us follow the events which occur in the Level 2 trigger needed to implement the 

TAU-10-4PT8-MISSING-20-V2 trigger, which is the Ta.u plus Missing Et trigger 

used for W-+ rv events. 

There a.re three requirements for this trigger, contained in the three blocks of 

instructions. Ea.ch of the requirements must be satisfied for the trigger to pa.ss. The 

first requirement is tha.t there must be at lea.st one ta.u cluster with the requirements 

as shown in the PARAMETER instructions. The second requirement is that the 

ET 
2 
~ 202 Ge V2 • The third requirement is tha.t the <l>aeerJ of the highest and second 

highest cluster be less than 11 towers a.pa.rt. 

At the beginning of the run, the thresholds in the Mercury modules are down­

loaded. For example, the 10 GeV ~(Total) and 4.8 GeV /c PT thresholds are 

downloaded into the Mercury module a.t this time. Others, such as the Ntowera and 

the ET(Total)/ET(EM) a.re included in the Physics Table for completeness, but are 

implemented in PROMs, which must be burned a.nd installed a.hea.d of time. Then, 

a.fter an event has passed the Level 1 trigger, it is pa.ssed through the many Level 2 

triggers. 

Eventually the trigger we are considering is reached. First, the requirement that 

one 10 Ge V T cluster be present is considered. The Processor a.sks the Ta.u Mercury 

module to pass the value in the 4-bit Low Ta.u counter across the Processor Bus. The 

Processor then uses its ALU to test the value in this counter against the cut listed 

in the Physics Table, in this case a count of 1. If the counter is a.hove threshold, the 

Processor moves to the next requirement, which is the ET 2 cut. Here the Processor 

polls the Muon-Missing Et Mercury module for the one bit which tells whether or 

not the value of ET 2 was above the Low ET 2 threshold. If so the Processor moves 

to the third requirement. 

It is possible to implement requirements in microcode, for cuts which are not 

performed in any Mercury module. In this trigger, the TWO-CLUSTER-CUT is 

such a requirement. The Processor is instructed which two clusters to a.ccess, the 
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quantity to compare, the arithmetic operation between the quantities, the type of 

comparison to make, and the value of the cut itself. Thus the Processor is instructed 

to access the index of the highest and second-highest Er cluster from the Jet Mercury 

module, and to read the ef>aeed of those clusters from the Cluster Memory. Then it 

takes the difference of the ef>aeeds, being careful about wrap-around in the difference. 

Finally it checks the value of 6.</> against the cut of 11 towers. If the event also 

satisfies this dijet veto, the trigger is passed. All triggers are processed in this way, 

and if any Level 2 trigger is satisfied the event passes the Level 2 stage. 

2.5.4 Level 3 Trigger 

The Level 3 Trigger consists of a farm of ACP processors which run Fortran 

algorithms to select events. These ACP nodes use Motorola 68020 micro-processors, 

sit in VME crates, and are controlled by a Micro-Vax. Most of the Level 3 algorithms 

used were simplified versions of o:ffiine reconstruction algorithms. For example the 

triggers used in the W--+ TV analysis simply applied a ET cut on data which passed 

the Level 2 Missing Et trigger. However, in Level 3 the data from the regular output 

of the calorimeter is available, and there is enough time to make a more accurate 

calculation of the calorimeter energies. Thus the o:ffiine calorimeter reconstruction 

code is run, a.long with the latest calibration constants. Also certain well known 

types of noise can be removed from the calorimeter energies. Finally the ET itself 

is calculated and a threshold applied. 
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CHAPTER 3 

EVENT SELECTION AND 

TAU RECONSTRUCTION 

In this chapter we outline the path the data takes from collection to inclusion in 

the W -+ TV sample. Special attention is paid to the trigger, the technique for 

reconstructing taus, and to the specific requirements for events to be included in 

the final sample. 

3.1 The 1988-89 Collider Run 

The data used in this analysis was taken exclusively from the 1988-1989 collider 

run of the Tevatron, which operated at a center of mass energy of 1.8 Te V. This was 

the second running period for the CDF detector, and began with a stated goal of 

accumulating one pb-1 'of data, where an pb-1 is an integrated luminosity, f Cdt, 

of 1036 cm-2 • The CDF detector was in operation continuously from June of 1988 

through June of 1989. During this period the Tevatron accelerator far surpassed 

all expectations and delivered an integrated luminosity of 8.5pb-1 of pp collisions. 

Typical starting luminosity for a Tevatron store was 1-1.5x1030cm-2sec-1 , and 
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the average store lifetime was 12 hours. The record integrated luminosity for a single 

week was 500nb-1 , while 250nb-1 was more typical . . 
The CDF detector was in operation for 52% of the total integrated luminosity 

of pp collisions in the Tevatron, and thus recorded 4.lpb-1 of integrated luminosity 

during the run. Of the 52% efficiency 62% was due to trigger and data acquisition 

dead time, and the remaining 85% to CDF down time. This corresponds to 5 x 106 

events written to 5000 magnetic tapes. 

3.2 What Does a W ---+ rv Event 
Look Like in the CDF? 

The decay W --+ TV has two distinctive features; the T often has a striking 

appearance when it interacts in the detector, and the v'T simply does not interact. 

As discussed previously, the T decays through several channels, having one or three 

charged pions, and from zero to three neutral pions. Since the T has a mass of 

m'T = 1.784 GeV, but has an energy of approximately 40 GeV in the lab (and w± 

center-of-mass) frame, its decay particles are emitted in a very narrow cone. Thus 

we see a small number of particles in a small angular region of the detector. The 

decay products of a T commonly include one or more high PT charged pions which 

deposit energy in both the electromagnetic and hadronic portions of the calorimeter. 

In addition, since the total number of particles emitted is small, with the decay 

consisting of one, two, three, and four pion modes, we expect a low multiplicity, 

high ET cluster to result from the r's decay products. Of course, a v'T is also among 

the decay products of the T, so the full energy of the T is not detected. All these 

features can be seen in a W --+ rv candidate event shown in Figure 15. 

W --+ TV events also have an energetic v'T from the decay of the W. This causes 

a substantial momentum imbalance in the transverse plane; missing transverse mo­

mentum is a distinctive signal and is an excellent way to search for W --+ rv. In 

Chapter 1 we described the missing transverse energy variable, ET, which quanti-
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fies the missing transverse momentum. Recall that the missing transverse energy is 

defined as the vector sum of transverse energy 

where the summation is over calorimeter towers. There are slight variations in the 

calculation depending on whether it is done in the Level 2 trigger, the Level 3 trigger, 

or in the offline analysis. 

Some of the variables of interest for W -+ TV events are shown in Figure 16, from 

an event sample generated with the ISAJET monte-carlo,[36] and a parametrized 

model of the CDF detector. The tr in the event and the Er of the T for all events are 

shown in Figure 16a,b. Note that the Jacobian peak expected in two body decays 

is not observed in these distributions because of the undetected neutrino in the T's 

decay. Next the T's pseudorapidity distribution is shown in Figure 16c, which shows 

a majority of the TS in the central detector region. Finally, the distribution for the 

leading track PT of the T decay products is shown in Figure 16d. 

3.3 What do the Backgrounds 
to W --+ TV Look Like in 
the CDF? 

Unfortunately there are some serious backgrounds to the W -+ TV process. 

Generally backgrounds either are from a physics process that can legitimately mimic 

the process of interest, or can be caused by the limitations of the detector itself. In 

this analysis the backgrounds are more of the latter variety, as the other possible 

sources of T's have very small cross-sections. There are, however, ample sources of 

events which have clusters of energy that are hard to distinguish from a T. ff we 

were just looking for inclusive Ts, we would find that the background from QCD 

jets was overwhelming. A QCD process involves the hard scattering of partons into 

two or more quarks or gluons. The ubiquitous QCD jet is the collection of particles 
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which results from the fragmentation and hadronization of the final state parton. 

Because the fragmentation process is statistical, QCD jets can vary greatly in terms 

of their size, shape, and composition. Although the mean multiplicity of QCD jets 

in the energy range which will concern this analysis is large compared to that of 

a tau, some fraction of the time a jet will have low multiplicity in a narrow cone 
• 

and will appear extremely tau-like. Although this fraction may be small, the QCD 

hard-scattering cross-section is extremely high, and many tau-like QCD jets are 

produced. 

There are a few strategies which can be used to help distinguish r's from jets. 

One is to use the size of the cluster in the calorimeter or the tracking chamber, which 

preferentially selects the narrower r's over jets. Another is the isolation of a cluster 

in the calorimeter or in the tracking chamber. This works especially well because 

the r's decay products subtend an angle fixed by the kinematics of the decay, and in 

W - rv events the only energy expected around the r is a small amount from the 

underlying event. On the other hand, jets have no fixed boundary, and we expect 

energy to be spread over a wide area. Even a jet with a tight bunching of particles 

in a narrow cone may have a few extra particles emitted at a larger angle. 

Fortunately, the signal we are looking for contains a large ET signature, and so 

not only must a QCD event have a tau-like jet, but it must also have substantial 

missing energy to mimic the W - rv signal. However, here is where the limita­

tions of the detector become significant. The jet energy resolution in the CDF is 

1353/JE;, and has a non-gaussian tail on the low response side. Energy leakage 

out the back of the calorimeter, calorimeter cracks, and muons all contribute to mis­

mea.surement of a jet, which causes this tail. Of course when the amount of energy 

measured by the detector is much different than the energy of the initial parton, the 

event will have more ET than it should. 

There are additional event characteristics that can be used to separate this back­

ground from the W - rv signal. QCD jets are mostly of the di-jet or tri-jet variety. 



58 

The di-jet structure arises from the hard scattering of two partons into two partons. 

The final state partons fragment into jets, which appear 180° apart in in q,. So if one 

of the jets is mismeasured, but is still observed in the detector, there will be some 

ET but the event will retain its characteristic di-jet topology. Thus by requiring that 

there is no jet opposite in 4> to the candidate tau cluster, we can remove a substantial 
• 

amount of di-jet background. Sometimes one of the final state partons radiates a 

gluon, creating a third jet. In this case the jets may not be emitted back-to-back, so 

that the above di-jet veto will not be effective. In this case the simple requirement 

that there be no extra jets in the event helps to reduce the background from QCD 

tri-jets. 

3.4 Trigger: Levels 0,1,2 

The trigger system at CDF has the responsibility of reducing a pp interaction 

rate of 50 KHz to a data taking rate of 1-2 Hz. As discussed previously the trigger 

consisted of three levels; each succeeding level allows an increasingly sophisticated 

decision to be made about a smaller number of events. A balance is struck between 

the time allotted for each event and the number of events, thus maximizing the 

rejection power of the trigger while maintaining low dead-time. The data used 

in the W - Tll analysis passed the Level 0 trigger requiring a coincidence in the 

Beam-Beam counters, and the Level 1 trigger requiring that there be at least 18 GeV 

of Er summed over the entire calorimeter. Note that the Level 2 triggers impose 

requirements which are more stringent than the these; the Levels 0 and 1 triggers 

do not add any inefficiency of their own. 

3.4.1 Missing Et Trigger 

In this analysis we are concerned only with two of the Level 2 triggers. The first 

used is the the Missing Et trigger. It had the following requirements: 
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1. ET~ 25 GeV. 

2. The EM ET of the highest ~ Cluster ~ 8 Ge V. 

3. The highest ET cluster not in the forward calorimeter. 

This trigger is a. good one for detecting W - TV events since these events ha.ve a. 

significant imbalance of energy in the transverse plane, due to the energetic neutrino 

emitted in the decay of the W. In principle the Missing Et trigger ha.s the a.dvanta.ge 

tha.t it is unbiased with respect to the T cluster itself. Unfortunately this trigger 

ha.d a. requirement tha.t the most energetic cluster in the event ha.ve 8 Ge V of ~ in 

the electromagnetic portion of the calorimeter. This is not a. beneficial requirement 

for ta.us; it removes a.n equal fraction of ta.us a.nd background, a.nd a.dds a.n extra. cut 

whose effect must be studied a.nd understood. This added requirement wa.s used a.s 

a. wa.y to reduce the trigger ra.te from detector noise, while ma.inta.ining the efficiency 

for detecting W - ev events. 

3.4.2 Tau plus Missing Et trigger 

The second Level 2 trigger used in the W - TV analysis wa.s the Tau plus Missing 

Et trigger. It required: 

1. Level 2 ET ~ 20 GeV. 

2. At lea.st one Level 2 Ta.u cluster. A Ta.u cluster satisfies the following criteria.: 

(a.) A cluster with ET~ 10 GeV. 

(b) An a.ssocia.ted track with PT ~ 4.8 GeV. 

( c) The number of calorimeter towers (with ~ ~ 1 GeV) 5 2. 

( d) The ratio of the cluster ET(Total)/ET(EM) > 1.125 

3. The two highest ET clusters ha.ve a. !!::.</> of < 11 trigger towers, or < 165.0°. 
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This trigger was specifically designed for detecting W - rv events. To evaluate 

the efficiency of the trigger alone, without including the considerable inefficiency 

due to the kinematics of r decay, we start by preselecting analyzable W - rv 

monte-carlo events. (The monte-carlo is described fully in Chapter 5.) We consider 

only events with 20 Ge V of measured missing transverse energy as measured by the 

DAQ system, 10 GeV of ET from the r itself, and the r in the central calorimeter. 

The Level Two ET distribution is shown in Figure 17. A cut at 20 GeV is 783 

efficient. This cut is less than 100% efficient as a result of the differences in the Level 

Two and the offiine calculation of ET· Next in Figure 18a is the tau cluster's ET; 

the cut at 10 GeV is 97% efficient. Also shown in Figure 18b is the measured PT 

from the fast-tracker. The cut at 4.8 GeV or 2 counts is 88% efficient. The crucial 

requirement in the Tau trigger is the Number of Towers cut, which for the Level 

Two trigger is the best variable with which to distinguish rs from background. The 

distribution in number of towers is shown in Figure 18c, and our cut of less than 

or equal to two towers is 68% efficient. Finally the requirement that the ratio of 

ET(Total) to ET(EM) be above 1.125 distinguishes taus from electrons, for which 

there are separate triggers. The total to EM ratio is shown in Figure 18d, and the 

cut at 1.125 is 81 % efficient. Overall 48% of the analyzable W - rv events have a 

good Level Two Tau cluster, and 37% pass the Tau plus Missing Et trigger. 

3.4.3 Trigger Strategy 

For most triggers high efficiency is necessary but not sufficient; rejection of the 

largest backgrounds is also necessary. The tau cluster requirements do a good job of 

rejecting the QCD jets which comprise the overwhelming background to taus. On 

average a QCD jet is much larger in the calorimeter than is a tau, and has a smaller 

probability of having a high PT track. As we have seen, 48% of analyzable W - rv 

events will pass the Level 2 Tau cluster requirements, while for unbiased clusters 

with ET ~ 15 Ge V 83% will be rejected. 
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Figure 17. The Level Two iT from the W - TV monte-carlo showing analyzable 

W - TV events only 
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Finally, there is also an advantage to using a pair of triggers, in that it is possible 

to use each to study the other. Since the Missing Et trigger makes no requirement 

concerning the tau itself (except for the 8 GeV ET(EM) cut), we can use data passing 

this trigger to check the efficiency calculations for the various cuts ma.de by the Tau 

plus Missing Et trigger. In particular we might expect that the number of towers 

requirement will depend on a. number of factors which are difficult to model, such 

as the transverse spreading of energy by charged pions in the calorimeter. Thus it 

is beneficial to have a. check of these calculations within the data. itself. Also the 

Ta.u plus Missing ET trigger has a. lower ET threshold, allowing this trigger to cover 

a wider kinematic range for W - rv than does the Missing Et only trigger. 

3.5 Trigger: Level 3 

The next step in the data cha.in is the Level 3 trigger. Events which pass either 

the Missing Et or the Ta.u plus Missing Et Level 2 trigger must pass the following 

Level 3 trigger: 

2. Only for events with 15 $ ET $ 40 GeV demand that the 6.</> between the 

highest ET Jet cluster a.nd other Jet clusters (which have ET~ 15) be$ 150°. 

It is important to note that the ET is now calculated using energies from the full 

data. acquisition system, and so is more accurate than the Level 2 ET which uses the 

trigger data. pa.th. 

The Missing Et trigger ha.d a. cross-section of .54µb a.t Level 2 a.nd a. cross-section 

of 56nb after Level 3, for approximately 2 x 105 events collected during the run. The 

Ta.u plus Missing Et trigger ha.d a. cross-section of . l 2µb a.t Level 2 and a. cross­

section of 29nb after Level 3. However the Ta.u plus Missing Et trigger was only 

in operation for the latter 32.8% of the run, so there were only only a.bout 4 x 104 

events collected with this trigger. 
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3.6 Offtine Filtering 

After an event passes the Level 3 trigger it is written to magnetic tape. All events 

from the 1988-89 run were then processed and filtered. The processing consisted of 

reconstructing the event's vertex, reconstructing tracks in the VTPC and the CTC, 

applying calibration constants to the calorimeter to calculate energies, applying 

the jet clustering algorithm to reconstruct jets, applying the electron clustering 

algorithm to reconstruct electrons, and calculating the ~. Va.rious filters then 

selected events of interest; for example the electron filter choose only electrons, 

a muon filter took muons, and a missing ET filter picked events with substantial 

missing ET. In fact this procedure of processing and filtering was performed twice. 

In this analysis we use the results of the first pass of the missing ~ filter. 

The first pass of the missing~ filter goes by the nom de-plume of MES03, and 

was designed specifically for those events which pass the aforementioned Level 3 

trigger. In particular it requires: 

1. ET~ 20 GeV 

2. ET significance (=ET/VE;)~ 2.4. 

3. That the highest ET Jet cluster have the following: 

(a) ET~ 15 GeV 

(b) 1111 $ 2.4 

( c) ET(EM) /ET(EM + HAD) ~ .05 

4. d</> between the highest ET Jet cluster and other Jet clusters (which have 

~ ~ 5) be $ 150°. 

The use of the variable ET/ VE; is motivated by the fact that the calorimeter reso­

lution makes a contribution to the measured ET which is proportional to VE;. An 

important difference from the Level 3 trigger is that the~ cut has been raised from 
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15 Ge V to 20 Ge V. Also the calculation of ET in the offiine analysis uses the mea­

sured event vertex, while the ET calculation in the Level 2 a.nd 3 triggers assumes 

a.n event vertex of zero. There were,..., 5 x 104 events included in the output of the 

MES03 strea.m, enough to fill almost seven 2-Gbyte 8-mm ta.pes. 

3. 7 T Reconstruction 

In this section we describe the reconstruction of ta.u clusters in the CDF detector. 

In general, clustering is a. two pa.rt process: first, a. seed is found from which to sta.rt 

the cluster, a.nd second, towers or tra.cks a.re a.dded to the cluster according to 

a. specific procedure. Some algorithms do include a. third step in which sepa.ra.te 

clusters a.re merged; this sta.ge is unnecessary in our analysis. 

As noted previously ta.us frequently have a. high PT tra.ck a.mong their deca.y 

products, a.nd since this is one of the discriminators between ta.us a.nd QCD jets it 

is rea.sona.ble to begin the clustering by searching for high PT tra.cks. In contra.st, 

the jet a.nd electron algorithms employed by CDF sea.rch for a. high ~ calorimeter 

tower a.s a. seed. We also know tha.t ta.us will subtend a. relatively small a.ngula.r a.rea., 

thus a. small fixed region in which to include additional towers a.nd tra.cks ma.kes the 

most sense. It turns out tha.t the electron a.nd jet algorithms both a.dd calorimeter 

towers from within a. fixed size region; in ea.ch ca.se the size of the sea.rch region is 

determined by the physical process involved. 

The details of the ta.u reconstruction algorithm deserve a. complete exposition. 

Any CTC tra.ck with PT ~ 5 GeV a.nd which pa.sses the complicated tra.ck quality 

criteria. qualifies a.s a. seed. This seed must also point to within 5 cm of the event 

vertex, which is measured by finding the intersection point of tra.cks in the VTPC. 

In those events tha.t ha.ve more tha.n one vertex the tra.ck ca.n ma.tch to the best or 

second best vertex. All such seeds a.re located, a.nd the clustering begins with the 

highest PT tra.ck seed. Additional tra.cks a.re included if they ha.ve PT ~ 1 GeV, 
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are within 30° of the seed track, pass the track quality criteria, have a z intercept 

within 5 cm of the seed track, and are not already included in another tau cluster. 

H track seeds still remain after the cluster is completed, then more ta.u clusters are 

formed. 

The cluster includes calorimeter towers in a. region 2 towers wide in 4> by 6 towers 

in 1J which is centered a.bout the point to which the seed tra.ck extra.pola.tes. Thus 

the several variables of interest a.re easily calculated. The electromagnetic and total 

ET 's a.re found by summing the energy in the two by six tower calorimeter region. 

Likewise the tra.ck multiplicity is found by summing the number of tracks within a. 

10° cone a.bout the seed tra.ck (track multiplicity includes the seed track itself). As 

we will discuss further, the number of tracks in the sma.11 10° cone will be the variable 

used to distinguish TS from QCD jets. The number of tracks between the 10° cone 

a.nd the 30° cone is also a. useful variable. Fina.lly the tracks a.nd reconstructed 11'0 

4-vectors ca.n be combined to form a. mass for the ta.u's deca.y products. 

There is an attempt to reconstruct 1!'0s by including any central strip chamber 

clusters which fa.11 underneath the two by six calorimeter region. For 11'0 energies 

a.hove a. few Ge V, the photons from the 11' 0 are close enough together to form just 

one strip cluster. The centroid of the strip cluster is ta.ken as the position of the 

11'0. The cluster is rejected as a. possible 11'0 if one of the tracks included in the T 

cluster has a.n extra.pola.ted position within 1.5 cm in r-4> a.nd 2.0 cm in z of the 

strip cluster. The strip chambers ha.ve very poor energy resolution, so a.n effort is 

ma.de to improve the energy resolution of the 11'0 by using the calorimeter energy 

instead. If there are no tracks pointing at the single tower above the strip cluster, 

the electromagnetic ET in tha.t tower is taken as the Er of the 11'0 • However, if 

tracks do point a.t this tower, the energy is calculated by 

ET(11'0) = Er(EM +Had) - L (ET), 
trac/ca 

where (ET) returns the mea.n calorimeter response of a. pion as a. function of PT, a.nd 

the sum is over a.11 tracks which extra.pola.te to the given tower. 
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Next, good ta.u clusters a.re selected with the following requirements: 

1. ET~ 15 GeV a.nd 5 55 GeV. 

2. 17( seed tower) in Central calorimeter. • 

These cuts remove low energy ta.u clusters, a.nd limit the analysis to the central 

region. The upper limit on ET removes a. few very high energy events which cannot 

be W - TV, and a.re presumably QCD background. 

3.8 Global Cuts 

Although events from the missing ET filter a.re extremely distinctive, ha.ving a 

substantial a.mount of missing energy, most of them a.re backgrounds to the W -

TV signal we wish to detect. We examine the multiplicity in the 10° cone for all 

tau clusters found in the events which passed the missing ET filter, as shown in 

Figure 19a.. Since ta.us deca.y to one or three charged particles we expect to 

see structure in the multiplicity plot at one and three when the sa.mple has a.n 

enrichment of ta.us. We see a. striking pea.k a.t one tra.ck, which consists of high 

energy electrons from the deca.y W - ev. When these a.re removed (see Section 3 .11) 

we see a. structureless multiplicity distribution (Figure 19b ). Thus we conclude that 

the sa.mple is overwhelmingly dominated by background. Additional steps must be 

ta.ken to reduce the number of background events in our sample. 

Theda.ta. is split into two samples depending on whether the Missing Et or Ta.u 

plus Missing Et Level 2 trigger was passed. It will turn out tha.t the samples will 

overlap very little, so all results will be cited sepa.ra.tely for the Missing Et and the 

Ta.u plus Missing Et samples. At this point there a.re several extra. requirements 

applied to the events. First, there is a.n additional offiine tr cut applied to both 

samples. We require ET ~ 25 Ge V for events in the Missing Et sa.mple, since the ET 

cut was 25 GeV in the trigger. Likewise a. cut of tr ~ 20 GeV is applied to events 
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Figure 19. Observed Number of Tracks in the 10° cone: a) all clusters with 
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in the Tau plus Missing Et sample. In addition there are extra global cuts applied 

to further reduce the backgrounds. These are: 

1. lz11erte%I $ 60 cm. 

2. Number of clusters with Er ~ 10 GeV (besides the tau cluster) = 0 

These cuts reduce the size of the sample to 1086 events, with a substantial amount 

of background still remaining. 

The first additional requirement is that the event's vertex be within 60cm of 

the center of the detector. The accelerator bunch length produces an event vertex, 

or Z11erte%, that is gaussian distributed about the detector center with au "" 30cm. 

The cut at 60cm is 95.93 efficient. This requirement removes a small number 

of extremely pathological events in which the normally small cracks in the detector 

become huge holes, due to the change in perspective produced by a displaced vertex. 

In particular there is wide gap between the plug and forward calorimeter for such 

events, and so entire jets can pass through this gap undetected, giving a spurious 

ET measurement. 

The requirement made in the offiine filter that there be no jets opposite to the 

lead jet is a powerful one in removing backgrounds to the W -+ rv signal. However 

as the multiplicity plot shows, much of the sample is still background. The di-jet 

veto applied in the offl.ine filter is good at rejecting di-jet events in which one of the 

jets is mismeasured, but not entirely lost. However there is also background from 

tri-jet events in which a mismeasurement causes a large tr. Requiring that there be 

no jets above an ET threshold acts to remove much of the tri-jet QCD background. 

We demand that there be no clusters, other than the tau cluster, with ET ~ 10 

GeV. In this context, clusters are found using the standard jet algorithm. 
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3.9 Isolation Cuts 

There is not much more we can do towards rejecting backgrounds with event-wide 

variables, and we turn our efforts toward distinguishing r's from QCD jets directly. 

We have found that a track isolation requirement is most effective in rejecting the 

backgrounds, and has high efficiency for W - rv. Specifically we demand that 

there be no tracks, with PT ~ 1 GeV, between the cones of 10° and 30° around 

the seed track. Using W - ev events to estimate the effect of the underlying event 

tracks this is measured to be a 84% efficient cut, and we find that it rejects 783 of 

QCD jets in the Missing Et background sample, and 653 of jets in the Tau plus 

Missing Et background sample. 

Most other analyses of CDF data use an isolation variable calculated from 

calorimeter energies, but here the track isolation variable is superior. First, charged 

pions spread their energy in the calorimeter over several towers, depending on where 

they point with respect to tower boundaries. Thus, since an isolation region must 

be beyond the area in which energy is expected, we would have to begin that region 

further away from the T itself. Of course an isolation region far from the T provides 

less rejection against QCD jets. Using a tracking isolation avoids this problem; the 

CTC has excellent position resolution. On the other hand it is true that a track 

isolation only picks up charged particles, and misses neutrals. If all particles were 

pions, and isospin symmetry held, we would miss 1/3 of all particles. But in ex­

change, using track isolation allows for a lower energy threshold in the isolation 

region. This is due to the fact that the energy resolution of the tracking chamber is 

very good at low PT, while the calorimeter has worse resolution at low ET. 

After the application of the track isolation cut, we can clearly see the presence 

of the W - TV signal. Figure 20 shows the multiplicity distributions after the 

track isolation cut. In the Missing Et sample there is a clear enhancement at 

one and three tracks, a sure sign of tau events. Also in the Tau plus Missing Et 

sample we see a definite enhancement at one track, but without the same structure 
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Figure 20. Number of Tracks in the 10° cone after the track isolation cut: 

a) Missing Et sample, b) Tau plus Missing Et sample 
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at two and three prongs which we might expect. This is an indication that the Tau 

plus Missing Et sample has a significant amount of background remaining, and that 

the background at low (tau-like) track multiplicity is comparable to the size of the 

W - Tll signal. Undoubtedly this is a bias due to the cuts applied in the Level Two 

Tau trigger. 

3.10 E PT Cuts 

There is one additional cut which can be applied to the Tau plus Missing Et 

sample to further reduce the background. We sum PT of all tracks and reconstructed 

1r0s to form a E PT ( T) which provides an extra variable to distinguish TS from 

background. In Figure 21 we show this L PT variable for one, two, three, and four 

or more prong monte-carlo TS which pass the requirements of the Tau plus Missing 

Et sample. Compare these plots with those from the appropriate background 

sample, as shown in Figure 22. There is a large fraction of background events 

which lie well below the region in which the signal is expected. Thus we apply the 

following cuts on the E PT from tracks and 1r0s, for the Tau plus Missing Et sample 

only: 

1. EPT ~ 17.5 GeV for one prong tau clusters. 

2. EPT ~ 20.0 GeV for two prong tau clusters. 

3. EPT ~ 22.5 GeV for three prong tau clusters. 

We estimate that this cut is 863 efficient for W - Tll events and it reduces the 

background by an extra factor of 2. 
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Figure 21. Sum of Tra.ck PT and 11"0 PT from the monte-ca.rlo for the Ta.u plus 

Missing Et sample: a.) 1 Prong, b) 2 Prongs, c) 3 Prongs, d) 4 or more Prongs 
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Figure 22. Sum of Track PT and 11"0 PT from the background for the Tau plus 

Missing Et sample: a) 1 Prong, b) 2 Prongs, c) 3 Prongs, d) 4 or more Prongs 
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3.11 Electron Removal 

Previously we saw that there are a large number of W - ell events present 
/ 

in the missing ET sample. We mentioned that these were removed, but not how 

this was accomplished. There are "' 1200 events which pass the standard W - ell 

requirements and are in our data sample to this point. There will be additional 

W - ell events in our sample because the standard definition of an electron is 

not fully efficient; it was designed to minimize background and avoid regions where 

electron acceptance is hard to determine. For example there are fiducial cuts made 

in the W - e11 analysis which reject events if they fall near the edges of calorimeter 

wedges, but many of these events have sufficient energy deposited in the calorimeter 

that they still appear in our sample. The fraction of edge events which are present 

in the missing ET sample is impossible to predict reliably, since the response of the 

calorimeter is difficult to estimate at the edge of a wedge or in the cracks between 

wedges. The electron selection efficiency is only 84 ± 23 efficient. What we really 

need is an electron removal procedure that is ~99.8% efficient, leaving us with only 

a few electron events in our r sample. 

Electrons are clustered differently than taus. Most importantly the electron 

clustering algorithm uses a maximum of 3 towers all at the same </>. We start by 

finding all the electron clusters which fall underneath the tau cluster's 6 x 2 tower 

calorimeter region. Note that there are cases in which two electron clusters are 

underneath the tau cluster, and we do make special requirements to deal with this 

rare class of events. We use the following definition of an electron: 

1. Electron cluster ET ~ 15 GeV 

2. The logical OR of the following two requirements: 

(a) The tau cluster Had/EM ratio $ .06 and the 6z between the electron 

cluster track and the best strip chamber cluster be less than 5 cm. If 
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there are two electron clusters then the 6z requirement must be satisfied 

by at least one of them. 

(b) The electron cluster E/P between .5 ~ E / P ~ 1.5 

The above Had/EM and E/P requirements are two of the primary ways to select 

good electrons. In fact we can see clear evidence with these variables for the elec­

trons which remain in our sample, even after electron clusters passing the standard 

electron cuts are removed. A plot of E/P with a number of events around 1.0 is 

shown in Figure 23. Also in the plot of the tau cluster's Had/EM, Figure 24, we 

see a number of events with small ratios indicative of electrons. 

To understand why this combination of cuts is effective we need to point out 

the two main reasons why electrons fail the standard electron criteria. There is 

approximately 33 of a radiation length of material in the CDF detector before 

the tracking chamber. Thus electron bremsstrahlung is common, which causes a 

decrease in the measured momentum of the electron in the CTC, but no change 

in the measured energy since the calorimeter detects both the electron and any 

radiated photons. Accordingly there is a tail in the E/P distribution, which is 

normally cut out in the definition of a good electron. The second way electrons can 

fail is if the amount ofleakage into the hadronic portion of the calorimeter fluctuates 

upwards giving a larger than normal Had/Em ratio. Also some hadronic energy can 

be deposited by particles from the underlying event. 

The key point is that these two processes, bremsstrahlung and longitudinal 

shower development, are independent. Thus a logical OR of the two cuts should 

cover an extremely high percentage of electrons. The requirement on the 6z be­

tween the track and the strip cluster is to better differentiate between electrons, 

which should always pass this cut, and Ts, which sometimes have very low Had/Em 

but less often have a track to strip match. The matching is only required to be in the 

z direction because those events which have a substantial bremsstrahlung frequently 
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Figure 23. The Electron E/P for electron-like events in the Tau sample with 

good W -+ ev events removed 
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Figure 24. The Tau cluster Had/EM for electron-like events in Tau sample with 

good W - ev events removed 
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have a poor match in tl.x because the magnetic field bends the electron in the x 

direction. This can be seen in Figure 25. 

There a.re a few events in which enough of the electron's energy is radiated that 

the bremsstrahlung photon goes into a wedge adjacent to the electron, and has more 

energy than the electron itself. In these cases we want to check both electron clusters 
• 

for a track to strip match. Also notice that we use the tau cluster's Had/Em not 

the electron cluster's. There were a handful of events in which the T's 1ro pointed to 

a different tower than the T's charged 1r, such that the 1ro gave an electron cluster 

with low Had/Em. However, when we check the Had/Em for the tau cluster we get 

a reasonable value above the electron cut. To account for such events we use the 

tau clusterlS Had/Em. 

One good check on this electron rejection algorithm is to compare the transverse 

mass of events which are rejected with those which are kept. The transverse mass 

is defined as: 

where tl.<f> is the difference between the </> of the electron and the </> direction of 

the missing transverse energy. The events rejected should be primarily W - ev, 

while the ones we keep are mostly W - TV. Thus the W - ev events should have 

higher transverse mass than the W - TV events, which have reduced transverse 

mass because of the extra neutrino emitted in the T's decay. This comparison in 

shown in Figure 26, and is in accord with our expectations. Note that the electrons 

which pass the standard electron cuts are not included in this Figure, and that by 

electron-like we mean those T clusters which have an electron cluster with ET 2: 15 

GeV. 
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Figure 26. The MT for electron-like events which were identified a.s W-+ ev and 

removed (solid histogram) or were kept in the W -+ TV sample (dotted histogram) 
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3.12 Muon Removal 

The presence of muons in an event can give a false measurement of the missing 

transverse energy. In addition there is no reason to expect an energetic muon to be 

present in a W - TV and T - hadrons event. We therefore remove an event from 

the sample if it has at lea.st one muon passing the following criteria: 

1. PT 2: 15 GeV. 

2. E(EM) S 2 GeV 

3. E(Had) S 6 GeV 

4. 1111 s 1.2 

Note that the presence a signal in the muon chamber itself is not required. The muon 

chambers only cover the region 1111 S .6, while the CTC is efficient out to 1111 S 1.2. 

Thus to extend the region used to identify and remove events with muons, we only 

require that a track in the CTC be present. To identify the track as a muon we add 

the requirement that the energy deposited in the single tower to which the track 

points be consistent with a minimum ionizing particle in the calorimeter. 

There are 15 events which are thereby removed. Of these, 2 have a ET, after the 

muon PT has been taken into account, which is consistent with a W - µv plus Jet 

event. The rest may be either Z - TT where one T decays into aµ, or QCD events 

with an energeticµ (real or otherwise) produced. From monte-carlo less than 13 of 

the W - TV events are removed by these muon cuts. 

3.13 r Sample 

The 262 remaining events with Ntrack S 3 in the small cone comprise the final 

T sample. Of them 207 passed the Missing Et trigger and 77 passed the Tau plus 

Missing Et trigger. There were 22 events passing both triggers. To see if there is a 

--
-

I _, 

-
--
-

-
--
-
-
--
-
.. -
-

-
-



I-

;_ 

-

-

83 

r signal we aga.in examine the track multiplicity plots for the two samples. These 

are shown in Figure 27. For both samples we can see a striking enhancement at 

one and three charged tracks indicative of the decay of a r lepton. The ET, ET, 

and MT distributions for these events are shown in Figures 28, 29, and 30. The 

familiar Jacobian peak is not present in the transverse mass distribution because 
• 

of the extra neutrino present in the tau's decay. We can also calculate the mass of 

the r's decay particles from the momentum of the tracks and tr0 • For clusters with 

one track and one reconstructed tr0 we can see clearly the p resonance, as shown in 

Figure 31. 
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Figure 27. The Number of Tracks in the 10° cone after all cuts have been applied: 

a) Missing Et sample and b) Tau plus Missing Et sample 
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Figure 28. The ET after all cuts have been applied: a) Missing Et sample and 

b) Tau plus Missing Et sample 
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Figure 29. The ET after all cuts have been applied: a) Missing Et sample and 

b) Tau plus Missing Et sample 
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Figure 30. The MT after all cuts have been applied: a) Missing Et sample and 

b) Tau plus Missing Et sample 
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CHAPTER 4 

BACKGROUND 

SUBTRACTION 

Although the triggers, the tau reconstruction algorithm, and the event selection 

have been carefully designed to select only W - TV events, some events which are 

not W - TV remain in the data sample. Therefore we must explicitly estimate the 

size of the background contamination in the W - TV sample and subtract it. This 

chapter describes the various sources of background and the method for estimating 

the magnitude of the background subtraction. 

4.1 Is Background Present? 

The tau event selection in the previous chapter selects 262 events out of a total 

of SOK which have a significant missing Er signal. Unfortunately the W - TV 

signature is not so distinct as to allow the complete removal of all background 

events. In fact the multiplicity distributions for both the Missing Et sample and 

the Tau plus Missing Et sample show a number of events which have four or more 

tracks in the 10° cone. We expect only - 23 of W - TV events to have four or 

more tracks in the small cone, so these events must be background. There is, of 
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course, no reason to expect the multiplicity distribution for the background to be 

discontinuous, so there is certainly background under the tau signal at one, two, or 

three tracks. 

It is important to note that the background events can appear very much like 

a W - TV. Consider the event display shown in Figure 32; this event has 28 GeV 

of missing transverse energy, an isolated and narrow 31 Ge V ET cluster, and very 

little extra energy. It is not, however, a tau as there are 5 tracks in the small 

cone, demonstrating the difficulties presented in trying to distinguish W - TV 

events from background. This event is also a testament to the utility of the central 

tracking chamber which has the track finding ability to identify many tracks in a 

small region, and thus help to differentiate taus from background. 

4.2 Classification of Background 
Sources 

In general, background events can be divided into three loose categories; for 

each there is a technique which is best suited to subtracting the background. First, 

there are backgrounds which arise from a competing physical process which mimics 

the signal of interest. A good example might be the process W - TV followed by 

T - evTve as a background to W - ev. In this case, the signatures are identical 

and the size of the background can be calculated reliably from theory. 

Second, there are backgrounds in which part of the physics signal of interest, 

such as the electron, muon, tau, neutrino, or jet is present but the entire event 

has a signature which is somewhat different than the signal. In these situations 

some background may remain in the signal, depending on the power of the selection 

criteria used to differentiate between signal and background. Here an example for 

the W - ev signal is the background from b - ceve events which have significant 

missing energy. In this case the event has a genuine electron, but on average W 

events and bb events can be separated by examining the global properties of the 
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event, such as the isolation of the electron cluster. However, the two sorts of events 

cannot be completely separated, so in this case the remaining background is best 

subtracted by an extrapolation method. The common problem is that a. variable such 

as isolation is difficult to calculate reliably with a. monte-ca.rlo, so an extrapolation 

which uses the data. itself is a. better alternative. 

The third classification of background events involves those cases in which the 

analysis is fooled and an object is misidentified in the detector. An example of such 

a. background for the W -+ ev signal is a. QCD jet which fragments in such a. way 

that it satisfies the electron selection requirements. These kind of effects a.re usually 

very difficult to estimate from theory or monte-ca.rlos, and so an extrapolation is 

also needed to subtract background in this category. 

4.3 Background From Other 
Sources of r's 

The most likely source of ta.us which a.re not from the decay of W's is the decay 

Z -+ TT. The cross-section times branching ratio for Z -+ ee is measured to be 209 

nb[37]; lepton universality implies the same cross-section times branching ratio for 

Z -+ TT. Since this is a factor of 10 smaller than the measured W -+ ev cross-section 

times branching ratio, we expect few events from the process Z -+ TT to enter our 

sample. 

Using the ISAJET[36] monte-ca.rlo genera.tor and a fa.st CDF detector simulation 

we have simulated 840 Z-+ TT events, which is the number of such events expected 

for an integrated luminosity of 4.01 pb-1 • The missing transverse energy for all 

events is shown in Figure 33. There a.re a. number of events with substantial 

missing transverse energy, and so we need to carefully apply the cuts ma.de in the 

W -+ TV analysis to estimate the number of background events from Z -+ TT. Of 

course, the necessary cuts a.re applied separately to find the background for both 

the Missing Et and the Tau plus Missing Et samples. In addition both Isa.jet and 



94 -
--
---

60 

--
50 -
40 

-
30 

--
20 -
10 -

-
0 0 10 20 30 40 50 -

Missing Er (GeV) -
-Figure 33. The ET for all monte-ca.rlo Z - TT events 

-

-
--



-

... ·-

95 

the CDF detector simulation have some deficiencies, so where necessary we appeal 

to the regular W -+ Tll monte-carlo (to be described in Chapter 5) for particular 

efficiencies. 

First, we require that the Z-+ TT event have one cluster in the central calorime­

ter with ET~ 15 GeV which comes from one of the taus. We also apply the electron 

rejection algorithm to this cluster. In addition the global cuts lzvertexl ~ 60cm, 

number of Jet clusters ~ 1 including the T cluster, and 6.</> to the lead jet ~ 150° 

are applied. Finally, events with a muon of PT ~ 15 GeV and 1771 ~ 1.2 from the 

leptonic decay of the other tau are removed. This leaves 28 events with ET above 

20 GeV and 18 events above 25 GeV. It is interesting to note that of the 28 events, 

60% have the "missed" T decaying to a muon, 15% decaying to an electron, and the 

remaining 25% decaying to a single pion. 

The distributions for the global variables are not perfectly modeled by Isajet 

or the fast CDF detector simulation. Therefore we apply a correction factor of 

.92 and .96 to the acceptance for the Missing Et and Tau plus Missing Et samples 

respectively. This factor was estimated by calculating the difference in the efficiency 

for these global cuts between our regular W-+ Tll monte-carlo and the Isajet monte­

carlo. Next the efficiency for the track isolation cut is calculated from the regular 

monte-carlo to be 84 % for the Missing Et sample and 82% for the Tau plus Missing 

Et sample. 

Another deficiency of the Isajet simulation is that it does not model the Level 

Two trigger ET well, so we estimate the efficiency of the Level Two Missing Et cut 

from our regular monte-carlo. We find an efficiency of 65% and 773 for Level Two 

ET cuts of 20 and 25 Ge V respectively. We use the regular monte-carlo to calculate 

the efficiency of the other Level Two trigger cuts and find efficiencies of 78% and 

58% for the Missing Et and the Tau plus Missing Et samples respectively. Finally, 

the Tau trigger was in operation for 1.315 of the 4.015 pb-1 of data taken in the 

run . 



96 

Combining all efficiencies gives 7±2 Z-+ rr events as background to the Missing 

Et sample, and 4 ± 1 events as background to the Tau plus Missing Et sample. The 

errors a.re statistical from the a.mount of monte-ca.rlo generated. 

4.4 Background From Other 
Sources of Missing Energy 

Just as we find backgrounds from events which have a. genuine tau present, 

there a.re also backgrounds from events which genuinely have a. neutrino. Of course 

there a.re many sources of neutrinos, particularly from the decays of W or Z bosons. 

One possible source of background to the W -+ rv signal is from W -+ ev decays 

in which the electron manages to fail the very simple electron cuts described in 

Chapter 3. Another possibility is the process Z -+ vv plus Jet in which the missing 

transverse energy is produced by the neutrinos from the Z decay, and the recoiling 

jet is misidentified as the tau. 

In the first case, the "tau" is actually an electron, and will generally appear 

as a. cluster with one track. Therefore the background subtraction strategy to be 

discussed below does not apply, and we need to estimate the number of W -+ ev 

events which enter our sample. Because the Tau plus Missing Et sample has a. cut 

on the ratio of Er(Total)/ET(EM) > 1.125 we expect no W -+ ev to appear as 

background in this sample. 

However, we do expect a few events as background in the Missing Et sample, due 

to the small inefficiency of the electron rejection algorithm. Electrons a.re rejected if 

they pass a. cut on E/P or a cut on Had/Em and Llz. The E/P cut has an efficiency 

of .93 ± .01. The distribution for E/P is shown in Figure 34, for good W -+ ev 

events in which the E/P cut has not been applied. The tau cluster Had/Em 

distribution for electrons with all the standard cuts except Had/Em is shown in 

Figure 35. The Had/Em cut has an efficiency of .97 ± .01, and the Llz cut has an 

efficiency of .98 ± .01. Thus the combined inefficiency for the rejection of electrons 
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Figure 34. The E/P distribution for a sample of good W - ev events, where 

the E/P cut has not been applied 
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is .0035 ± .001. There a.re 1163 events in the sta.nda.rd W - ev sample which pa.ss 

the global cuts a.nd the track isolation cut. The electron selection requirements used 

to collect the W - ev events ha.ve a.n efficiency of .84 ± .02, to be described in 

Chapter 6. Therefore there a.re 1385 W - ev events which a.re expected to pa.ss the 

global cuts for the W - TV sample. Thus we calculate a. background of 5±1 events 

from the process W - ev in the Missing Et sample. Here the error is due to the 

uncertainties of the individual efficiencies. 

For events with a. W or Z plus jet, it is the jet which is misidentified a.s a. 

ta.u. Since the jet produced with the boson is not too different from the QCD jets 

which ma.ke up the bulk of the background, our normal background subtraction 

takes ca.re of this source of background. However, it is interesting to estimate the 

number of such events to ensure tha.t they comprise only a. small fraction of the total 

background. 

Since there is a. sample of high PT W a.nd Z events we ca.n estimate the number 

of such background events from Z plus jet events. Ideally we might just use the 

sample of Z events to estimate this background, but because of the low cross-section 

for Z's and the small branching ratio into electrons or muons, there are not many 

Z events with which to make this study. Instead we used the sample of W events, 

which have a similar PT distribution, an almost identical parton composition a.s the 

Z events, and a factor of 10 larger cross-section times branching ratio. 

Thus we take the W - ev event sample, pretend tha.t the electron wa.s not 

present, and evaluate the remainder of the event. The Er for these fa.ke pp - Z +jet 

and Z - vv events is shown in Figure 36. After the entire ta.u selection algorithm is 

applied to the event we estimate tha.t there are four Z plus jet events a.s background 

to the Missing Et sample and no events a.s background to the Tau plus Missing Et 

sample. We ha.ve used the measured cross-sections for W - ev of 2.19 nb and for 

Z - ee of 209 pb, and the theoretical estimate for the ratio of the Z - vv and 

Z - ee cross-sections to normalize the da.ta.. 
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Clearly the size of the background subtraction is substantially larger than the 

four events estimated from pp -+- Z + jet events. Thus the background must consist 

almost entirely of QCD events in which one parton fragments into a tau-like jet, 

and the other parton or partons is mismeasured giving a missing transverse energy 

signal. Although the probability for ea.ch of these occurrences is small, and the 

combination is tiny, the cross-section for production of QCD jets is extremely high, 

so there are a substantial number of background events in the tau sample. The 

measured cross-section for QCD jet production for jets above 35 GeV is ,..., 400 nb, 

a factor of 200 larger than the W -+- ev cross-section. 

4.6 Background Subtraction 
Strategy 

The nature of the background to the T sample directs us to the use of an extrap­

olation to calculate the size of the background. The number of tracks is an ideally 

suited variable for such an extrapolation. It has the virtues that it cleanly separates 

into a region where there are very few W-+- TV events and a region where the signal 

and background are mixed. The CDF central tracking chamber is very efficient at 

identifying tracks, thus the multiplicity in the 10° cone usually corresponds to the 

number of charged tracks in the decay of the T. In fact from monte-carlo studies 

only ,..., 23 of W -+- TV events are measured to have more than three tracks in the 

small cone. 

Therefore we define a signal region for those events having three or fewer tracks 

in the small cone, and no tracks in the outer cone. Likewise we define a background 

region for events having four or more tracks in the small cone, and any number in 

the outer cone. To increase the statistical power of the extrapolation we extend the 
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background region to include events with two tracks in the sma.11 cone, and one or 

more in the outer cone. Overa.11 only "'5% of W-+ TV events lie in the background 

region. As a result the background is overestimated by approximately 1 event for 

ea.ch data sample. 

This extrapolation procedure is shown schematica.lly in Figure 37. This scheme 

relies on a carefully chosen background sample, to be described fully below. In 

Figure 37b we have shown the data and background samples a.fter the track isolation 

cut; a.11 of the signal region a.nd a piece of the background region is thereby shown. 

The background for this diagram is calculated with the following expression: 

D' 
B(nn-ack) = Q(ntrack) X Q' 

In this expression Q(ntrack) is the number of events in the background sa.mple, with 

the track isolation cut, a.nd ntrock is the number of tracks in the 10° cone. Also Q' 

is the sum of events in the background region from the background sample, while 

D' is the sum of events in the background region from the T sample. Neither Q' nor 

D' include the track isolation cut. Note that the purpose of the background region 

is to perform this normalization. Fina.lly, B( ntrack) is the quantity which is suitable 

for subtraction from the T data sample. 

Thus the estimation of the background depends on the accurate measurement 

of the multiplicity distribution of a suitable background sample. To this end it is 

useful to think of the background in the tau sample a.s the result of two pieces. The 

first piece is the fluctuation of a QCD jet into a tau-like cluster. Thus the clusters in 

the background sample must have the identical bia.ses a.s the background clusters in 

the tau sa.mple itself so that the multiplicity distribution of the background sample 

ha.s the correct spectrum to perform the extrapolation. The second piece is the 

fluctuation of a pair (or several) QCD jets which balance in transverse energy to 

an event in which there is a substantial amount of missing transverse energy. In a 

simplistic picture of the background, the two fluctuations can be considered to be 

independent, with one jet fluctuating to be tau-like and the other jet fluctuating to 

-
-
-
~I 

I 

I -
-
~-I 

-
, -
-
--
-
-
-
-

-
--



,-

--

-

-

C> 
(/) (J) 

.:JI:. "'O 
Oo2 
~M 
I- 0 
0 T""" 1 
... c: 
C1> C1> 

..0 C1> 

§!o 
z~ 

1 2 3 4 5 6 
Number of Tracks 1 Odeg cone 

W-> 'tV 

- Background 

Number of Tracks 10deg cone 

Figure 37. Schema.tic representation of the background subtraction scheme 

103 



104 

deposit a small fraction of its original energy in the calorimeter, producing the miss­

ing transverse energy. This corresponds to the assumption that the fragmentation 

of jets in QCD events are independent processes. 

Obviously we cannot make both the tau-like and missing transverse energy cuts 

on the background sample, and to extrapolate the background in the multiplicity 

variable we must apply the tau-like cuts. However, if the two fluctuations are in­

dependent, then the missing transverse energy cuts need not be applied in order 

to construct a background sample with the necessary biases to mimic the back­

ground component of the tau data sample. This assumption can be checked with 

the background sample itself, and will prove to be a source of systematic error in 

the background subtraction. 

4. 7 Background Sample 

The sample we use for our background multiplicity distribution consists of un­

biased clusters above a trigger threshold, and thus is exclusively made up of QCD 

jets. In particular we use clusters from the Jet15 and Jet20 triggers whose sole 

requirement was that the event have a cluster with Level 2 ET above 15 and 20 GeV 

respectively. There was also a Level 3 requirement made on these clusters simply 

that they have a reconstructed cluster ET above 10 and 15 Ge V respectively. The 

Jet15 data comes from several test runs taken at the end of the 1988-89 run. The 

Jet20 trigger was used throughout the 1988-89 run but was prescaled by a factor of 

300 for most of the run. 

To ensure that the b~ckground clusters have the same characteristics as the 

clusters in the tau data sample, the background sample was also split into two 

parts, since a separate background is needed for the Missing Et sample and the Tau 

plus Missing Et sample. In particular the requirements for the background sample 

corresponding to the the Missing Et data sample were: 
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1. T cluster ET ~ 15 Ge V 

2. 77(seed tower) in Central calorimeter. 

3. ET(EM) as measured in the Level 2 Trigger be ~ 8 Ge V. 

5. lzvertezl $ 60 cm. 

Likewise the requirements for the background sa.mple to the Ta.u plus Missing Et 

sa.mple were: 

1. T cluster ET~ 15 GeV 

2. 77(seed tower) in Central calorimeter. 

3. ET(EM)/ET(EM + Ha.d) ~ .05 

4. lzvertezl $ 60 cm. 

5. The cluster pa.ss the Level 2 Ta.u trigger requirements. 

(a.) A cluster with~ ~ 10 GeV. 

(b) An associated tra.ck with PT ~ 4.8 Ge V. 

( c) The number of calorimeter towers (with ET ~ 1 Ge V) $ 2. 

(d) The ra.tio of the cluster ET(Total)/ET(EM) > 1.125 

6. The E PT be ~ 17.5, 22.0, a.nd 22.5 GeV for one, two, a.nd three prong ta.u 

clusters. 

The ra.w multiplicity distributions a.re shown in Figure 38 for both sa.mples. In 

both cases the distributions a.re smooth, without the enhancements seen in the ta.u 

da.ta. sa.mples. 

Of 155K Jet20 clusters ""53K sa.tisfy the ta.u-like cuts used for the Missing Et 

sa.mple. This is not surprising, as this pa.rt of the ta.u algorithm was designed for 
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high acceptance, not background rejection. Only 7700 pass the tau-like cuts for the 

Tau plus Missing Et sample; the Tau trigger adds a factor of "' 7 in background 

rejection. So far we have not included the track isolation cut requiring no tracks 

in the outer cone. This adds an extra factor of 4.5 in rejection for the Missing Et 

sample, and an extra factor of 2.8 for the Tau plus Missing Et sample. 

Finally we added a pair of requirements to avoid unwanted biases in the back­

ground sample. First, only the leading jet in the event was used in the background 

sample. The Jet15 and Jet20 events used were collected by requiring that at least one 

cluster be above the 15 or 20 Ge V trigger threshold. Thus any second jet is biased 

by the fact that there is a higher energy jet in the event. Generally we would expect 

that the second jet has a lower fraction of (measured energy)/(parton energy), than 

the first jet, since in a simple dijet event two partons with equal transverse energy 

are present. Therefore the second jet may have a different measured multiplicity 

distribution as well. As we can see in Figure 39 the multiplicity distribution from 

the leading jet has a slightly higher percentage of clusters with three or fewer tracks 

than does the distribution for all jets. 

Second, only dijet events are used in the background sample. In particular, the 

number of clusters with 10 Ge V or more is required to be less than or equal to two. 

This prevents a second jet, which happens to be close to the lead jet, from adding 

tracks to the outer cone of the lead jet, thus increasing the fraction of events which 

are in the background-only region in multiplicity. Figure 40 shows the difference 

between dijets and multijets. The dijets have a slightly higher percentage of events 

in the signal region of multiplicity, which is the expected effect of nearby clusters 

adding tracks to the outer cone in multijet events. In addition this di-jet cut mimics 

the cut in the T sample removing events with extra clusters above 10 GeV, which 

further serves to bias the background sample the same way the T samples have been 

biased. 
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4.8 Biases in the Background 
Subtraction 
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It is important to ensure that no remaining biases exist which might give the 

multiplicity distribution in the background sample a different spectrum than the 

non-W -+ TV part of the tau data sample. There is one possible source of bias 

which can be removed. As we can see in Figure 41 the multiplicity is dependent 

on the energy of the cluster. This dependence may be a bias if the background 

sample has a different ET spectrum than the background component of the tau data 

sample. 

The ET distribution for the background sample, Figure 42, is shaped by the 

15 Ge V and 20 Ge V thresholds in the trigger and the relative quantities of each 

trigger. For the data sample, however, shown in Figure 43, the ET distribution 

is shaped by the combination of a ET cut of 20 or 25 Ge V and the no 10 Ge V jet 

requirement. Note that Figures 43 and 42 show the ET spectrum only for events 

whose multiplicity falls in the background region, since only events there are known 

to be background. 

Thus we want to normalize the two background samples such that they have the 

same ET spectra as the background component of the tau data samples. By binning 

the background in ET and taking the ratio of background sample to tau sample, 

we can calculate ET weights to apply to the entire background sample. We use the 

expression: 

W 
. h (E ) Background Region for Tau Data Sample{~) 

e1gt T= . 
Background Region for Background Sample(ET) 

These weights are shown in Figure 44, with statistical errors. 

The ET weighted normalization is applied by using the formula: 

Background( N track) = L Weight(ET) x Background Sample( ET, N track) 
&rbina 

where the track isolation cut is now applied to the background sample. The back-
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Figure 41. The Mean number of tracks in the 10° cone as a function of ET for 

the: a) Missing Et background sample, b) Tau plus Missing Et background sample 
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Figure 43. The ET for clusters, with multiplicities in the background region, 

from the W - TV sample: a) Missing Et sample, b) Tau plus Missing Et sample 
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ground multiplicity distribution before and after the ET weighting procedure is 

shown in Figure 45. The ET weighting is a small adjustment to the multiplicity; 

this is an accident created by the similarity of the ET distributions of the background 

sample and the background portion of the tau sample and is demonstrated in the 

relatively flat shape of the ET weights themselves. 

Another possible bias in the background subtraction comes from changes in 

the shape of the multiplicity distribution as the global conditions of the event are 

changed. The problem is that the background comes from events without a missing 

transverse energy cut, and the tau sample is made with such a cut. Thus if the 

multiplicity depends on the missing transverse energy in the event there is a potential 

bias in the background subtraction. 

Fortunately the background sample is large enough that we can vary the global 

variables of the events and gauge the change in the estimated size of the background. 

Since the only difference between the background sample and the tau sample is the 

missing transverse energy cut, ET is the logical variable to use to detect any bias 

in the background sample. Thus we divided the background samples into ET bins, 

and calculated the background separately for each bin. Note that most of the 

statistical uncertainty in the background subtraction comes from the normalization 

of the background. This normalization is based on the 223 events in the background 

region from the Missing Et sample and the 66 events in the background region from 

the Tau plus Missing Et sample, both for the W -+ TV data sample. To better 

compare the background estimates for each ET bin, we want to omit this statistical 

uncertainty; it is common to the background estimate for each of the bins. Thus 

the errors on the individual points are uncorrelated, and can be fairly compared. 

In Figure 46 we show the estimated number of background events in the Missing 

Et sample as a function of the background sample's ~. There is relatively little 

variation as a function of ET, although the point at the lowest ET bin is arguably 

somewhat lower than the rest. There is not, however, any evidence for a systematic 
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dependence of the multiplicity of a cluster on the tr of the event. Likewise, the 

estimated number of background events in the Tau plus Missing Et sample, as a 

function of the background sample's ET, is shown in Figure 47. Since there are fewer 

events we had to divide the events into wider bins. In this case the bin at low ET is 
clearly lower than the remaining points. Since ET for W - Tll events is typically 20-

40 Ge V, we have decided to use only those background events with ET ~ 4 Ge V, the 

region in which the estimated number of background events has little dependence on 

ET. This reduces the systematic variation in the Tau plus Missing Et sample. Also 

we assign a systematic uncertainty for each samples equal to half the full excursion of 

the points for tr bins above 4 Ge V, as shown in Figu~es 46 and 4 7. This amounts to 

a systematic uncertainty of ±8 events for the Missing Et sample and an uncertainty 

of ±4.5 events for the Tau plus Missing Et sample. We consider this effect to be the 

dominant source of systematic error present in the background estimation. 

4.9 Results of the Background 
Subtraction 

The multiplicity distributions from the QCD background samples and the T 

samples are shown in Figure 48. In these plots we show those events pass.ing the 

track isolation cut, which includes the signal region and a piece of the background 

region. The uncertainties shown are the statistical errors only. Some of the statistical 

uncertainty is from the background samples themselves, but most is due to the 

normalization from the background region of the tau data sample. 

Thus we can now calculate the absolute size of the background subtraction. 

There are 63 ± 3(stat) ± 8(syst) background events in the Missing Et sample and 

26 ± 2( stat) ± 4( syst) background events in the Tau plus Missing Et sample. 
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CHAPTER 5 

ACCEPTANCE 

In this section we describe the calculation of the acceptance and efficiency for the 

decay W -+ rv, and the accompanying systematic uncertainty. This is a difficult 

calculation because there are many factors which must be dealt with correctly. Chief 

among the important issues is the calorimeter's response to charged pions which is 

critical to understanding the efficiency to detect r's above a given energy threshold. 

In addition the difference in response between the Level Two trigger system and the 

DAQ system is important in calculating the trigger efficiencies. Also the modeling 

of the underlying event present in a W -+ rv event is crucial in calculating the 

efficiency of the ET cuts correctly. Finally, there are a number of other cuts, such 

as the L PT cut and the Level Two number of towers cut, which require extra care 

in calculating properly. 

5.1 Acceptance times Efficiency 
Calculation Strategy 

The calculation of the probability to detect a. W -+ rv event divides nicely into 

two factors. The first, the acceptance, includes mostly the geometric and kinematic 

requirements of the r lepton itself and is denoted by A. This factor is identical 
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for the decays W -+ ev a.nd W -+ rv, a.nd is independent of the decay of the r. 

Thus a.ny systematic uncertainty in its calculation cancels when we ta.ke the ratio 

of branching fractions. The second factor, the detector efficiency £, represents the 

effect of the various cuts on the T cluster a.nd on the global properties of the event. 

This second piece does include some kinematic requirements, such a.s ET and ET of 

the T cluster. 

Thus it is important to note the distinction between the kinematic requirements 

included in A versus those in£, In the former cuts on the kinematics of the T lepton 

a.re included, while in the latter cuts affecting the r's decay products are included. 

For this separation to be effective the cuts cannot overlap. Fortunately the 20 GeV 

ET cut used in A is sufficiently low, and the ET cuts present in£ are sufficiently high, 

tha.t no W -+ TV event could fail the former a.nd pass the latter. In other words, 

the cuts can be applied successively without a.ny ill effects. Finally the separation 

of A·£ into A a.nd £ meshes well with the W -+ ev data.-ba.sed Monte-Carlo sample 

used to calculate £. 

5.2 Calculation of Acceptance 

The acceptance A ir.1cludes only those cuts which apply to the lepton, be it r or 

electron, from a w±. The A is given by: 

A = A1e t · A-o · A · A 'P on .1JT 'Zverte~ '1 

where A1epton is the acceptance for the lepton to have Er ~ 20 GeV, AET is the 

acceptance for a W -+ ev event to have ET ~ 20 Ge V, Azwerrez is the acceptance for 

the w± event to have lzverte:rl $ 60 cm, and A'1 is the acceptance for the lepton to 

have 1J ~ 1.0036 (the central region). These factors have some correlation, so each 

A is meant to be the acceptance given the previous conditions. 

The values for these factors are given in Table 2 The factors A1 A and • epton, '1• 

AET are calculated using a. fa.st w± genera.tor[38] which includes only tree-level 
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Table 2. Factors in the calcu-

lation of the acceptance A for 

W - rv events 

ET(lepton) ~ 20 GeV .814 

ET(W - e11) ~ 20 GeV .96 

I Zvertez I ~ 60 cm. .959 

1111 ~ 1.0036 .529 
. - A(W - Tll) 1.396 
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diagrams for pp - w± and then boosts thew± to reproduce the measured PT dis­

tribution. This fa.st generator used the MRSB set of structure functions.[39] Also a 

very simple detector simulation was used, which included the detector geometry and 

parametrizations for the response to electrons, jets, and underlying event. Similar 

calculations with the ISAJET generator and a more complete detector simulation 

yield similar results. Finally the factor Az~ertes was measured from the data directly. 

The resulting acceptance is 

A= .396 

No error is cited because this factor A appears in both the numerator and denomina­

tor of the expression ::~i~::;l, so that any systematics cancel. In fa.ct, a systematic 

error of ±4.13 has been calculated by varying the structure functions and input w± 

PT distribution. Finally it is instructive to note that the acceptance cited in the 

CDF measurements of u · B(W - ev) includes the loss of geometrical acceptance 

in uninstrumented and poorly understood regions of the central calorimeter. These 

cracks have a much smaller effect on Ts than on electrons, so we include these effects 

as a small correction to the calculated A·£. 

5.3 W --+ ev Based Monte-Carlo 

Frequently the calculation of A· E in high-energy physics measurements relies on 

the use of Monte-Carlo generation programs, such as ISAJET, followed by a detailed 

detector simulation. Such a procedure has several pitfalls for the calculation of A· E 

for the W - rv process. To begin, this analysis uses a cut on the ET, which is 

difficult to model with a Monte-Carlo. This is because the iT depends not only on 

the energy deposited by the T, but also on energy deposited by accompanying jets, 

the underlying event, and detector noise. 

The energy spectrum and the multiplicity of jets in W - TV events can be 

calculated to second-order in 0 8 , but only in a way which makes simulating the 
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process difficult. More convenient monte-ca.rlo genera.tors, like ISAJET, do not 

model the jets in w± events correctly. There is also some uncertainty involved in 

the detector simulation of monte-ca.rlo jets, both in the fragmentation of the initial 

pa.rtons and in complicated detector effects such as cracks. Thus the cuts on the 

number of jets in the event and the cut requiring no jets opposite to the r cluster 

would be poorly modeled by an existing monte-ca.rlo. 

In addition, the effect of the underlying event on tr and the isolation cut a.re 

very difficult to model. Underlying event refers to those particles produced in the 

pp collision, but which do not result from the hard scattered final state partons. 

The underlying event comes from soft, non-perturba.tive physics processes in the pp 

collision. Not surprisingly, theoretical models of the underlying event a.re unreliable. 

There is a.n added complication from the difficulty in calculating the detector re­

sponse to the many low energy particles which a.re present in the underlying event. 

Thus uncertainties in calculating the underlying event would add to the uncertain­

ties in calculating the ET· Also the isolation cut, requiring no tracks in the large 

cone a.round the r clusters lead track, is very sensitive to the underlying event. This 

is because only a single 1 GeV track ca.n ca.use a.n event to fail the isolation cut, a.nd 

there a.re plenty of 1 Ge V tracks from the underlying event. 

Finally there a.re effects, such as trigger and detector noise, which cannot be 

easily included in a. monte-ca.rlo, but which may affect the measured ET of an event. 

Recall that there is a. ET requirement in both Level 2 triggers, a.nd that the offiine 

cut on tr has a similar value as the Level 2 cut. Thus the inefficiency of the Level 2 

ET cut must also be understood, a task which is ma.de more difficult by the fa.ct that 

the Level 2 system has its own data. pa.th. The energy in any tower as presented to 

the Level 2 trigger is, in general, different than the energy measured by the regular 

DAQ system. Some difference between the two is due to trigger noise and the rest 

by intrinsic differences in the data pa.th. In any case this difference would be painful 
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to model well because the energy in Level 2 is not digitized by tower, but instead 

only by cluster. 

Certa.inly some of these problems can be solved by extensive modelling of the 

monte-carlo generation a.nd the detector simulation. However, by using a genuine 

W -+ e11 event from CDF data, and replacing the electron with a monte-carlo 

generated and simulated T we can solve all these problems with a minimum of error. 

In fact the dominant uncerta.inty due to the monte-ca.rlo itself will be statistical 

from the limited number of W-+ e11 events. 

The technique here is simple. We take the sample of 2664 good W -+ e11 events 

(to be described in Chapter 6), find the momentum and direction of the electron, 

and insert a T in its place. Then we generate the decay products of the T, using the 

branching ratios and matrix elements described in Chapter 1. The T's decay prod­

ucts are then put through the CDF detector simulation. The detector simulation of 

the CTC generates hits along the path of charged particles and is a reasonably com­

plete simulation of the physical effects involved. In addition the simulation includes 

the effect of photon conversions in the material before the CTC. The simulation of 

the calorimeter and strip chamber is based on a parametrization of the electromag­

netic or hadronic shower. These parametrizations have been extensively tuned to 

correctly simulate the energy response of the detector, and will be discussed in more 

deta.il below. 

Finally the simulated data from the T and the genuine data from the original 

W -+ e11 event are merged. The tracks found from the T's decay are added to the 

tracks found in the original W-+ e11 event. The electron's track is removed. Also the 

calorimeter information from the T's decay particles is merged with the calorimeter 

energies from the original event. Here too the energy in the towers associated with 

the electron's cluster is removed. The only strip chamber information used is that 

from the T's decay products. 
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5.4 r Branching Ratios 

The analysis of W - Tll events is sensitive to the branching ratios which are used 

as inputs to the calculation of the A·€. This issue is exacerbated by the fact that 

not all the exclusive T branching ratios are well measured, but are instead a topic 

of substantial research interest. Much of the sensitivity of the selection efficiency to 

the branching fractions is kinematic, depending on the fraction of momentum taken 

by the neutrino present in the decay of the T. The 11 takes a smaller fraction of 

momentum in those decay modes which have a greater number of pions in the final 

state. For example, the 11 in the decay T - 1rn,. makes up approximately ! of the 

original T's momentum, while a 11 from T - 11'11'11'11'011.,. gets only an average of less 

than ! of the T's momentum. Earlier we saw how much the energy spectrum of 

the T's decay products is effected by the 11.,. in the decay; clearly this effect is also 

greatly dependent on the decay mode. 

There are other ways in which the selection of W - Tll events depends on the 

value of the branching ratios. For example, the Tau plus Missing Et trigger has a 

requirement on the ET(Total)/ET(EM) ratio. In turn this ratio depends on the mix 

of charged pions and 11'0 among the T's decay products. In fact, the decay modes 

which are worst measured are those with multiple 1!'0s. Thus the uncertainty in the 

branching ratios for these modes contributes to the uncertainty in the efficiency for 

the Level 2 ratio cut. In general cuts involving the Er(EM) are especially sensitive 

to uncertainties from the branching ratios. The electron rejection scheme described 

previously was motivated not only by a desire to maintain high efficiency for Ts, but 

also to avoid any extra uncertainty from branching ratios. 

In addition the charged particle multiplicity serves as an important check on 

the W - Tll analysis. Obviously this variable depends on the relative fractions of 

1-prong and 3-prong decays for the T, but it also depends on the individual modes 

within the 1 and 3 prong classification. Thus the particulars of the branching ratios 

chosen will alter the charged multiplicity spectrum. 
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Of course, these questions are issues only because the r's branching ratios are 

not well measured. In addition, there is a considerable controversy over the internal 

consistency of the r's decay into one prong modes. This is the famous r one prong 

problem.[19, 20] The problem is that the sum of the exclusive one prong decay modes 

is 81.2%, which is 53 lower than the inclusive one prong branching ratio of 86.1±.3%. 

The statistical significance of this discrepancy has been investigated thoroughly, with 

the conclusion that it is statistically significant if theoretical calculations are used 

to constrain several unmeasured or poorly measured modes. In fact the poorly 

measured value of the r - 1r1r0 1r0 1r0 v'T branching ratio of 3.0 ± 2. 7% is ignored, and 

instead the theoretical limit of 1.4% is used. Also the possibility of statistical or 

systematic bias in the averaging of measured branching ratios has been raised[40], 

but this effect does not provide solution to the 1-prong problem. 

The r 1-prong problem is curious because it is a discrepancy between the sum of 

decay modes measured exclusively and the 1-prong branching fraction measured in­

clusively. Generally the inclusive measurements have looser selection requirements, 

while exclusive measurements have more stringent selection requirements to ensure 

that the decay mode is well identified. Thus the inclusive measurements of 1-prong 

and 3-prong branching fractions do add up to one[lO], even though the 1-prong ex­

clusive modes do not. This experimental result constrains the possible solutions to 

the 1-prong problem. For example a decay mode in which the r's decay products 

do not interact in a detector is ruled out. Thus the decays which make up the 

missing 5% are not completely missed. Instead, at the worst, the missing mode 

or modes is simply not reconstructed in present r decay experiments. Of course, 

a mismeasurement of the r's exclusive branching ratios may be the cause of the 

1-prong problem. 

Only recently has the CELLO collaboration published a simultaneous measure­

ment of all the major decay modes - and they find no 1-prong problem![18] The 

branching ratios they measure, as well as the latest world averages, are shown in 
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Table 1. The CELLO results are consistent with the world averages with the ex­

ception of the T -+ ev-rlle and T -+ 1r"1r"Trll-r branching ratios. In most cases the 

CELLO errors are not significantly worse then the world averages, and in the case 

of the mode T -+ 7r7ro7ro7roll-r the CELLO result is a significant improvement. As 

an aside, the T -+ 7r7ro7ro7roll-r modes has the highest efficiency of any decay mode 

in the W -+ Tll analysis, and so the uncertainty in its branching ratio has a large 

effect on the overall uncertainty. 

There are several reasons why we use the CELLO branching ratios instead of the 

world averages. First, it is not trivial that the CELLO branching ratios add to one. 

This avoids some arbitrary procedure in the monte-carlo like scaling all the I-prong 

branching ratios so that they sum to one. Second, unlike the world averages, the 

CELLO numbers have a well defined uncertainty. There is a certain amount of skep­

ticism which must accompany the averaging of many separate measurements. For 

instance, the individual measurements are assumed to be completely independent, 

but historical studies seem to indicate that separate measurements are correlated. 

Finally, the CELLO technique is well matched to the type of measurement made in 

this thesis. The W -+ Tll analysis does not depend on being able to identify all the 

decay products from the T. Instead it uses the aggregate characteristics of the decay 

products, such as their ET, track PTs and so on. This is closer to the method of 

analysis used in the CELLO measurement than it is to the many measurements of 

exclusive modes. The actual decay modes used and their branching ratios are listed 

in Table 3. The systematic uncertainty which results from the branching ratios is 

calculated below. 

5.5 Detector Response to Charged 
Hadrons 

The primary selection requirements in the W -+ Tv analysis are on kinematic 

quantities such as ET. To correctly simulate these kinematic variables we must ac-



Table 3. The T branching ratios used in the 

W -+ TV Monte-Carlo 

Decay Mode Branching Ratio 

T - -+ e-v,,.ve 18.4± .93 

T--+ µ-v,,.vµ 17.7± .9% 

T--+ 7r-v,,. 11.1±1.0% 

T--+ K-v,,. .7 ± .2% 

T--+ K*v,,. 

K*-+ K-7ro 1.0 ± .2% 

T--+ K*v,,. 

K*-+ K 07r- .4 ± .1% 

T--+ p-v,,. 22.2±1.7% 

T--+ Al-v,,. 

Ai--+ p-7ro 10.0±1.9% 

T--+ 7r-37r0 v,,. 3.2±1.4% 

T--+ Al-v,,. 

Al--+ p07r- 8.7 ± .8% 

T--+ po7r-7rov,,. 1.7 ± .23 

T--+ p-7r+7r-v,,. 1.5 ± .2% 

T--+ p+7r-7r-v,,. .6 ± .1% 

T--+ W7r-V,,. 1.8 ± .3% 

T - -+ phase space 37r v,,. .7 ± .2% 

T--+ 57rv,,. . 3±.13 
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curately simulate the response of the calorimeter to the r's decay products. For 

electromagnetic showers, the response of the CEM is well known from studies with 

electrons. The electron PT, measured by the CTC, can be compared to the ET 

measured in the CEM. Thus the CEM is known to have a linear response to electro­

magnetic showers. Unfortunately this is not the case for hadronic showers. Because . 
the CEM and CHA have a different energy response to electromagnetic and hadronic 

showers, the central calorimeter has a non-linear response to hadrons. Thus, it is 

crucial for the calculation of the efficiency to detect W - TV events that the re­

sponse of the calorimeter to charged hadrons be measured, especially over the range 

of hadron energies typical in T decays. 

The central calorimeter was initially calibrated using 50 Ge V electrons and pions 

in a test beam. For the CEM the energy is defined at 50 Ge V by the average signal 

from the 50 Ge V electrons. Likewise for the CHA the energy is defined at 50 Ge V 

by the average signal from the 50 GeV pions, where only those pions which are 

minimum ionizing in the CEM are used in the calibration. Since the calorimeter 

is expected to have a non-linear response to hadrons, different energy pion beams 

are used to calibrate the calorimeter at energies other than 50 Ge V. There were 

test beam pions of 25 and 150 Ge V in addition to the 50 Ge V pions. The central 

calorimeter response at these energies is shown in Figure 49. 

However, most charged pions from rs have an energy below 25 Ge V, and thus 

it is important to calibrate the calorimeter at lower energies. There are two data 

samples which have been used to calibrate the central calorimeter's response to 

pions below 25 GeV. First, there is a small data sample of test beam pions at 7 and 

10 GeV, which were measured using a spare calorimeter wedge. Second, there is a 

sample of isolated tracks, whose calorimeter energy has been measured, from the 

1989 pp collider data. Thus by comparing the measured P of the track in the CTC 

to the energy deposited in the calorimeter, the response of the calorimeter can be 

measured in-situ. 
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These events were taken with a. special Level 2 trigger which dema.nded a. tra.ck 

a.hove 5.0 or 9.2 GeV, without a.ny calorimeter requirements. Only tra.cks which were 

highly isolated were used in the sample, to avoid background from other particles. 

Each tra.ck was extrapolated to the face of the central calorimeter, and the "hit" 

tower recorded. The isolation requirement was that no other track point to within 

3 towers of the hit tower. In addition the energy deposited in the calorimeter was 

measured by summing the energy in a region 3 towers wide in T/ and 3 towers wide 

in 4> about the hit tower. The PT spectrum for these isolated tracks is shown in 

Figure 50. Finally, background from ambient 71'0 was estimated and subtracted. 

This estimate was based on the amount of EM energy deposited in the 8 CEM towers 

surrounding the hit tower, for those isolated tracks which were minimum ionizing in 

the CEM portion of the hit tower. The average amount of ambient EM energy was 

found as a function of track momentum, and subtracted from the average response. 

The simulation of the central calorimeter's response to charged pions has been 

carefully tuned to reproduce the results from the data. First the overall response 

has been tuned to the response from the isolated tracks. Figure 51 shows the 

E(Total)/ P as a function of P for the isolated tracks and the simulation. In both 

the data and the simulation we use only those tracks which point away from the 

cracks between towers. In addition the response of the CEM to charged pions is 

reproduced. Figure 52 shows the E(EM)/P versus P for both the simulation and 

the isolated tracks, where again only tracks which extrapolate to a point well inside 

a tower are used. 

The comparison between the isolated track sample and the test beam pions is 

extremely instructive. The response as measured in the two samples seemed different 

by 10%, but this was largely due to the way in which the test beam data was taken. 

The 7 a.nd 10 Ge V pions were aimed towards the tower centers only, a.nd were also 

incident at the angle a track from Z11ertez = 0 would make with the calorimeter. On 

the other hand data from the isolated track sample was averaged over the inner 
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Figure 50. Momentum distribution for isolated track sample 
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portion of the tower, and came from lzvertexl ~ 40 cm. It turned out that the 

response of the calorimeter varied substantially as the pions moved a.way from tower 

center in the</> direction (Figure 53a.). In the T/ direction the response stayed nearly 

constant (Figure 53b ). The data shown in these plots a.re from the isolated.track 

sample, with track PT between 4 and 12 GeV, along with the simulation of such 

pions. 

Another important issue is the sharing of energy transversely in the calorimeter. 

This is critical for an understanding of the number of towers cut in the Level Two 

Tau trigger. We can tune the simulation to match the transverse sharing measured 

in the isolated track sample. Here too the test beam pions were biased by the fact 

that the pions entered the calorimeter as if they were produced at a Z11ertex = 0, while 

the isolated track sample integrated over a range of Zvertex· Since the W-+ TV data 

also covers a range of Z11ertex, the isolated track sample is the appropriate one for the 

study of transverse sharing. For isolated tracks we determine the calorimeter tower 

to which the track extrapolates, and examine the amount of energy in the towers 

on either side of the "hit" tower. In Figure 54 we show the E/P fraction for the 

towers adjacent to the hit tower in T/ and</> (denoted as E(TJ+l)/P and E(</>+1)/P) 

as a function of the tl.TJ and tl.</> for the track from the center of the hit tower. The 

simulation has been tuned to match the distributions from data. In addition we 

tuned the simulation so that the distribution of the variable E(TJ+l)/P for a given 

tl.TJ or ti</> slice was correctly modeled. This is shown in Figure 55 for the transverse 

sharing in T/ at the edge of a tower. It turns out that the shape of the distribution 

is important and must be correctly modeled to get a good estimate of the efficiency 

for the Level Two number of towers cut. 

Finally the uncertainty in the calorimeter energy sea.le for hadrons is an impor­

tant systematic in the W -+ TV analysis. In the energy region below 25 GeV the 

two sources of systematic uncertainty are the ambient 11'0 subtraction and the level 

of agreement in response between the isolated tracks and the test beam pions. For 
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low energies, below 5 Gev, we take a 53 uncertainty in the 11'0 subtraction from a 

comparison of the isolated track data from the track trigger and isolated track data 

from minium-bias events. For energies above 5 GeV, we find a 33 uncertainty in 

the energy scale due to t1i.e difference in the test beam and isolated track response. 

To be conservative we will assume a 53 energy scale uncertainty for the calculation 

of the systematic error in the efficiency. 

5.6 Level Two Response 

The present analysis includes several cuts on quantities in the Level Two trigger, 

which are not superceded by successive cuts. For example the two data samples have 

ET thresholds of 20 and 25 GeV applied in the trigger, but the efficiency for these 

thresholds turns on slowly such that full efficiency is only reached at an offiine ET 
of 30 or 40 GeV. Of course there is very little signal from W-+ TV left at such high 

values of ET, so we must be able to accurately model the Level Two ET turn-on. 

This is made easier by the fact that we use genuine W -+ ev data to simulate all of 

the event except the T itself. 

The Level Two data bank has the quantities 2: E.i: and 2: E11 for both the electron 

cluster and the so-called level one repeat "cluster". The level one repeat is not a 

cluster, but is a sum over all towers above a 1 GeV single tower threshold. It is the 

data used to calculate ET in Level Two. Thus we can subtract off the energy due 

to the electron cluster, and add in the energy for the monte-carlo T. This technique 

automatically models the underlying event and the trigger noise correctly. Thus the 

only remaining piece is the simulation of the T's decay products. 

To correctly simulate the Level Two trigger we must include the effects of Level 

Two response and resolution. It is worth emphasizing that the concern here is not 

the response of the calorimeter itself, which is accounted for by the calorimeter sim­

ulation, but instead the response of the Level Two system to the energy measured 
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by the DAQ system. In general the energy measured by Level Two and the DAQ 

system a.re not the same; the trigger has both intrinsic resolution and noise. Fortu­

nately the response and resolution of the trigger with respect to the DAQ system 

can be mea.Sured with data.. This is somewhat complicated by the fa.ct that the 

only information we have from the Level Two system is for clusters. Thus to make 

a. fair comparison between Level Two and the DAQ, we use a. sample of one tower 

Level Two clusters, and compare the energy from Level Two against the energy 

from the DAQ system. In Figure 56 we show the comparison for the Central EM 

calorimeter, and in Figure 5 7 for the Central Hadronic calorimeter. From these 

plots we see that the trigger response in the CEM is degraded by a factor .93, while 

the response in the CHA has a slope of 1.0. Also we measured the resolution of 

the Level Two energy response in terms of the DAQ energy response, and find the 

resolution function to be 

tr= .15 + . .05 x ET. 

In addition we checked that the Level Two seed and shoulder thresholds were 

sharp and turned on at the appropriate energy. We used a sample of one a.nd two 

tower clusters to measure the turn-on curves of the 3.0 Ge V seed threshold and the 

1.0 Ge V shoulder threshold. In Figure 58 is shown the turn-on of the seed threshold 

in the CEM and CHA calorimeters. Also in Figure 59 are the turn-on curves for the 

shoulder threshold. The rising edge of these curves is .3-.5 GeV wide, consistent 

with the measured resolution of tr(ET) = .20 GeV at 1.0 GeV and a sharp single 

tower threshold. Thus we just model these thresholds as step functions. 

5. 7 Calculation of E 

The second factor in the calculation of the A · £ is the efficiency £ to detect a 

W-+ rv event which has already satisfied the conditions included in the acceptance 

A. With this definition of £, the convenience of the W -+ ev based monte-carlo 
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sample becomes clear. Since the W - ell events have already passed the cuts 

included in the factor A, the efficiency will simply be given by the fraction of events 

in the monte-carlo which pass the W - Tll selection requirements. Thus 

Nw-..T11 E=-----
N monte-ca.rlo 

where Nw-..'T11 is the number of events passing the W - Tll selection cuts, and 

N monte-ca.rlo is the total number of events in the monte-carlo sample. We generated 

15971 W - TV events with the T decaying to its hadronic modes only. Of these 987 

pass the Missing Et cuts, and 1052 pass the Tau plus Missing Et cuts. We show in 

Table 4 the A· E for the application of each successive cut in the W - TV analysis. 

There are, however, two correction factors which must be applied to the calcu­

lated efficiency. These factors arise because we used W - ell data as a monte-carlo 

generator, but at least the corrections are small and stra.ightforward to calculate. 

First there is a correction to account for the difference in fiducial region repre­

sented in the W - ev based monte-carlo compared to the fiducial region allowed 

for W - Tll events. Second, there is a correction to account for the background in 

the W - ell sample. 

There are two kinds of central fiducial cuts applied in the W - ell data. First, a 

cut of 1111 $ 1.0036 defines the central region for electrons. Second, the calorimeter 

cracks in </> and the crack between wedges at (} = 90° are excluded from the fiducial 

region. Note that the only fiducial cut for Ts is the requirement that the lead track 

point to the central calorimeter, that 1771 $ 1.1. There will be some Ts which have an 

initial 77 outside the 1.0036 cut, but whose decay products end up inside the central 

calorimeter. Thus the electron fiducial cut 1771 $ 1.0036 causes an underestimate 

of the efficiency. The second type of fiducial cut alters our acceptance because 

the efficiency to detect a T is somewhat smaller for those cases in which the T is 

initially headed towards one of the cracks. Thus in this case the efficiency is being 

overestimated by the naive calculation. 

These correction factors can be calculated by using the ISAJET generator to 



Table 4. Efficiency for the detection of W-+ Tll events, with 

the successive efficiency listed for the individual cuts applied 

to the W -+ TV events, for the Missing Et sample (Met25) 

and the Tau plus Missing Et sample (TauMet) 

Met25 I TauMet 

A .396 

x T-+ hadrons B.R. .253 

x £(Level Two trigger) .0472 .0443 

x £(MES03 Filter) .0317 .0321 

x £( T Reconstruction) .0252 .0300 

x £(Global Cuts) .0200 .0244 

x £(Track Isolation) .0168 .0200 

x £(Electron Rejection) .0161 .0197 

x £(Muon Removal) .0160 .0197 

x £(Track+ 11'0 l:PT cuts) - .0170 

x £(Number of Tracks ~ 3} .0156 .0167 

A · £(W -+ Tll) with Correction Factors .0161 .0172 
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provide W - rv events over the entire detector, a.nd comparing the response for rs 

which point to the fiducial region accepted for W - ev event and the fiducial region 

rejected for W - ev events. As we noted previously the ISAJET monte-carlo has a 

number of deficiencies for this analysis, but since we are using the ratio of ISAJET 

calculated efficiencies any errors cancel in the ratio. We find that the efficiency is . 
increased by a factor of 1.05 due to the 1771 5 1.0036 fiducial cut in the W - ev 

sample. We also find that for rs headed for the 4> cracks the efficiency is 75% of that 

for rs away from the 4> cracks. The efficiency is 53% of normal for rs headed for 

the goo era.ck. Using the relative geometrical acceptances for the 4> crack and goo 

crack we find that the efficiency must be multiplied by a factor of .g4 to compensate 

for the removal of cracks from the W - ev fiducial region. Combining the two 

corrections for the fiducial cuts on the W - ev sample gives a combined correction 

factor of .gg. 

There is another correction factor applied to account for the presence of back­

ground in the W - ev sample. Of 2664 W - ev events there are estimated to 

be 100 ± 50 background events from QCD processes, 40 ± 15 events from Z - ee, 

go± 10 from W - rv followed by. r - ev7 ve, and 8 ± 4 from Z - rr followed 

by r - ev7 ve. This background affects the calculation of W - rv acceptance be­

cause the background has a different kinematic spectrum than the W - ev signal. 

The ET for all events in the W - ev sample is shown in Figure 60, along with 

the ~ spectra for the various sources of background. Also shown in Figure 61 is 

the efficiency for the W - rv monte-carlo events to pass the Missing Et cuts as a 

function of the ET of the original W - ev event used in the monte-carlo. Clearly 

there is very little efficiency for monte-carlo events which had an original ET less 

than 25 Ge V, and much of the background lies in this low energy region. Thus 

the presence of background lowers the calculated efficiency; we use the ~ spectra 

for the background to correct the calculated efficiency. We find that the efficiency 

should be increased by 4% to account for the background in the W - ev sample. 
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There a.re systematic uncerta.inties in the calculation of the acceptance from 

several sources. First the uncerta.inty in the energy scale is a system.a.tic effect 

which changes the fraction of events which pass the various energy thresholds in 

the analysis. Next, since the efficiency to detect a W - Tll event depends on the 

T's decay mode, the errors on the various exclusive branching ratios contributes 

a systematic error. Fina.lly, two of the cuts in the Tau plus Missing Et sa.mple 

are difficult to calculate and we assign an appropriate systematic error to their 

calculation. 

To calculate the systematic effect of the uncerta.inty of the ha.dronic energy sea.le 

we simply changed the mean hadronic response by one sigma up and down, and 

recalculated the fraction of monte-carlo events which passed the requirements for 

the two da.ta sample. We find a system.a.tic uncerta.inty of ±43 for the Missing Et 

sample and an uncerta.inty of ±73 for the Ta.u plus Missing Et sample. 

The system.a.tic error from the uncerta.inty in the T's branching ratios is calcu­

lated using the errors in the branching ratios and the efficiencies for each mode. The 

individual € are shown in Ta.hie 5. We ca.lcula.ted the systematic effect by randomly 

varying the branching ratio for each mode according to the measured uncerta.inty. 

Then we applied the constra.int that the branching ratios sum to 1.0 by setting 

the branching ratio for one (randomly selected) mode to 1 - EotheTmodea BR, and 

weighted that trial by the probability for the constrained mode. This procedure 

gives a. systematic uncerta.inty of 4.13 for the Missing Et sa.mple, and 2.4% for the 

Ta.u plus Missing Et sample. The trend for the acceptance is for modes with a higher 

multiplicity of pions to have higher acceptance. Kinematics plays the primary role in 

this effect, as the neutrino takes a proportionally smaller fraction of the T's energy 

as the number of particles increases. However, the uncerta.inty is greater for the 

Missing Et sample, largely as a result of the 8 GeV Er(EM) cut in the trigger. This 
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Table 5. The efficiency€ for each individual r decay 

mode, for the Missing Et sample (Met25) and the 

Tau plus Missing Et sample (TauMet) 

Decay Mode Met25 €in% TauMet €in% 

T - 'trV'T .4 1.6 

r - Kv'T .6 3.1 

r - pv'T 5.1 6.8 

r - K•v'T 5.9 5.6 

r - 'tr'tro'trov'T 11.2 9.2 

r _ 'tr1ro1ro1rov'T 14.4 8.3 

T - 1r1r'trV'T 3.9 6.8 

r - 'tr1r'tr'tr
0

v'T 12.7 10.6 
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cut lowers the acceptance for modes with fewer 1r0 's thus ca.using greater variation 

in the a.ccepta.nces, a.nd a. higher systematic uncertainty from the branching ratios. 

Finally, the Level Two number of towers cut a.nd the track and 1f'o E PT cut 

have additional uncertainties associated with the calculation of their efficiency. For­

tunately yte can use the Missing Et sample as an independent check on the monte­

carlo 's modeling of these two variables. Figure 62 shows the Level Two number 

of towers for the Missing Et sample compared with the same quantity from the 

monte-carlo. Note that the background has been subtracted from the data. plot. 

The agreement is reasonably good, with a.n estimate of 72 ± 3% efficiency for a cut 

at two towers from the data. curve, and 69 ± 3% from the monte-carlo. We use the 

monte-carlo efficiency and assign an additional ±3% systematic uncertainty. 

Similarly for the E PT cut we can compare data from the Missing Et sample 

and the monte-carlo. The comparison is shown in Figure 63. Also shown is the 

spectrum from the background appropriately normalized. The data. and monte-ca.rlo 

agree very well in the region where there is little background. From monte-ca.rlo 

we estimate the cut on the sum of PT to be 87% efficient, while the data after 

a. background subtraction gives an estimate of 89% efficiency. Again we use the 

estimate from the monte-carlo and assign a ±3% uncertainty to the calculation. 

5.9 Results of Acceptance Cal­
culation 

Putting a.11 these uncertainties together gives a.n overall acceptance of 

A· £(Missing Et)= .0161 ± .0005(stat) ± .0006(Escale) ± .0007(Br) 

A· £(Tau plus Missing Et) = .0172 ±.0005(stat) ± .0012(Escale) 

±.0004(BR) ± .0008( cuts) 
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Figure 62. The Number of Trigger Towers for the T cluster in the Missing Et 

sample for Data minus Background (solid histogram), the Background only (dashed 

histogram), and the Monte-Carlo (dotted histogram). 
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Note that the uncertainties from the energy scale and the branching ratios are largely 

correlated between the two samples. 



CHAPTER 6 

w~ev 

In this Chapter the measurement of the cross-section times branching ratio for 

W -+ ev is described.(37, 41]. Also the method used for the calculation of the 

inelastic cross-section and the total integrated luminosity is described(42]. Both of 

these measurements were conducted by other members of the CDF collaboration, 

but they are necessary for the extraction of the lepton universality ratio ::~f~::~i, 

so I include them here. 

6.1 W -+ ev Event Selection 

The CDF detector is designed to detect electrons. For example the CEM 

calorimeter is optimized to measure the energy from electromagnetic showers, and to 

discriminate against hadronic backgrounds. In addition the CEM has an embedded 

strip chamber, the CES, to measure the profile of electromagnetic showers. Also 

the combination of a measurement of the electron's momentum and direction in the 

CTC, and its energy in the calorimeter provides several powerful variables to aid the 

identification of electrons. Finally the electrons from w± decay have ET between 20 

and 50 Ge V; very few electrons are produced at these energies from other sources. 
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Thus it is evident that the CDF detector should do an excellent job of detecting 

W - ev events. 

The W - ev analysis used electrons in the central region of the detector only. 

W - ev events were collected with a 12 GeV Level 2 electron trigger. As described 

in Chapter 2, the Level 2 electron trigger required a cluster from the electron style 

clustering. The cluster wa.s required to have PT ~ 9.2 GeV, ET(Total)/Er(EM) ~ 

1.125, and ET ~ 12 GeV. Events passing these requirements also had to satisfy 

a Level 3 trigger, and an ofRine filter. However, the requirements in these two 

stages were superceded by the final W - ev event selection, so we just describe 

the later. Finally, there is a special clustering algorithm used for electrons. The 

algorithm starts with CEM towers having ET(EM) ~ 3.0 GeV as seeds. The only 

extra towers which may be added to the cluster are the two neighboring towers in 

the f'/ direction. These towers are included if they have ET(EM) ~ .1 GeV. Any 

strip chamber cluster under the calorimeter cluster is included, as well as any track 

which extrapolates to the calorimeter cluster. 

The events selected for the W - ev sample must satisfy the following criteria: 

1. ET~ 20 GeV 

2. ET~ 20 GeV 

3. ITJI ~ i.0036 

4. lz,,e,.texl ~ 60 cm 

These cuts comprise the acceptance cuts; they are identical to the requirements 

described in Chapter 5. In addition the electron is required to be within a good 

fiducial region. This region excludes the edges of the central calorimeter wedges, 

and the central tower with 1111 ~ 1.0036. 

The selection of W - ev events is refined with a series of efficient electron 

quality cuts, which eliminate most backgrounds. These cuts are 
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1. Er( Had) /ET( EM) < .055 + .045 · foo 

2. E/P < 1.5 

3. Lshr < .2 

4. X~trip < 15.0 

5. AZ < 3.0 cm 

6. A(R - 4>) < 1.5 cm 

7. Iso < .1 

The Had/EM threshold is a function of the electron energy so that the efficiency of 

the cut is constant with electron energy. E / P is the ratio of calorimeter energy to 

track momentum. Recall that both Had/EM and E / P were used to reject W - ev 

events in the W - rv sample. The variable Lshr quantifies the lateral sharing of 

energy in the CEM. From the strip chamber position, and the electron's direction 

a certain a.mount of energy spreading is expected. The Lshr variable compares 

the measured lateral spreading with the expected spreading. The X~trip variable 

measures the goodness-of-fit for the strip chamber profile in the TJ direction to that 

expected for an electron shower. Next, the AZ and A(R - 4>) variables measure 

the distance from the strip cluster to the extrapolated track position. Finally, the 

isolation variable is the ratio: 

with a cone of size J AT/2 + A</>2 = .4. 

There were 2664 events which satisfied the above selection. The transverse mass 

for these events is shown in Figure 64. It shows the Jacobian peak, typical of 

two-body decays, with an edge at thew± mass of 80 GeV. 
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6.2 Background in W -+ ev 
data 
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Although the background in the W - ev sample is small, it is not negligible. 

Thus we must estimate the size of this background and subtract it. Much of the 

backgrounds come from physics sources, such as the process W - TV followed by 

T - ev'Tve. This decay is indistinguishable from prompt electron production, but 

can be estimated in a straightforward manner. Another source of background is 

Z - ee events in which one of electrons goes undetected. The largest background, 

though, comes from QCD events which mimic the W - ev signal. 

The background from W - TV events in which the T decays to an electron is 

estimated by calculating the acceptance for the process W - TV and T - ev'Tve 

relative to the acceptance for direct W - ev. The acceptance ratio is found to 

be 1/27, yielding an estimate of 90 ± 10 background events from this source. The 

·background from Z - ee events is estimated with a full detector simulation, and 

is normalized to the number of detected Z - ee events. There are 40 ± 15 events 

expected from this source. Also there are 8 ± 4 events expected from the process 

Z - TT where one of the Ts decays T - ev'Tve. 

The background from QCD events is a misidentification background, and hence 

must be estimated by an extrapolation. The variable chosen for the extrapolation 

is the I so variable defined above. This variable is chosen because it separates the 

W - ev signal nicely from the QCD backgrounds. A background region is defined 

as !so> .3. Recall that the W - ev events must have Iso < .1; this comprises 

the signal region. The sample chosen to implement the background extrapolation is 

an electron sample with ET < 10 GeV and an extra jet cluster with ET > 10 GeV. 

This sample consists of misidentified electrons and QCD produced heavy quark jets 

in which there is a semileptonic decay (b - ceve), and is therefore appropriate for 

the background extrapolation. The ratio of the number of events in the background 

region to the number in the signal region is measured in the background sample. 
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'!'hen the Iso cut is relaxed in the W -+ ev sample, and the number of events in 

the background region is used to estimate the number of background events in the 

signal region. The result is 100 ± 50 events. There is also an estimate of the number 

of background events which would result from a 90 GeV top quark. Thus an extra 

+30 - 0 background events are expected. 

The total background expected in the W -+ ev sample is 

+62 
Nback = 236 -53 

6.3 Calculation of A, AJiducia/, 

and e 

The calculation of the geometrical and kinematic acceptance, A, for W -+ ev 

events is tied to the analogous calculation for W -+ TV events. This calculation 

was also described in Chapter 5. Recall that a tree-level generator using the MRSB 

structure functions and a simple detector model was used to calculate A. We found 

that 

A= .396 

The additional acceptance from the fiducial criterion is calculated to be 

A fiducial = .82 

The systematic error on the prod1}.ct of these two acceptances was found by varying 

the structure functions, the w± PT distribution, the value of sin2 Ow, and the 

calculation of higher order w± production diagrams. The DOl[43] and EHLQ1[44] 

structure function sets were used to estimate the acceptance uncertainty. From the 

range of acceptances calculated the systematic uncertainty due to structure functions 

was taken to be ±33. Using the value sin2 Ow= .229 ± .007 leads to a ±.83 error 

on the acceptance. A scaling of the w± PT distribution by ±203 leads to a ::5 13 

change in the acceptance. Finally studies using the PAPAGENO monte-carlo, which 
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includes all first-order QCD corrections to the pp _. w± process, imply a systematit 

uncertainty of ±2.53 in the acceptance due to the QCD corrections. Thus the total 

systematic uncertainty in the acceptance is ±4.13. 

The efficiencies for the electron quality cuts are calculated using a specially 

selected W _. ev data set. There are several extra conditions applied to the global 

properties of these events, which are applied instead of most of the electron selection 

cuts. In this way, the efficiency of the various electron selection requirements can 

be calculated directly from the data. All of the individual electron quality cuts have 

an efficiency of about 903, and most are above 953. The combined value for the 

W _. ev efficiency is 

€ = .84± .02 

6.4 Calculation of Integrated 
Luminosity 

The final quantity needed for the evaluation of a· B(W _. ev) is the integrated 

luminosity, J Cdt. There are two ways to measure the luminosity directly. First, 

the luminosity can be calculated directly from accelerator parameters such as the 

number of protons and antiprotons in each bunch, the beam's cross-sectional area, 

and the bunch crossing frequency. The uncertainty from this procedure is estimated 

at ±103, and so a more reliable method is desired. The second way to calculate 

L is to use the rate of inelastic pp collision, measured by the rate of interactions 

detected by the BBC and the inelastic cross-section with the expression: 

RBBC 
LBBc=-­

<7BBC 

Here the problem is that the inelastic cross-section u(1800) has not been measured 

at ./8 = 1800 GeV. 

However, the inelastic cross-section has been measured at a lower energy by 

the UA4[45] collaboration. Thus this cross-section can be used as a normalization 
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constant to infer the inelastic cross-section at the CDF center of mass energy of 

1.8 TeV. Then the rate of interactions in the BBC can be used to measure the 

luminosity. The following expression can be used to calculate the O"BBc(1800): 

RBBc(1800) Cacc(546) 
0"BBc(l800) = 0"BBc(546) RBBc(546) Cacc(1800) 

The quantity Cacc is the luminosity calculated from a.ccelera.tor para.meters. Also 

the CDF experiment took a. small a.mount of da.ta. a.t an energy of /S = 546 Ge V. 

Finally, the BBC cross-section at 546 GeV was calculated using the UA4 result a.nd 

some small corrections to account for differences between the UA4 detector a.nd the 

BBC. This calculation has the nice feature tha.t uncertainties in Cacc cancel in the 

ratio. The result for the cross-section is 

O"BBc(1800) = 46.8. ± 3.2mb 

Thus the integrated luminosity for all da.ta. samples can be calculated using the 

measured BBC rate, correcting for multiple interactions, a.nd normalizing with the 

a.hove inelastic cross-section. 

6.5 Calculation of a · B(W ~ 
ev) 

Finally we ca.n calculate the a-· B for the process W--+- ev. The only additional 

quantity we need is the total integrated luminosity which was J Cdt = 4.05pb-1 . 

Putting it all together gives 

a-· B(W--+- ev) = 2.19 ± .04(stat) ± .ll(syst) nb 

where the systematic errors on the luminosity a.nd the a.ccepta.nce ha.ve been omitted, 

because they will cancel in the ratio a·:~::--rv~. The actual published systematic 
<T• ~ev 

error is ±.21. 



CHAPTER 7 

RESULTS AND 

CONCLUSIONS 

Here we summarize the results of the W - TV analysis. A value for the <r • B(W -

Tv) is found for the two data samples. Then we combine the two samples, taking 

care to account for the correlations between the two. We compare the data with 

monte-carlo expectations in terms of the measured track multiplicity and also the 

various kinematic quantities of the T and the W - TV event. Finally, using the 

previous measured value of the <r • B for W - ev, a result for g-r/ge is determined. 

We conclude by comparing this result with the hypothesis of lepton universality. 

7.1 Calculation of u · B(W -+ 

rv) 

All the ingredients necessary for the calculation of <r • B(W - Tv) are ready; a.11 

that remains is to combine them. We use the expression: 

<r. B = Nw-+r11 
A.£. I .Cdt 
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where Nw ..... .,. 11 is the number of detected W-+ Tll events and A·£ is the acceptance 

times efficiency calculated in Chapter 5. The quantity J C.dt is the integrated lumi­

nosity. The values for these quantities are given in Table 6. Putting all the numbers 

together gives 

u · B = 2.04 ± .22(stat) ± .14(uncorrelatedsyst) ± .ll(correlatedsyst) nb 

for the Missing Et sample and 

u · B = 2.08 ± .40(stat) ± .21(uncorrelatedsyst) ± .16(correlatedsyst) nb 

for the Tau plus Missing Et sample. We have not included the 7% systematic error 

from the uncertainty in the integrated luminosity nor the 4% systematic uncertainty 

from structure functions a.nd w± PT distributions. As we have noted these sources 

of systematic error will cancel in the ratio of branching ratios. 

7 .2 Combination of Results from 
the Two Data Sets 

The combination of the result for u · B from the Missing Et sample and the Tau 

plus Missing Et sample is complicated in two ways. First the samples share events, 

so that the statistical errors are correlated between the two samples. Second some of 

the sources of systematic uncertainty are also correlated. Hence, these correlations 

must be carefully considered when we combine the results to yield a final value for 

our measurement of u · B(W-+ Tv). 

To correctly estimate the uncertainty in our measurement of u · B, we must 

calculate the weighted mean of the two measurements for the special case in which 

the measurements are correlated. Recall for the case with no correlation the weighted 

mean is given by the expression: 



Table 6. Summary of the W -+ TV analysis 

Met25 Tau Met 

Number of Events 

W -+ TV Data sample 207 77 

QCD background 63±3±8 26 ± 2 ± 4 

Z -+ TT background 7±2 4±1 

W -+ ev background 5±1 -

Nw--r11 I 132 ± 14 ± 8 I 47 ± 9 ± 4 

A·l(W-+TV) 

A(W-+ TV) .396 

T -+ hadrons B.R. .639 

l(W-+ TV) .0618 
,. 

.0659 

Correction W -+ ev :fid. cuts .99 

Correction W -+ ev bckgrd 1.04 

A·l(W-+ Tv) .0161 .0172 

Systematic Errors on A · l 

M.C. statistics ±.0005 ±.0005 

Ntower, EPT cuts - ±.0008 

B.R. (correlated) ±.0007 ±.0004 

E-sca.le (correlated) ±.0006 ±.0012 

I Cdt 

Integrated Luminosity 4.015pb-1 1.315pb-1 

u · B(W -+ TV) combined 2.05 ± .27 nb 

u · B(W-+ ev) 2.19 ± .04 (stat) ±.11 (syst.) nb 

.97 ± .07 
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and the error in the weighted mean is given by: 

The case with no correlation has a covariance matrix which is diagonal, of the form: 

a'= ( ~ :~) 
The more general case of a covariance matrix which includes correlations is of the 

form: 

u;2 ) 
0'2 

2 

Here the off-diagonal element u?2 is related to the correlation coefficient P12 by the 

expression: 
0'2 

P12 = ...::U.. 
0'10'2 

To calculate the weighted mean and weighted error we follow the treatment given 

in Reference [10] page 111.31 for the least-squares estimation of the covariance matrix. 

Given the data y, measured at the points x, we wish to find the best parameters an 

which fit the data to the form y, = Ln anfn(x), where fn(x) is some set of functions. 

Then in the general case, the parameters ii are given by the equation: 

where V 11 is the covariance matrix for the measurements fj and the elements of H 

are given in the expression Hm = fn(x,). The covariance matrix for the parameters 

ii are given by: 

( 
T -1 )-l VIJ. = H V 11 H . 

These expressions are greatly simplified for the case of two measurements of the 

same quantity, combined to find the weighted mean. In this case there is only one 

parameter, the weighted mean, and its covariance matrix has one entry, the error on 
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the weighted mean. The vector of measurements y contains the two measurements 

of the u · B: 

_ ( u · B(Missing Et sample) ) 

y = u · B(Tau plus Missing Et sample) . 

The covariance matrix, Vy is given by the expression for u 2 as described above, 

with the ui element the error on the measurement from the Missing Et sample, and 

the u~ element the error from the Tau plus Missing Et sample. Finally, the matrix 

His simply given by 

H= (:) 

Applying the above formulas gives for the weighted mean the expression: 

3- + ~ _ 11?2(~1tz2) 
a 1 a 2 a1 a 1 

..1.. ..1.. 2;~~ 
112 + 112 - 11 11 

1 2 1 2 

(x) = 

and for the error on the weighted mean the expression: 

These expressions reduce to the simpler expressions above for the case in which the 

off-diagonal element ui2 = 0, as they should. 

To calculate the weighted mean and error of the quantity (u · B), we must 

know the value of the off-diagonal element of the covariance matrix for the two 

measurements of u · B. There are two sources of correlations which contribute to the 

off-diagonal element ui2 • First, there is a statistical correlation due to the events 

which are present in both data samples. Second, there is a systematic correlation 

due to the uncertainties from the ha.dronic energy scale and the r's branching ratio. 

The two sources of error can be combined by adding the separate covariance matrices 

for statistical and systematic errors. 

There are 22 signal events which are common to both the Missing Et and the Tau 

plus Missing Et samples. In some situations one might have simply combined the 
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data from the two samples, and thereby avoid any statistical correlation between the 

samples. Such a procedure is difficult here because of the method used to estimate 

and subtract the background. Our background subtraction strategy applies only 

to an individual sample, and would give erroneous result~ if applied to a combined 

data sample. 

To calculate this statistical correlation we used a monte-carlo program which 

took as inputs the A· E for events to be in both the Missing Et and the Tau plus 

Missing Et samples. We also used the A · E for events to be in just one of the 

samples. The numbers used were A · E = .0083 for the overlap, A · E = .0078 for the 

Missing Et sample only, and A · E = .0089 for the Tau plus Missing Et sample only. 

The monte-carlo generated events assuming a total of 8870 W - TV events, which 

is the number expected from the measured <T • B(W - ev). Also events for the 

Tau plus Missing Et sample were taken from 32.83 of the total number of events, 

corresponding to the smaller integrated luminosity of data taken with the Tau plus 

Missing Et trigger. To correctly calculate the number of events the background must 

be included a.s well, taking extra ca.re to separate the background in ea.ch sample and 

the background in the overlap. We estimate that the overlap sample has 4 QCD 

background events, giving 59 background events in the Missing Et sample only, 

and 22 background events in the Tau plus Missing Et sample only. The number 

of background events was smeared using ga.ussia.n statistical errors and was added 

to the number of W - TV events. This procedure was repeated 1000 times, with 

the results for the number of events in the two samples shown in Figure 65. The 

figure shows a. small positive correlation between the two data samples, which is the 

expected statistical correlation. We find that the statistical correlation coefficient is 

P12 = .21. 

Thus th~ complete statistical covariance matrix for the quantity (u · B} is: 

2 - ( .0467 .0181 ) 
<T .tfat -

.0181 .158 
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Number of Events TauMet sample 

Figure 65. Number of Events in the Tau plus Missing Et sample vs. Number of 

Events in the Missing Et sample, from the Monte-Ca.rlo ca.1.culation of the statistical 

correlation between the samples 
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As we ha.ve described there a.re several sources of systematic error in the calcu­

lation of ( u · B). In pa.rticula.r the systematic uncertainty due to the uncertainty in 

ha.dronic energy scale a.nd the uncertainty in T branching ra.tios a.re fully correlated 

between the Missing Et da.ta. sa.mple a.nd the Ta.u plus Missing Et da.ta. sa.mple. 

Thus in calculating the systematic cova.ria.nce ma.trix we need to account for this 

correlation. We use a. correlation coefficient of one for the systematic error from 

the energy scale a.nd the systematic error from the branching ra.tios, a.nd a.dd the 

off-diagonal elements from these two sources together in qua.dra.ture. The resulting 

systematic cova.ria.nce ma.trix for (u · B} is: 

2 - ( .0326 
CT ayat -

.0153 

.0153) 

.0676 

The total cova.ria.nce ma.trix for ( u · B) is found by a.dding the ma.trices from 

the statistical a.nd systematic errors. Then the expressions a.hove ca.n be used to 

evaluate the weighted mea.n a.nd its error. We find for the weighted mea.n: 

(u · B) = 2.05 nb, 

a.nd for the weighted error: 

U(a·B) = .27 nb. 

These results a.re summarized in Ta.ble 6. It is worth noting tha.t if we ha.d just 

used the Missing Et sa.mple a.lone we would ha.ve a. result (u · B} = 2.04 ± .28. 

Unfortunately the Ta.u plus Missing Et sa.mple does not substantially improve the 

uncertainty of the measurement. This is due to the fa.ct tha.t the Ta.u plus Missing 

Et trigger wa.s only used for a. fraction of the 1988-89 run. Also, we note tha.t 

were there no correlations between the two samples, the result would ha.ve been 

(u · B) = 2.05 ± .24. Evidently the correlations between the sa.mple, both statistical 

a.nd systematic, do a.ct to worsen the combined uncertainty. 
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7 .3 Data vs. Monte-Carlo 

Many different variables are used in the W - Tll analysis, for use in the selection 

requirements, the background subtraction, and the definition of the signal region. 

Perhaps the most important variable is the track multiplicity; the number of tracks 

in the 10° cone. This variable is used in the definition of the T signal region. It 

is also used to perform the background subtraction. Clearly then, our monte-carlo 

simulation must reproduce the track multiplicity spectrum. 

To extract a signal track multiplicity spectrum from the data we must subtract 

the background due to QCD, Z - TT, and W - e11 events. The track multiplicity 

spectrum for the QCD background was measured in Chapter 4. The spectrum from 

Z - TT events is taken from the Z - TT monte-carlo described in Chapter 4, 

normalized to the estimated size of the Z - TT background. For the W - e11 

background we make the reasonable assumption that all such background events 

have a single track in the 10° cone. Thus we can subtract these backgrounds to 

yield the track multiplicity for the W - Tll signal only. 

The signal spectrum for the Missing Et data sample is shown in Figure 66, along 

with the monte-carlo prediction. The signal spectrum for the Tau plus Missing 

Et sample is shown in Figure 67, also with the monte-carlo prediction. As before, 

the data in these distributions include the track isolation requirement. The errors 

shown on the signal points represent the statistical uncertainty in the measurement. 

The agreement between signal and prediction is extremely good, and gives us much 

confidence that we are modeling Ts and W - Tll events correctly. It is important 

to note that the monte-carlo spectra are absolutely normalized assuming lepton 

universality, hence these plots are a graphical representation of the measurement of 

the ratio of the branching fractions. 

While the track multiplicity plays an important role in the T reconstruction 

and background subtraction, kinematic variables like tr and ET are crucial in the 

selection of W --+ Tll events. It is difficult to estimate the ET spectrum of the 
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Figure 66. The Number of Tracks in the 10° cone in the Missing Et sample 

for Data minus Background (dotted points) and the Monte-Carlo prediction (solid 

histogram). 
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Figure 67. The Number of Tracks in the 10° cone in the Tau plus Missing Et 

sample for Data minus Background (dotted points) and the Monte-Carlo prediction 

(solid histogram). 
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QCD background, due to the method used in estimating the background. However, 

the ET spectrum of the QCD background can be estimated using the same general 

method described in Chapter 4, with the ET variable substituting for the track 

multiplicity variable. Also in this case, the ~ weighting has a significant effect, 

and must be included. We subtract the background to yield an ET spectrum for the 

W - TV signal. The signal ET spectrum is shown with the monte-carlo prediction 

in Figure 68. Note that the small backgrounds from Z - TT and W - ev 

events are not removed from the ET spectrum; the effect of these backgrounds is 

small enough to be ignored in this case. Although the small statistics make the 

comparison less striking than for the track multiplicity, it is clear that the ET signal 

and prediction agree quite well. Finally, a similar comparison can be made with a 

tracking variable, I: ~T for instance. The comparison between signal and prediction 

is shown in Figure 69, and it too is quite good. 

7 .4 Calculation of the Ratio 
of Coupling Constants 

The measurement made in this thesis to test lepton universality is the ratio of 

b hi f t . l1·B(W-+Tll) u . h al f B(W ) d "b d . ranc ng rac ions, a·B(W-+ev). smg t e v ue o <r • - ev escn e m 

Chapter 6 and the measurement of <r • B(W - TV) described in this thesis we find: 

which gives 

(
g7") 2 2.05 ± .27 nb 
ge = 2.19 ± .04 ± .11 nb 

g7" = .97 ± .07 
ge 

This is the result of our test of lepton universality. The hypothesis of lepton univer­

sality requires that the ratio g7"/ge be unity. Our measurement is fully consistent 

with a ratio equal to one, and so is consistent with the lepton universality hypothesis. 

--~-------_____________ _, 
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Figure 68. The ET in the Missing Et sample for the Da.ta minus Background 

(circles), the Background alone (diamonds), and the Monte-Carlo prediction (solid 

histogram). 
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Figure 69. The PT in the Missing Et sample for Data minus Ba.ckground (cir­

cles), the Background a.lone (diamonds), a.nd the Monte-Carlo prediction (solid his­

togram). 
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7.5 Conclusions 

The measurement performed in this thesis confirms the lepton universality hy­

pothesis for the T generation with a 7% uncertainty. Of course it is interesting 

to compare this result with previous measurements of the lepton universality ratio 

g-r/ge, and to combine the results to yield a more stringent test of universality. If we 

combine the results from the UA1[14] and UA2[15] collaborations with the result 

presented in this thesis, the resulting value for g-r/ge is g-r/ge = .99 ± .05. This 

result is consistent with the lepton universality hypothesis, and has a.n uncertainty 

approaching the results from the T lifetime a.nd branching ratio. However, the sma.11 

deviation from unity seen in the T measurements is not yet tested in direct lepton 

universality measurements from the w±. 
Fina.lly let us conclude with a few retrospective comments about the W - TV 

analysis, and future prospects for r physics at CDF. Much effort was expended 

in preparing this thesis to understand the data taken with the Tau plus Missing 

Et Level 2 trigger. In retrospect it proved necessary to understand very well the 

calorimeter's response to hadrons, both in terms of the energy response and the 

lateral spreading of energy in the calorimeter. Since the necessary understanding 

of rs in the CDF detector ha.s been achieved, the Tau plus Missing Et trigger 

is a usable trigger. Unfortunately, because this trigger was in operation for only 

1/3 of the 1989 running period, the Tau plus Missing Et trigger did not add any 

statistical significance to the lepton universality result. Of course, having a separate 

data sample with which to compare the Missing Et data was still quite useful. In 

future runs with the CDF detector, a substantial improvement in the measurement 

described in this thesis will be possible, given the significant increases in luminosity 

which are planned. I am confident that future measurements of the <r • B(W - TV) 

will help to definitively test the lepton universality hypothesis. 
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