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Abstract 

The Collider Detector at Fermilab (CDF) was used to measure the transverse mC)­

mentum distribution of W boson produced in proton-antiproton collisions at the Tevatron 

collider. The W bosons were identified by the decay W - eJl. The results are in good 

agreement 'With a next-tC)-leading order calculation. The cross section for W production 

with PT > 50 GeV Ie is 423 ± 58 (stat.) ± 108 (sys.) pb. 
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Chapter 1 

Theoretical Discussion 

1.1 Introduction 

In this century, physicists have explored nature by studying the interactions between fun­

damental particles. Particles interact via the basic forces of nature. These forces consist of 

the strong force, the electromagnetic force, the weak force, and the gravitational force l , By 

studying the dynamics of particle interactions, we can learn about the structure of nature. 

This knowledge is used not only to test current theoretical models but also provide motiva-. 

tion for new models. The dynamics of particle physics is described by the Standard Model 

(see Section 1.2). 

Physicists have studied particle interactions by colliding particles to induce an inter­

action. The early experiments in particle physics used radioactive sources to give energetic 

particles. For example, in 1911 R.utherford used a source of Q particles incident on a thin 

metal foil to discover the nucleus [1]; The development of particle accelerators allowed 

higher energy interactions and therefore provided a deeper probe into nature. The accel­

erators include electron-positron colliding machines such as LEP and the SLC [2, 3]. In 

addition, there are several hadron colliders both operating and proposed. The highest en­

ergy accelerator is the Tevatron collider at Fermi National Accelerator Laboratory. The 

1 For the interaction between fundamental particles, the gra.vita.tional force is so weak compared with the 
other forces that it is neglected. 
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Tevatron provides proton-antiproton collisions at a center-of-mass energy of 1.8 TeV. The 

high center-of-mass energy of the Tevatron allows the creation of very massive particles. 

The W± and Z bosons are one of the most recent discoveries in particle physics. These 

intermediate vector bosons were formally postulated with the unification of the electromag­

netic and weak forces [4, 5, 61. The particles were first observed at the CERN SppS collider 

in the early 1980's [7, 8, 9, 10]. Because of its mass and its coupling, the W boson can 

currently only be crea.ted in proton-antiproton collisions. Studying W boson production 

properties provides insights into the Standard Model. One of the production properties is 

the transverse momentum (PT) spectrum for the W boson. The W boson transverse mo­

mentum is generated by QCD processes (see Section 1.4). The focus of this thesis is the 

measurement of the differential cross section,du /dl'T, for W boson production. 

1.2 The Standard Model 

The Standard Model describes the interaction between the fundamental particles of nature. 

The model consists of Quantum Chromodynamics (QCD) [11, 12, 13] and the Electroweak 

Model which includes Quantum Electrodynamics (QED). The strong interaction is described 

by QCD which is based on the group SU(3). The Electroweak Model describes the elec­

tromagnetic and weak interactions and is based on the group structure of SU(2)L x U(l). 

This model is the result of the unification of the electromagnetic and weak interactions by 

Glashow, Weinberg, and Salam in the late 1960's [4, 5, 6]. 

The Standard Model contains two types of fundamental particles, the fermions and 

the bosons. The fermions are quarks or leptons with spin !. There are 6 quarks, Up (u), 

Down (d), Charm (c), Strange (8), Top (t), and Bottom (6). The six quarks appear in three 

doublets or families (see Table 1.1). The existence of all the quarks, except the Top quark 

have been experimentally verified. Each quark has an additional degree of freedom called 

color. The color is labelled Red (R), Green (G), or Blue (B). The quarks bound in color 

singlet states form the hardrons. For instance, the T/J is the 13S1 bound state of a cc pair. 

Quarks can only exist in color singlet states and therefore can not be isolated. 

-
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-- Fundamental Particles 
Fermions Bosons 

Quarks I Q (leI) Leptons I Q (leI) W:1;, zo,1, 
8 gluons (g) 
Higgs (H) 

U C t +2/3
d s b -1/3 

Ve vp V-r 0 
e Jl T -1 

• Quarks and gluons carry color (R,G,B) 
• Leptons, W:i: ,Zo , 1 are colorless 
• The quarks and leptons also have antiparticle counterparts 

Table 1.1: The fundamental particles are broken down into several groups. The fermions 
consist of the quarks and leptons. The interactions between these particles are mediated 
by the second group, the bosons. 

The leptons are the second group of fermions. The leptons also appear in three 

families (see Table 1.1). The electron, muon and tau all have mass and carry a negative 

electric charge (-leI). Three neutrinos exist and each is paired with either the electron, 

the muon, or the tau. The neutrinos carry no electric charge and are taken as massless2 • 

Leptons carry no color and therefore experience no strong interactions. Since the neutrinos 

have zero charge, they experience only weak interactions. The leptons and the quarks all 

have antiparticle counterparts (e..g. the positron is the antiparticle of the electron). 

The bosons which have integer spin are the final class of particles in the Standard 

Model. The gauge bosons are the photon C"Y), W+, W-, zo, and 8 gluons (g). The 

photon, the W's, and the Z bosons mediate the electroweak force. The gluons mediate the 

strong force between particles carrying color. As feature of the non-abelian group nature 

of QeD, the gluons also carry color and therefore undergo self-interactions. The last boson 

is the Higgs boson. The Higgs was theoretically constructed to explain the masses of the 

fundamental particles. So far, no experimental evidence exists for the Higgs boson. 

'The measurements of the electron neutrino m ..... give IL mus less than 17 eV/c' and consistent with 
massless [14]. 
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1.3 Proton-Antiproton Collisions 

Proton-antiproton collisions are complicated by the fact that the proton and antiproton 

are not fundamental particles. Both the proton and the antiproton are composed of three 

valence quarks (proton: uud, antiproton: uud), gluons, and 'sea' or 'ocean' quarks which 

appear as virtual pairs. In most proton-antiproton collisions, the partons (quarks and 

gluons) are involved in low energy interactions. However, occasionally the partons interact 

with either a large momentum transfer or an annihilation into an energetic state (see Figure 

1.1). For example, the partons could form an energetic virtual intermediate state or a real 

heavy particle such as the W or the Z boson. The :final state consists of fermions and bosons. 

If quarks or gluons are in the :final state, they fragment into hadrons which are presumed to 

be approximately collinear with the :final state parton direction. The collection of particles 

from the fragmentation of a parton is called a jet. If a W or Z is in the final state, it 

can decay into leptons or into quarks which then fragment. The partons not involved in 

the energetic interaction are "spectators" and contribute low energy particles to the event. 

These low energy particles are called the "underlying event" • 

In order to calculate an observable cross section in proton-antiproton collisions, the 

parton cross section must be convoluted with the momentum distributions of the partons 

in the proton and antiproton. 

O'tot(AB - C) =~JdZidzjf(zj)J(Zi)lr(PiPj - C) (1.1)I, 
The cross section, lr(PiPj - C), represents the cross section for parton i with momentum Pi 

and parton j with momentum Pi to create C. The sum runs over all possible partons. The 

quantity f(Zk) (l(Zk» represents the probability for having a parton It: with momentum 

fraction Zk =PklPproton in the proton (antiproton). The f(Zk) depends on the type of 

parton (gluon or quark flavor). Figure 1.2 shows the distribution functions, f(Zk), for the 

partons in a proton. The distribution functions are determined from II - N and e - N 

scattering and evolved to higher Q2 with the Altarelli-Parisi equations [15, 16, 17]. 

In proton-antiproton collisions, the momentum of the two partons involved in the 

-
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Ina tal 
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Figure 1.1: At the Tevatron the most interesting events involve an energetic interaction 
between two constituents of the proton and antiproton. The other partons are called spec­
tators. The products of the interaction fragment into hadrons or in the case of the W boson 
decay into leptons. 

1"""'. 

SUbprocess 

1.0 

O.B 

,...... 0.6 
><........ 
..... 

0.4>< 

0.2 

0.0 

0 


Figure 1.2: The distribution functions, f(x), represent the probability of finding a quark 
with momentum fraction z =piPproton between x and x + dx. The distribution functions 
are shown for the up, down and strange quarks along with the gluon. EHLQ1 structure 
functions were used. 
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collision is not a priori known. In addition, small angle products of the collision can travel 

down the accelerator's vacuum chamber and escape detection. Therefore, the momentum 

parallel to the beam is not a useful quantity in pp collisions. The collisions are described 

using quantities which are defined transverse to the beams' direction since this component 

is assumed to be initially zero for every collision. Some of the useful quantities are: 

1. 	Transverse Momentum, Pr = Psin9, where 9 is the polar angle using the z 

vertex and the beam axis. 

2. Transverse Energy, E:r =E sin 9, is an analog of the Pr but using the energy3. 

3. Transverse Mass, M!J, of two particles, i and i, as 

where z and 71 are orthogonal components perpendicular to the beam axis. The 

transverse mass is the two component analog of the four component invariant 

mass. The transverse mass distribution for the decay products of a massive 

particle will peal: near the mass of the heavy particle. This quantity is invariant 

to boosts along the beam direction and it insensitive to boosts in the transverse 
• 

direction. 

4. Pseudorapidity, f}, is defined as: 

f} =-In tan(9/2) 

where 9 is the polar angle. 

1.4 W Production 

Considering W production in lowest order, the W is created by the annihilation of a quark 

and an antiquark (see Figure 1.3(a». For creating a W+, the quark is normally a.u quark 

3 Although energy is a scalar, it is often treated as a vector. The energy (E) is measured with the calorime­
ter. Since the particles which enter the calorimeter have a smal] mass, the energy (E) is approximately the 
same as the momentum (P). 

-
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and the antiquark is a if quark. In this case the parton cross section is written as 

(1.2) 


where V,..d is an element of the Kobayashi.Maskawa matrix, GF is the Fermi constant, Mw 

is the W mass, and 8 =Z"'ZI8 where s is the center of mass energy of the proton-antiproton 

collision. The Fermi constant, GF, represents the magnitude of the coupling of the W 

bosons to quarks. To determine the observable cross section, the subprocess cross section 

must be convoluted with the proton and antiproton distribution functions (see Eq. 1.1). 

More complicated subprocess cross sections arise from higher order diagrams which must 

be included for an accurate prediction of the total cross section. A measurement of the W 

production cross section represents a test of their assumed coupling, GF, of quarks to the 

W boson4. 

W's are produced with momentum transverse to the beam direction (P;:V). Most 

often the W is produced with a small PT « 10 GeV /c). In these cases, one or both of 

the initial quarks undergoes initial state gluon radiation which gives the W a small PT' 

However, W's can also be created with a large Fr (> 30 GeV Ie). In this case, the W recoils 

against an energetic quark or gluon. The W can also recoil against a system of quarks 

and/or gluons (see Figure 1.3). In this case, the coupling of quarks to gluons enters the 

calculation along with coupling of W's to quarks. Measuring the cross section of W bosons 

produced with a large transverse momentum provides a test of the theoretical models used 

to predict the production of W's with associated quarks and gluons. 

In the small P;:V region, most gluons produced with the W will have a very small 

PT. Gluon resummation techniques ca:n be used to calculate the P;:V spectrum in the small 

P;:V region and avoid the divergences in the theory [18]. In the large P;:V region, QeD 

calculations using perturbation theory give an accurate prediction of the P;:V spectrum. 

Some of the diagrams which contribute to the large P;:V region are shown in Figure 1.3. 

The first order, 0(0.), diagrams (Figure 1.3 (b) and (c» show the W recoiling against a 

'Measuring the W cross section. however, is Dot &.II accurate method for determining GF. 
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quark or gluon. The second order, O(a;), dia.gra.ms either can have a second final state 

parton (see Figure 1.3(d)) or it can contain an internal loop (see Figure l.3(e)). The 

diagrams with internal loops give rise to interference terms with lower order processes. 

For the large pr region, a complete O(a;) calculation has been performed by Arnold 

and Reno [19]. In addition, a next-ta-Ieading order calculation using gluon resummation 

has been performed for the small pr region. The small PlY calculation is matched with 

the large pif calculation to give a next-to-Ieading order prediction for all pif [20]. Figure 

1.4 shows the prediction for the differential cross section, d(1ld[T, for W boson production 

at the Tevatron. The prediction used HMRS(B) structure functions [21] and AQCD = 190 

MeV (a parameter of the theory). 

Previous measurements of the W transverse momentum spectrum at the CERN SppS 

collider showed excellent agreement with the predicted spectrum [22, 23]. However, at the 

higher center-of-mass energy, the Tevatron gives a larger production cross section than at 

the CERN collider. Although the total cross section for W production differs only by a 

factor of three, the cross section at large pif differs dramatically. For example, the cross 

section at pr = 50 GeV Ic is more than an order of magnitude larger at the Tevatron and 

at PiY =100 GeV Ic the Tevatron cross section is approximately 60 times larger than at 

the SppS. The recent measurement by UA2 has reached to PiY's on the order of 100 GeV Ic 

[22]. The measurement at the Tevatron can reach to 180 GeV Ic, even with less integrated 

luminosity. 

1.5 W Boson Decay 

The lifetime of the W boson is very short and it decays into quarks or leptons. The W's 

largest branching fraction (- 70%) is into a quark and antiquark. Although this channel 

has the largest branch fraction, it is impossible to select a clean sample of W events using 

this mode since the background from other QCD processes overwhelms the signal. The W 

also deca;'s into a charged lepton and its corresponding neutrino (e.g. W_ e lie). The 

branching fraction into each lepton channel is approximately 10%. The lepton channels can 
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(a) 


(b) (c) 

Cd) cr) 

Figure 1.3: The Feynman diagrams for W boson production are shown. The lowest order 
process is shown in (a). Examples of the higher order diagrams are shown in (b-c), O(Q.), 
and (d-e), O(Q~). 
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Figure 1.4: The next-to.leading order prediction for W production at Tevatron energies with 
HMRS(B) structure functions and AQCD = 190 MeV. The roll over at low PT is caused by 
phase space. 
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Figure 1.5: The transverse energy spectrum for an electron from the decay of a W. The 
Jacobian peak occurs near Mw 12. 

be used to select a clean sample of W events. For the analysis presented in this thesis, the 

electron-neutrino channel was used5 • 

The electron and neutrino from a W decay are very energetic because of the large 

mass of the W boson (80 GeV Ie'). Since the W decay is a two body decay, a peak exists 

in the transverse energy spectrum of the decay products. The peak is caused by a Jacobian 

factor which enters derldEx when changing from an angular varjable to Ex. The Jacobian 

factor introduces a singularity which becomes finite when the width of the W mass is 

included. The peak is located near half the W mass. Figure 1.5 show the Jacobian peak 

for the electron transverse energy (Ex) spectrum from a W Monte Carlo program. The I/r 

spectrum for the neutrino is similar. 

$From now on "electron" will be used to descn'be both t.he electron ud t.he positron. 
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1.6 Summary of the Analysis 

Measuring the differential cross section, dn/dPT, for W boson production involved many 

steps. First, a sample of events containing a W boson was selected from the large number 

of recorded events. Since the W boson's lifetime is very short, it was identified by its decay 

products. The decay of the W into an electron and a neutrino provides a very distinct signal. 

The electron has a large ET (see Figure 1.5). The neutrino is also energetic, however, it 

does not interact in the detector so it must be indirectly detected by an imbalance in the 

transverse energy deposits (see Section 2.2.3). The event selection discussed in Chapter 3 

was based on identifying events with both a high ET electron and missing transverse energy 

(IT)· 

Once the sample of W events was selected, the sample characteristics were studied. 

This included determining if any background events remained in the sample. Potential 

sources of background events included quarks or gluons which fragmented in a manner which 

mimicked an electron signal and events with real electrons from sources other than W decay. 

Besides determining the number of background events, the shape of the P, spectrum for 

each background was also determined so that the background could be subtracted from the 

observed spectrum. The method for finding the background and its shape is discussed in 

Chapter 3. Finally, Chapter 3 concludes with a discussion of event selection efficiencies and 

acceptances. These quantities are important for the normalization of dO' /d17. 

After the event sample was selected, the PT of the W boson was determined for each 

event. Since only the decay products were observed, the 17 was reconstructed from the 

electron and neutrino momentums. 

p,-W _ p,-ele + p,-"
T - T T' (1.3) 

However, the procedure is complicated by the fact the neutrino is not directly observed. 

Instead, the neutrino ET was measured indirectly from all the energy deposited in the 

'When measuring the P:r of the electron and the neutrino, the calorimeter is used so the PT is given as 
ET. Beca.use the mass of the two leptons is so small on the scale of their PT, the ET and PT are equivalent. 

-
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calorimeter. This included the energy of the electron and the energy of the particles recoiling 

against the W. Since the electron ET enters the neutrino ~ with a negative sign (see Section 

2.2.3), the electron energy cancels out of the PlY calculation (see Section 4.1.2). Therefore, 

the Pr of the W boson was effectively measured from the recoil energy. Properly measuring 

the recoil energy represented the most difficult portion of this analysis. Cracks between 

calorimeter towers and nonlinear response of the calorimeter to low energy particles caused 

the observed recoil energy, and therefore the PlY, to be biased low. Chapter 4 discusses 

how the energy was corrected on an event-by-event basis to determine the best value of 

PlY. 

After correcting the recoil energy, the spectrum dN/dPr was determined. The spec­

trum is a sharply falling distribution (see Figure 1.4). When a falling distribution is con­

voluted with the detector's resolution, the spectrum becomes distorted or smeared towards 

larger values. In order to determine the proper dN/dPT, a correction for these resolution 

smearing effects was determined (Chapter 4). Combining all the corrections, efficiencies, 

acceptance, and backgrounds lead to the determination of the differential cross section, 

dO' Ri
(-). - S. -(N- - B·) 	 (1.4)dPT ' - W,Aj •I 

where, 

• 	S is a normalization factor dependent on the event selection efficiency, integrated 

luminosity, etc. 

• 	Ri is the resolution smearing correction factor of the ;;th bin. 

• Wi is the bin width of the i'th bin. 

• 	 Ai is the acceptance value of the ,oth bin. 

• 	 Ni, is the number of events in the ith bin after energy corrections. 

• 	 Bi is the number of background events in the (fh bin. 

,,-­
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Chapter 5 discusses these factors in more detail. Chapter 5 also presents the method used 

to propagate the systematic uncertainties into the cross section measurement. Finally, the 

results of the measurement are summarized in Chapter 6. 

14 
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Chapter 2 

Experimental Description 

The Collider Detector at Fermilab (CDF) is located at one of the high luminosity interac­

tion regions of the Tevatron pp collider (see Figure 2.1). The collider begins with ionized 

hydrogen atoms accelerated with a Cockcroft-Walton accelerator. Next, the protons are 

accelerated to 200 MeV in a linear accelerator. A booster ring (R = 75.45 m) boosts the 

proton energy to 8 GeV before the protons are injected into the main ring at Fermilab. The 

main ring (R = 1 km) accelerates the protons to 150 GeV. The protons are either injected 

into the Tevatron ring located just below the main ring or collided with a tungsten target to 

create antiprotons. The antiprotons are stored and stochastically cooled in an accumulator 

ring and later injected into the Tevatron ring [24]. 

In the Tevatron ring, bunches of protons and antiprotons are accelerated to 900 GeV. 

For the 1988-89 collider run, six bunches of protons and six bunches of antiprotons were 

used in the Tevatron. Quadrupole magnets on either side of the CDF interaction point 

focused the beams to provide the highest luminosity. The peak luminosity during the 1988­

89 collider run was 2 X 1030 cm-2 8ec-1; the accelerator delivered an integrated luminosity 

of 8.5 pb-1 to the CDF interaction region. 

-
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;Figure 2.1: Schematic c:Uagram of the Tevatron collider at Fermi National Accelerator Lab­
oratory. The CDF is located at the BO interaction region in the Tevatron Ring. 

2.1 Detector 

CDF is a large multi.purpose detector. It is designed for good lepton identification while also 

measuring jet energies. A cross section of CDF is shown in Figure 2.2. Tracking chambers 

make up the inner most region of the detector. CDF has a superconducting solenoid which 

generates an axial magnetic field in the tracking chambers. Calorimeters that surround the 

tracking chambers cover a range in pseudorapic:Uty ('1 = -In tan 6/2)1 from -4.2 to 4.2 

and the entire azimuthal (4)) range. Below is a discussion of the components which are 

relevant to this analysis. A more complete description of CDF can be found elsewhere [25]. 

JThe CDF coordiute .ystem defines the & along the direction of the proton 'bum direction, B u the 
polar &ngle. and ,p as the a.zimuthal .. nale. 

-
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Figure 2.2: The cross section of the CDF detector. Only half of the detector is shown. A 
mirror image exists opposite of the nominal interaction point. 



Coverage: 
Inner 

Outer 

3.50 < (} < 176.50 

-3.5 < f'J < 3.5 
8.70 < (} < 171.30 

-2.6 < f'J < 2.6 
Mechanical: 

Modules 
Octants/Mod. 
Wires/Oct. 
Pads/Oct. 
Module Inner Radius 
Module Outer Radius 
Module Length 

Drift Length 
E Drift Field 
Gas 

8 
16 
24 
24 

7cm 
21 cm 

35.3 em 
15.25 cm 

256 V/cm 
50-50 Ar-Ethane 

Resolution: 
Spatial 
2-track 

200 ­ 500 p.m 
6 mm (Z), 6 mm (r) 

3 em (4)) 

Table 2.1: The physical properties for the Vertex Time Projection Chamber (VTPC). 

2.1.1 Tracking 

The tracking in CDF begins with a vertex time projection chamber (VTPC) surrounding 

the Tevatron's vacuum chamber. The VTPC consists of eight modules of time projection 

chambers which provide r-z information for charged particles exiting the event vertex with 

a polar angle between 3.50 and 178.50 The physical parameters of the VTPC are given in • 

Table 2.1. The VTPC is primarily used to determine the z vertex position of each event. It 

is also used to identify photons which converted to electron-positron pairs after exiting the 

VTPC. 

The central tracking chamber (CTC) is a large drift chamber surrounding the VTPC 

and inside the superconducting coil which produced an 1.4 Tesla axial magnetic field. The 

CTC provides spatial (r-4>-z) information for charged particles. A measurement of the 

particle's PT was derived by determining the track's curvature in the magnetic field. The 

physkaJ characteristics of the eTC are given in Table 2.2. 
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Coverage: 
Inner 

Outer 

15° < fJ < 1650 

-2.0 < ,,< 2.0 
40° < fJ < 1400 

-1.0 < ,,< 1.0 
Mechanical: 

Superlayers 
Axial Layers 
WiresIAxial Layer. 
Stereo Layers 
WiresIAxial Layer. 

Inner Radius (Active) 
Outter Radius (Active) 
Wire Length 
Total Wires 
Drift Length 
E Drift Field 
Gas 

9 
5 

12 
4 
6 

30.9 cm 
132.0 em 
321.4 em 

36,504 
15.25 em 

1350 V/em 
Ar (49.6%) 

Ethane (49.6%) 
Alcohol (0.8%) 

Resolution: 
Spatial 

2.trac.k 
Momentum 
Momentum (Beam Constrained) 

200 p,m (Nfl) 
6 mm (Z) 

3.5 mm 
617117 = 0.0020 x 17 
6J>.rIPT = 0.0011 x 17 

Table 2.2: The physical properties for the Central Tracking Chamber (CTC). 
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The eTC has 84 layers of sense wires grouped into superlayers. There are five su­

perlayers with 12 sense wires. These layers have axial sense wires. Between each of the 

axial superlayers is a superlayer with 6 sense wires at a ±3° angle relative to the beam 

to determine the z position. There are 4 such "stereo" layers total. Each superlayer is 

divided into drift cells with planes of field shaping wires. The cells are tilted at an angle of 

45 degrees to compensate for the Lorentz angle drift of charge particles in an electric and 

magnetic field. The spatial resolution, two track resolution, and momentum resolution are 

given in Table 2.2. 

2.1.2 Calorimetry 

The CDF calorimeters are arranged in towers which project back to the geometric center. 

The central calorimeter covers the region 1'71 < 1.1. The segmentation is 6¢ =15° and 

6'7 =0.1 (see Figure 2.3). The region 1.0 < 1'71 < 2.2 is covered by the plug calorimeter. The 

segmentation in this region is 6¢ = 5° and 6'7 = 0.09. The low angle region, 2.0 < 1'71 < 4.2, 

is covered by the forward calorimeter where the segmentation is A¢ = 5° and 6'7 = 0.1 

There is only partial coverage at very low angles due to space taken by the 10w-.8 quadrupoles 

of the Tevatron. Some overlap exists between the various calorimeters. 

Central and EndWall Calorimeters 

The central calorimeter has an electromagnetic section and a hadronic section. The physical 

characteristic of the calorimeters are summarized in Table 2.3. In the region 0.7 < 1'71 < 1.3, 

the endwall calorimeter provides coverage for the hadronic calorimeter. The electromag­

netic section was constructed of alternating layers of lead and scintillator. The hadronic 

section was constructed of alternating layers of iron and scintillator. The central calorime­

ter is segmented into 15° wedges (see Figure 2.4). Wave shifting material attached to the 

scintillator redirects light to acrylic lightguides which carry the light to photomultipliers 

found at the back of the calorimeter. The photomultiplier signals feed into the amplifiers 

in the front end electronics (see Section 2.1.3). The resolution of the calorimeters are given 
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Figure 2.3: The tower segmentation of the calorimeters is shown for 1/8 of the detector. 
The finer segmentation occurs in the gas calorimeters. 
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Figure 2.4: A central calorimeter wedge. Twelve wedges make up one arch of the central 
calorimeter. There are four aches total. 
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Central (EM) Central (Had) Endwall (Had) 
Coverage (1'71) 0-1.1 0- 0.9 0.7 ­ 1.3 
Tower Size (.1.'7 X .1.!/J) 0.1 x 150 0.1 x 150 0.1 x 150 

Module Length 250 cm 250 em 100 cm 
Module Width 150 150 80 cm 
Number of Modules 48 48 48 
Active Medium SCSN-38 polytyrene PMMA doped PMMA doped 

Scintillator scintillator Scintillator 
Thickness 5mm 1.0cm 1.0cm 
# Layers 21-31 32 15 

Absorber Pb Fe Fe 
Thickness 1/8 in 2.5 cm 5cm 
# Layers 20-30 32 15 

Energy Resolution 
(u/E(GeV» 13.5%/"/£ 11% (50 GeV 11") 14% (50 GeV 11") 

Table 2.3: The physical properties for the central and endwaU calorimeters. 

in Table 2.3. 

The central electromagnetic calorimeter has proportional wire chambers (CES) at 

6 radiation lengths, approximately the position of maximum shower development for an 

electron shower. The anode wires provide R*!/J position information for electromagnetic 

showers. The chambers also have cathode strips which provide z position information for 

the shower. 

The calibration of the central calorimeter was first determined using a beam of pions 

and electrons with known variable energy. The calibration was monitored using cesium 

sources which can be positioned in front of each tower in a wedge. In addition, a Xenon 

flash system which injects light into the wave shifting material and a green LED which 

injects light into the photomultiplier were used to check the calibration of each piece of the 

system. The calibration was maintained to .... 0.5%. 

The response of the electromagnetic calorimeter over the face of each tower was 

mapped using electrons from a test beam. The electromagnetic tower response as a function 

of tower position is shown in Figure 2.5. The higher response occurs near the edge of the 

scintillator where the light is collected. This response map was used to correct the energy 
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Figure 2.5: The central electromagnetic calorimeter tower response map shows the depen­
dence of response on the electron position in a typical tower. Z is along the beam direction 
and X is the azimuthal direction Each tower has a slightly different response. This is used 
to correct measured electron energies (see Chapter 4). 

of the electron (see Section 4.1.2). 

Plug and Forward Calorimeters 

The plug region, 1.1 < I'll < 2.2, and the forward region, 2.0 < I'll < 4.2, are covere~ by 

gas calorimeters. The calorimeters contain tubular proportional wire chambers with a 50% 

argon and 50% ethane gas mixture as the active medium. The physical properties of the 

gas calorimeters are summarized in Table 2.4. The chambers cont.a.in a wire at high voltage 

inside a resistive plastic (plug) or aluminum (forward) tube. The cathode of the detectors 

are copper pads plated on G-I0 board. The copper pads are constructed to form towers for 

the calorimeter segmentation. Figure 2.6 and Figure 2.7 show the construction of the plug 

calorimeter. The forward calorimeter has a similar geometry. The resolution of the gas EM 

calorimeters is approximately 4% to 50 GeVelectrons. The gas hadronic calorimeters have 

a resolution of approximately 20% for 50 GeV pions. 

The gas calorimeters were calibrated in a test beam of pions and electrons with known 
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Figure 2.6: A schematic diagram showing the construction of the plug proportional chamber. 

Croun4in1 Ple. 

PropcrUClnal IJ'ub•• 

Calbod. Paa 

Figure 2.7: The construction of the proportional tubes, cathode pads, and grounding plane 
for the plug calorimeter. 
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Coverage (11]1) 
Tower Size (A1] x A4» 
Active Medium 

Tube Size (cm2 ) 

Absorber 
Thickness 

Energy Resolution 
((lIE at 50' GeV) 

Plug (EM) Plug (Had) Forv.'aJ'd (EM) Forward (Had) 
1.1 ­ 2.4 1.3 - 2.4 2.2 ­ 4.2 2.3 - 4.2 
0'.1 x 50 0'.1 x 50 0'.1 x 50 0.1 x 50 

Proportional Chambers with cathode pads 
0'.7 x 0.7 1.4 x 0'.8 1.0 x 0.7 1.5 x 1.0' 
Pb Fe 96%Pb, 6%Sb Fe 
0.27 cm 5.1 cm 0.48 cm 5.1 em 

4% 20'% 4% 20'% 

Table 2.4: A summary of the physical properties for the gas calorimeters. 

energy. The response of the gas calorimeters depends on the gas density. The temperature 

of the gas is maintained at the temperature of the collision hall. The pressure of the gas is 

maintained at slightly greater than atmospheric pressure which changes with the weather 

conditions. To maintain a calibrated detector, the response was monitored using small 

proportional chamber tubes mounted on the detector. The tubes have an Fe-55 source to 

calibrate the gain. Adjustments were made to the detector energy scale when conditions 

changed. 

2.1.3 Data Acquisition 

Trigger 

The trigger system for CDF is a multi-level system with increasing complexity at the higher 

levels. The lowest level trigger, Level 0', is made by a coincidence in scintillator counters 

positioned near the beam pipe at very low angles. The coincidence of these "beam-beam" 

counters was required to be within 100- ns of a beam bunch crossing at the interaction point. 

The decision at Level 0' was made within the 3.5 psec between bunch crossings; therefore 

no dead time was incurred. 

Analog trigger signals from the detector components were brought to the trigger 

electronics. The calorimeter towers were summed into trigger towers of A1] =0'.2 x A4> = 
150 for both tr.e electromagnetic and hadronic calorimeters. The calorimeter E/r, and 

information from a hardware track processor [26} were used to make the Level 1 trigger 
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decision. For electrons, the Level 1 requirement was the existence of 6 GeV of ET in 

an electromagnetic trigger tower. If the Level 1 trigger was not satisfied, the front end 

electronic circuitry was reset for the next beam crossing. On average, one beam crossing is 

missed during the Levell analysis. The average total rate out Levell during the 1988-89 

run was a few kHz. 

The Level 2 trigger used the trigger tower information with greater sophistication. 

The trigger towers were formed into clusters. For each cluster, the £ho, average t/J, average '1, 

and the t/J and '1 widths were determined. This information along with tracking information 

was examined by a programmable Level 2 processor [27]. The processor was programed to 

select the interesting events containing electrons, muons, jets, and missing transverse energy 

(see Section 2.2.3). The requirements for the inclusive electron trigger were: (i) a cluster 
• 

with ET > 12 GeV in the central calorimeter, (ii) a track with PT > 6 GeV Ic pointing 

towards the cluster in t/J, and (iii) a ratio of hadronic to electromagnetic energy deposits of 

less than 0.125. The Level 2 trigger decision was made in approximately 20 p.sec. When 

the Level 3 trigger was used the event rate out of Level 2 was approximately 3-4 Hz. 

The Level 3 trigger is the final level of the trigger2. This trigger consists of 60 Motorola 

68020 processors which run the full CDF event reconstruction software including cleanup of 

electronic noise [28, 29]. Unlike the lower trigger levels, Level 3 had all raw data available 

for processing. The maximum rejection rate was approximately 60% during the 1988 - 1989 

run. The electron trigger at Level 3 had the same requirements as Level 2. The transfer of 

data to tape limits the rate out of the highest trigger level to 1 - 2 Hz. 

Front End Electronics and Detector Readout 

The front end electronics for CDF read out approximately 100,000 channels. The calorime­

ter readout used a "before-and-after" sampling which measured the voltage on a. channel 

just before the beam crossing and just after the beam crossing. The difference between 

these voltages is proportional to the integra.ted charge on the channel. If the event passes 

2The Level 3 trigger was not used a.t the beginning of the 1988-89 run 
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Front Enll ElectronIcS 

Figure 2.8: A schematic diagram of the data acquisition system. The system is based 
primarily on a F ASTBUS network. 

the Level 2 trigger, the signals were digitized in the front end electronics before being read 

out. The signals from the tracking systems were shaped at the detector and sent to TDC's 

in the counting room. 

The data acquisition system is shown schematically in Figure 2.8. The system is based 

on FASTBUS. After the signals were digitized in the front end electronics, the data was 

read out and buffered by the MX and SSP scanners. The buffer manager coordinates the 

movement of data through the data acquisition system. The event builder collected event 

information from different scanners and formated the data for use by the Level 3 trigger. 

A host VAX accepted events from Level 3. 

Separate from the data aquisition system were consumer processes which ran on the 

host VAX cluster and monitored the detector's performance and the quality of the data 

collected. Such processes included "Alarms and Limits" which monitored the component 
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high voltages and a separate process, "'GASDAQ", which monitored the response of the gas 

calorimeters. 

2.2 amine Reconstruction 

During the 1988 - 1989 run approximately 4.5 pb-1 of data were written to tape, approx­

imately 4 x 106 events. Offline reconstruction consisted of full three dimensional tracking, 

cleanup of electronic noise [28, 29], calorimeter clustering, and the reduction of the raw 

data into useful physics quantities such as electron and jet four vectors. Selecting W - ell 

events from those written to tape is the subject of the next chapter. 

2.2.1 Electron Clustering 

To identify an electron and determine its energy, the offline reconstruction routines clustered 

energy in the electromagnetic portion of the calorimeters. The clustering algorithm began 

by identifying calorimeter towers as "'seeds" for the cluster. A "'seed'" tower was identified 

as any tower with Er > 0.3 GeV in the electromagnetic section of the calorimeter. Clusters 

were formed by adding adjacent towers to the cluster if the tower had Er > 0.1 GeV and 

less energy than the seed tower Er. If the tower had more energy than the seed tower, that 

tower was considered a seed tower and the process began with it. For clusters in the central 

calorimeter, only the towers adjacent in pseudorapidity were allowed to be added to the 

cluster (see Figure 2.9). Electrons deposit very little energy in adjacent <p towers because 

of the amount of material between the central. wedges. Finally, the cluster was kept only if 

the Er > 5 Ge V3 and the ratio of the energy in the hadronic calorimeter to the energy in 

the electromagnetic calorimeter (HAD/EM) was less than 12.5%. 

2.2.2 Jet Clustering 

The fragmentation of a parton forms a group of particles roughly collinear with the original. 

parton direction. However, the transverse spread of the particles causes the energy to be 

liThe 5 GeV requirement makes the effective seed tower threshold in the central Er > 5/3 GeV. 
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Figure 2.9: The towers used for electron clustering in the central electromagnetic calorime­
ter. Typically the electron showers are contained within one or two towers. 

distributed over many calorimeter towers. The calorimeter towers were clustered together 

to find the energy from the fragmented parton [30, 31]. The clustering algorithm used a seed 

tower with ET > 200 MeV. A cone in '1- tP space with radius R = v~fi2 + ~(iJ2 =0.7 was 

centered on the seed tower and all towers inside the cone with Er > 100 MeV were added 

to the cluster. Using each tower in the cluster, the Er weighted centroid was calculated 

and a new cone was formed around the centroid. The process was iterated until the list of 

towers in the cluster remained stable. 

2.2.3 itT Calculation 

Since a neutrino does not interact in the detector, the presence of a neutrino was inferred 

from an imbalance in the transverse energy deposits in the calorimeter. The imbalance is 

called the missing transverse energy (IT). Offline the Ix was calculated as, 

tT= - 2:E~nh i =Calorimeter Tower with I'll < 3.6 (2.1) 
i 
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where the ilj is a unit vector at the tower face pointing transverse to the beam direction. 

The tower must have had E:r > 100 MeV to be included in the sum. This is identical to 

the threshold used for jet clustering. 

-
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Chapter 3 

Event Sample 

In order to measure the PT spectrum for W's, a sample of events relatively free from 

background must be selected. The decay of the W into an energetic electron and neutrino 

provides an excellent tag which can be used to separate W's from other events. Sections 

3.1 and 3.2 describe how the electron and neutrino CPr) are selected. After identifying the 

electron and Pr, some background events remained in the sample. The backgrounds include 

jets that mimic electron signals, photon conversions h - e + e-), Z's, and semileptonic 

decay of b and c quarks. How these backgrounds are measured and subtracted is discussed 

in Section 3.4. The chapter concludes with the determination of the selection efficiency and 

acceptance which are both important for determining the normalization for du/dPT. 

3.1 Electron Identification 

The signal of an electron in, the CnF detector is very distinct. First, the energy is de­

posited mostly in the electromagnetic calorimeter (Figure 3.1(a)) and the shower is usually 

contained within a small cluster of towers, normally 1 or 2 towers in the CEM. A track in 

the CTC points toward the cluster. The measured track momentum is approximately the 

same as the measured calorimeter energy. Finally, the track direction matches the cluster 

position measured by the proportional chambers in the CEM. 

Jets detected by CnF normally have a signature very different from electrons (Figure 
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(b) eel<a, 

Electron Jet Fake 

Figure 3.1: Topology of typical electron (a) and typical jet in CDF (b). Unusual jets 

. can mimic an electron topology (c). The shaded areas represent energy deposition in the 

calorimeters. 

3.1(b». The energy is deposited both in the electromagnetic and hadron.ic calorimeters. 

The jet is normally distributed over a large area. in f} - 4> space and many CTC tracks 

point toward the cluster. However, it is possible for some partons to fragment in a way 

which mimics an electron signal (Figure l.l(c». For example, if the jet energy is mostly 

contained in light neutral particles (e.g. ",O's), most of the energy will be deposited in the 

electromagnetic calorimeter. A charged particle (e.g. ",:I::) could p:-ovide a track which points 

towards the electromagnetic cluster. In order to eliminate fake electrons and eliminate real 

electrons from sources other than W decay, electron identification criteria must be imposed 

on the sample. 

For this analysis, the electron was required to be in the central electromagnetic 

calorimeter (CEM). In this region, both tracking information and calorimeter informa..­

tion provided quantities for electron identification. The event selection began with events 
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satisfying the Level 2 electron trigger (Section 2.1.3) 1. Approximately 106 electron triggers 

were written to magnetic tape. The following additional requirements were made on the 

electron: 

1. Electron Er > 20.0 Ge V. (The electron energy was corrected for detector effects 

before cutting. The corrections are discussed in Section 4.1.2). ./ 

2. 	Within the electron cluster, the ratio of energy deposited in the hadron calorime­

ter (Had) to the energy deposited in the electromagnetic calorimeter (EM) was 

required to satisfy the following: 

Had 	 E 
EM < 0.055 + 0.045 * 100' (3.1) 

where E is the energy of the electron cluster in GeV. The functional form was 

determined by studying energy deposition of electrons from a test beam. The 

linear term maintains the efficiency for high energy electrons which tend to have 

more energy in the hadronic calorimeter. 

3. 	The ratio of the energy (E) measured by the calorimeter to the momentum (P) 

measured by the CTC was required to satisfy 

E 
P 	< 1.5. (3.2) , 

The cut allows for some photon radiation off the electron. 

4. 	The electron must have been well isolated. Isolation is defined as 

(3.3) 


where Erj is the amount of transverse energy inside a cone of radius R = 
.J!::J.rp + !::J.t/J2 =0.4 centered on the electron cluster. Er is the electron's trans­

verse energy. The isolation was required to be less than 0.1. This cut tends to 

eliminate events with electrons from sources (e.g. b,c quark decay) other than 

W decay. 

lSince the Level 3 trigger was not present in the early part of the run and the electron requirements are 
the same in Level 2 and 3, the trigger requirement is placed on Level 2. 
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5. 	The electron position measured by the proportional chambers and the extrapo­

lated CTC track position matched within the following tolerances, 

R • tJ.¢ < 1.5 em, 	 (3.4) 

tJ.Z < 3.0 em. 	 (3.5) 

6. 	The lateral profile of the shower in the proportional chambers was measured 

by the cathode strips. The shower shape was required to be consistent with 

the shower shape measured for electrons from a test beam. This is quantified 

by performing a chi-squared comparison [32] between the two distributions and 

requiring 

x~ < 15. 	 (3.6) 

7. 	The lateral energy sharing (LSHR) of the calorilneter towers containing the elec­

tron shower must be consistent with the sharing measured in test beam electrons. 

The quality is quantified by the following relation, 

LSHR =C2: Ei - Ti 	 (3.7)
i (Ii 

- Ei = (Energy in Adjacent Tower i)/(Energy in Seed Tower). 


- Ti = Ratio measured from electrons in a test beam. 


- O'i = Standard deviation of the the test beam measurement. 


- C =0.14, Normalization factor. 


Fake electrons tend to have clusters wider than real electron and therefore larger 

LSHR values. For the electron selection, LSHR was required to be less than 0.2. 

8. 	The electron was required to be in the central fiducial volume. This volume was 

defined as -0.9 < '1 < 0.9. This does not include the outer '1 CEM towers. 

Furthermore, the extrapolated track position was required to be within 21 cm 

of the wedge's center. This eliminates the possibility of the electron falling in a 

¢ crack between the wedges. The electron was also required to be more than 9 
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cm from the 90 degree crack between the central arches. The upper east CEM 

wedge is pierced by the cryostat for the solenoid. In this wedge, only towers with 

fJ < 0.7 were included in the fiducial volume. 

9. 	The electron was required to emerge from a vertex with a z position less than 60 

em (20') of the nominal interaction point. 

Each of the electron quantities is shown in Figures 3.2 &: 3.3. The quantity is shown 

after only the trigger and ET requirements and after all other electron cuts were applied. 

After these electron cuts,the event sample contains 4442 events. This represents an inclu­

sive high Er electron sample. The efficiency for the electron identification cuts and the 

acceptance are discusses in Sections 3.5.1 and 3.5.2 respectively. 

3.2 Missing Transverse Energy Requirement 

A large IT indicates the presence of an energetic neutrino. For W events, the IT spectrum 

is similar to the electron spectrum. To select W's from the inclusive electron sample, the h 

was required be greater than 20 Ge V. Figure 3.4 shows the h distribution for the sample 

of high ET electrons. The peak at small ~T contains mostly background events including 

Z's. The peak near h =40 GeV is consistent with the neutrino from W decay. Figure 3.5 

shows the electron ET distribution before and after the h cut. Many of the events at low 

ET are background which are eliminated by the h cut. After the h cut is applied, 2664 

events remain in the sample. A typical event is shown in Figure 3.6. 

3.3 Specific Background Vetos 

Two types of background were identified and eliminated on an event-by-event basis. First, 

background events from ZO -I- ee decay were eliminated by searching for a second electron 

in the event with the following qualities: 

1. 	Had/EM < 0.1 
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Figure 3.2: Electron Identification Quantities: Each is shown after the Electron trigger 
requirement and Electron Er cut and also shown after all identificaticn cuts ezcept the cut 
specified. The quantities are (a) Had/EM, (b) E/P, (c) Isolation. 

36 




0.075 

.-4 

><
-'d 0.050 
"­Z 
-'d 

0.025Z 
"­

0.0 

0.10 

>< 0.05 
"0 
"­ 0.0Z 

D.DS"0 

Z 0.04 

"­...c 0.02 

0.0 

D.DB 

><
"0 0.04
"­Z 
"0 

Z 0.02 

"­...c 

0.0 

-0.4 0.0 

Squared 

CUt. 
CUt. 

0.2 

0.1 

0.0 
0.1 

0.05 

0.0 

0.15 

0.10 

0.05 

0.0 

Figure 3.3: Same as Figure 3.2. The quantities are (a) Track-Strip Matching, (b) Strip 
Profile (X~), (e) LSHR. 
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Figure 3.4: The 17' distribution for the high EX' electron sample. The low h peak contains 
Z events and background. The peal!: near 40 GeV is consistent with what would be expected 
from W events. 

2. E/P < 2.0, if the electron is in the eental region; otherwise no cut is made. """"'" 

3. If charge is known, it must be the opposite of the primary electron charge. 

4. The primary and secondary electron must form an invariant mass between 70. 

GeV and 115 GeV. (Mz =91.1 GeV and rz = 2.5 GeV [33,34,35,36]). 

With these cuts applied, 16 events were vetoed as Z production and decay. 

Next, events with a photon conversion C7 -+ e+e-) were identified. Two methods 

were used to find conversions [37]. First, if the photon converted in the material between 

the VTPC and the CTC, no hits would be made in the VTPC. Therefore, events with less 

than 20% of the possible VTPC hits along the direction of the electron track were flagged 

as conversions. The second method required finding both the electron and positron tracks 

in the CTC. If two oppositely charged tracks at the same 9 were approximately tangential 
~ 

at a common </1, the tracks were identified as originating from a photon conversion. In the 
..... "" -­
W sample, 152 events were identified as having the primary electron coming from a photon 
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Figure 3.5: The electron E/r spectrum before and after the h cut. Plot (a.) shows the 
spectrum before the IT cut. The peak near 40 Ge V contains both W and Z events. Plot 
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Elect.ron 

Figure 3.6: A typical W event. The upper figure shows the energy deposits in the calorimeter 
towers. The detector has been "unrolled" in the view. The single high Ex tower is from 
the electron. The lower figure shows the tracks found in the central tracking chamber. A 
high PT track is pointing toward the electron cluster. 
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Number of Events 
Total Sample 
Background: 

QCD 

Z - e+e­


Z -TT(T- e) 

W - TV(T- e) 


Heavy Top 


2496 

45 ± 25 
34 ± 15 

8±4 
85 ± 10 

O±Bl 

Table 3.1: Summary of the Backgrounds Events in the final W sample. 

conversion. Some of these events are real W events with the electron misidentified as a 

conversion electron. Section 3.5.3 discusses this over-efficiency. 

3.4 Backgrounds 

After all the electron identification cuts, the IT cut, and the background vetos, 2496 events 

remain in the sample. Residual background events still exist. Some of the background 

events could have been removed by tightening the electron identification cuts but a loss of 

efficiency for identifying real electrons would have resulted. Certain types of background, 

such as W - TV (T - evv», can not be eliminated with any additional cuts. These. 

backgrounds must be measured and subtracted from the sample on a statistical basis. 

The background is divided into four sources, QCD processes including the semilep­

tonic decay of b and c quarks, Z's, taus, and a heavy top quark. For each type, the total 

amount of background in the sample was measured and the background shape (1/N dN/ dPT) 

was determined. The shape was scaled by the total background and subtracted from the 

observed spectrum on a bin for bin basis. Each background type is discussed below and 

the total amount of background from each source is summarized in Table 3.1. The total 

background is less than 7% of the events in the sample. 
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3.4.1 QeD Background 

QeD background exists from quarks or gluons which fake an electron signature (e.g. ?r:i::11'0 

overlap). Although the probability of such a fragmentation is small, the cross section for 

jet production is much larger than W boson production'. Also, the semileptonic decay of 

b quarks can contribute a real electron which is misidentified as coming from a W decay. 

Finally, conversions not found by the conversion identification procedure also contribute 

to this background. The background from these processes were studied by examining the 

electron's isolation. The electrons from W decay axe more isolated than the electrons from 

the background since the background (e.g. b, c quark decay) will tend to have other particles 

near the electron. In order to estimate the background, a background sample was made 

with the following requirements: 

1. 	"Electron" ET > 20 GeV. 

2. 	PI < lO GeV. 

3. All 	standard electron cuts except the Isolation cut. (Standard Cuts: Section 

3.1). 

4. 	One or more jets with ET > 10 GeV. 

5. Identified conversion and Z events were eliminated. 

This sample contains almost exclusively background events. The electron isolation for this 

sample is shown in Figure 3. 7(a). The following ratio is determined for background scaling: 

F = (Number of Events with Isolation < 0.1) 
(3.8)(Number of Events with Isolation> Ie) 

Next, a new "signal" sample was created without the isolation requirement. The 

electron isolation for this sample is shown in Figure 3.7(b). The number of events with 

isolation greater than Ie was scaled by the factor F to give the number of background 

2The probability of producing a quark or gluon with 20 < ET < 60 GeV is 4 or 5 orders of magnitude 
larger than producing an electron from a W decay. 
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Isolation Cut Ie Num. > Ie Scale Factor F N um. Back. in Sample 
0.20 469 0.71 45 
0.25 343 0.97 49 
0.30 265 1.26 44 
0.35 217 1.53 49 
0.40 152 2.19 48 

Table 3.2: QCD Ba.c::kground: Scale Factors and Background Estimates 

events with isolation below 0.1. 

QeD Bg = F * (Number of events with Isolation> Ie in the signal sample) (3.9) 

The value of Ie was varied between 0.2 and 0.4. The values for F and the predicted back­

ground in the final W sample are shown in Table 3.2 for the different values of Ie. The 

predicted background number is not sensitive to the choice of Ie. 

The sensitivity to the jet requirement for the background sample was also tested. 

Making no jet requirement gave a prediction (,.., 50 events) consistent with the 10 Ge V jet 

requirement. However, requiring a jet with ET > 20 GeV changed the prediction to 32 

events. The final background from QCD processes was taken as 45 events with a systematic 

uncertainty of ± 25 (Table 3.1). 

Finally, as a consistency check, the proced ure was repeated without vetoing conversions3• 

The method predicts 115 background events. The seventy (70) additional events are con­

sistent with the number of conversions eliminated by the conversion veto when the over-

efficiency of the conversion identification is included (Section 3.5.3). 

QeD Background PlY Spectrum Shape 

The PlY spectrum shape of the QCD background was predicted from the data. A sample 

containing both background and signal events was created with the following cuts, 

1. "Electron" ET > 20 GeV. 

3 A jet with ET > 10 GeV was required. 
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Figure 3.7: Electron Isolation for the (a) Background sample and (b) Signal sample without 
an isolation cut. 

2. h > 20 GeV. 

3. Isolation < 0.25. 

4. Identified Conversions and Z's were eliminated. 

5. Electron Fiducial Cuts. 

The sample contains approximately 10" events. Besides the background, it also contains 
." 

the 2496 events in the final sample plus the W events which are lost due to the inefficiency 

of the electron identification cuts. Th~ P-p' spectrum for this sample was created with all 

the electron and IT corrections (Section 4.1). To remove the W's from this sample, the 

final signal sample was scaled for the electron identification efficiency and subtracted. 

(3.10) 

• ~;t: is the pjr spectrum of the background. 

• rI';;;;: is the pjr spectrum ofthe sample containing both signal and background events. 
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Figure 3.S: The p;p' spectrum of the QCD background shape assumes a W topology. The 
distribution is determined from the data. 

• d$'ft;' is the P;p' spectrum of the final W sample. 

The electron ID efficiency (E) is 85%4. After the signal subtraction, the remaining P;p' 

spectrum represents the background shape. The spectrum, normalized to unit area, is 

shown in Figure 3.8. The spectrum was scaled by the total QCD background number (45) 

before subtracting it from the observed P;p' spectrum. This method depends on the electron 

identification efficiency being constant as a function of P;p'. The efficiency for real electrons 

is constant over the observed P;p' range (Appendix A). A small amount of background (45 

events) exists in dNoh./dPr but this is a. small fraction. 

8.4.2 Z Background 

Most Z - ee events were elimina.ted with the Z veto (Section 3.3). However, if one electron 

was very poorly measured or completely lost, the event was not identified as a Z event. The 

4The efficiency is slightly larger thUl the efficiency found in Section 3.5.1 since the sample has an isolation 
cut of 0.25. 

45 




contribution of this residual Z background was estimated using the ISAJET Monte Carlo 

program [38]. The ISAJET program reproduces the pi spectrum observed in the data. 

Twenty thousand Z - ee events were generated and run through a detector simulation 

(QFL) [39]. The background estimate for the W sample was taken as 

(3.11) 

where 

• Nt;: Number of Z background events in W data sample. 

• Nl: Number of Z's found in the data with the Z selection (Section 3.3). 

• NItc: Number of Monte Carlo Z's found as Z's with the Z selection. 

• NJJc: Number of Monte Carlo Z's found as W's with the W selection. 

Using the Monte Carlo events, the NMc's were determined as NItc = 8202 and N]Jc =803. 

The inclusive electron sample gives Nl =368. Combining the results gives a prediction of 

34 Z - ee events in the W sample. This method depends on the detector simulation of the 

cracks in the calorimeter. Therefore, the systematic uncertainty is taken conservatively as . 

±15 events to allow for uncertainty in the detector modeling. Finally, the process Z - 1"1" 

also contributed to the background in the W sample. The background from this process is 

estimated from a Monte Carlo program as 8 ± 4 events [40]. 

The background shape for Z's was taken from the Monte Carlo program. Since these 

are Z events which are treated as W's, the pf spectrum is distorted. The background pf 

spectrum for the Monte Carlo events is shown in Figure 3.9. This spectrum was used for 

both the Z - ee and the Z - 1"1" background. 

3.4.3 W - 1"11 (1" - ell II ) 

A W decaying to a tau and its neutrino with the su bsequen t decay of the tau to an elec­

tron and two neutrinos gives the topology of a W - ev decay. The background from this 

-
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Figure 3.9: The Pjr spectrum for Z background. The PlY is found with the highest E>r 
electron and the 1Jr. The spectrum is different from the pi of standard Z events. The 
distribution was determined from a Monte Carlo program with detector simulation. 

- source was estimated with sixty thousand (60K) W - T" events generated by the ISAJET 

program with detector simulation'. Using an integrated luminosity of 4.05 pb-l for the nor­

malization, the Monte Carlo program predicts 85 events in the W sample. The systematic 

uncertainty is taken as ±10 events. The uncertainty comes from the uncertainty on the 

luminosity normalization and from the Monte Carlo production cross section. The shape 

of this background should have the same shape as the signal since the PlY is effectively 

measured from the recoil eIlergy. However, the kinematic cuts :might alter the shape of the 

spectrum from W - T". To check for a bias, the PlY spectrum from W - ell Monte Carle:> 

events was compared with the PlY spectrum from the background W _ T" events. The 

shapes were consistent with being identical. Therefore, the tau background was removed 

by a scale factor for the du/dP,], normalization. The 85 events represents 3.4% of the W 

sample and gives a normalization scale factor of 0.966 ± 0.004. 

6The method assumes lepton universality. 
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Figure 3.10: The background shape from a heavy top quark decay. The W is real; however, 
the Pt" is not created by a process described by QCD. The shape was determined from a 
Monte Carlo program with detector simulation. 

3.4.4 t ..... Wb ..... ellb 

The decay of a heavy top quark into a real W will contribute to the inclusive differential cross 

section, dcr /dPT. However, if the spectrum is compared to a theoretical QCD prediction, 

the contribution from the top quark decay must be included as a background. Since the top 

quark has not been observed, the background was taken as zero events but with a positive 

systematic uncertainty of 31 events. The upper systematic limit was derived by generating 

30K tf events {m,OJI = 90 GeV /c2)6 with a Monte Carlo program (ISAJET). After all the 

sample selection requirements, the Monte Carlo program predicts thirty-one events would 

exist in our W sample. The background shape was determined from the same Monte Carlo 

sample. Figure 3.10 shows the background spectrum from the decay t _ Wb _ levb. 

6The current mass Limit on tbe top quark is 89 GeVle2 [{I]. 
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3.5 Efficiencies and Acceptance 

In order to properly normalize the measured differential cross section, the efficiency of the 

event selection cuts must be measured. In addition, the acceptance of the kinematic and 

fiducial cuts must also be measured. The acceptance can a.ffect more than the normalization 

since it varies as a function of Pi". The methods used to determine the efficiencies and 

acceptances are discussed be1c)w along with the values determined. 

3.5.1 Electron Identification Cuts 

The electron identification efficiency was studied using a sample of W - ev events selected 

with strict cuts on the h and the non-electron energy. The sample was selected with the 

following criteria: 

1. Electron ET > 20 GeV. 

2. E/P < 10. 

3. h > 30 GeV. 

4. 50 < Transverse Mass < 100 GeV Ic2 • (Section 1.3 ) 

5. No Cluster with E/r > 5.0 GeV other than the electron. 

6. Conversions Eliminated. 

7. Electron Fiducial Cuts. 

These cuts leave 1064 events. The transverse mass and electron E/r for tIDs sample are shown 

in Figure 3.11. The nonelectI'on background in the sample was estimated to be less than one 

percent. By examining the electron quantities, the efficiencies of the electron identification 

cuts were measured. The results are summarized in Table 3.3. Except for the electron 

trigger efficiency, each efficiency given in Table 3.3 is the independent efficiency for that 

cut. The trigger efficiency was measured assuming the electron identification cuts had been 

made [42]. The overall efficiency incorporates the correlations between the different cuts. 

Although the electron sample was made of W's with small Pi", the electron efficiency was 
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Figure 3.11: Transverse Mass and Electron E-r for sample used to measure electron identi­
fication efficiencies. The sample contains less than 1% fake electrons. 

Identification Cut Efficiency 
Hadronic/EM Energy < 0.055 + 0.045 • E 1100 99 ± 1 

E/P < 1.5 93 ± 1 
Track to Strip Match, R • !J.tI> < 1.5 em 91 ± 1 

Track to Strip Match, !J.Z < 3.0 em 98 ± 1 
Lateral Energy Sharing, LSHR < 0.2 97:1: 1 

Isolation < 0.1 96:1: 1 
CES x= < 16. 91 ± 1 

Electron Trigger 97.3:1: 0.6 

u Overall 	 II 84:1:3 II 

Table 3.3: The measured electron identifica.tion efficiencies. Each efficiency is the indepen­
dent efficiency for that cut. The electron trigger efficiency is the efficiency after the other 
cuts are made. The overall efficiency contains the correla.tions among the cuts. 
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taken as a constant over the full range of P:p'. This assumption is examined in Appendix 

A. 

3.5.2 Acceptance 

The kinematic and fiducial acceptances were determined using the PAPAGENO Monte 

Carlo program [43) which produced a W recoiling against a single quark or gluon. The final 

state partons were fragmented using a Feynman~Field fragmentation model [44,45). The 

detector simulation (QFL) with the offline reconstruction code gave the observed IT and 

electron E/r. The kinematic cuts were applied to the observed IT and the corrected electron 

ET as in the event selection. The fiducial cuts were also applied to examine the geometric 

acceptance. Although the cuts were made on the simulated values, the generated value of 

P:p' was used to determine the acceptance as a function of PiY, To maintain a consistent 

approach, the acceptance correction was applied after all IT and resolution corrections (see 

-

Chapter 4). 


In Figure 3.12, the separate acceptances for the fiducial and kinematic cuts (ET & IT) 


are shown along with the combined acceptance. The combined acceptance shows a slow rise 

above the W mass due to the boosting of the electron and neutrino. Since the Monte Carlo 

events were generated with a jet E/r cut at 4 Ge V, the very low PiY acceptance was checked 

with the ISAJET program which has a W + 0 jet contribution and therefore no threshold. 

The lowest value of the combined acceptance is from the ISAJET calculation. The other 

low pif values from the ISAJET program are consistent with the points determined from 

PAPAGENO. The limited statistics o{ the ISAJET sample does not allow a comparison of 

the high pif region. The distribution was fit to a cubic polynomial and the fit parameters· 

are given in Table 3.4. The X2 per degree of freedom is 1.3. The acceptance in each bin 

was determined from the fit. 

The systematic uncertainty was estimated by varying the structure functions and 

varying the energy response in the detector simulation. Different structure functions give 

different predictions for the number of events with the electron in the central calorimeter. 
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Value n 
a 0.33 

-0.15 x 10-41b 
0.31 X 10-4

C 

-0.10 x 10-0d 

Ta.ble 3.4: The acceptance fit parameters. 
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Figure 3.12: Kinema.tic and fiducial acceptance versus pro The kinematic acceptance and 
fiducial acceptance is shown separately and combined. The rise in kinematic acceptance 
is caused by the bC'osting of the electron and neutrino. The systematic uncertainty from 
choice of structure functions and detector simulation is shown as dotted lines. 
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FactorII 
-. Electron Identification 


Efficiency 

Over efficiency of 


Conversion Identification 

Over efficiency of Z 


Veto 

Vertex Cut at 2(1 


Efficiency II 

84 ± 3 % 

3.5 ± 1.5 % 


0.1 ± b:~ % 

95.4 ± 0.5 % 


Table 3.5: Summary of the efficiencies. 

The nominal acceptance value used MRS2 structure functions [46]. The acceptance was also 

derived with EHLQ1, EHLQ2, and Martinelli 2 structure functions [47,48]. For the detector 

simulation, the simulated h resolution was worsened by a factor of 1.4, corresponding to 

smearing the /)T twice. The dotted lines in Figure 3.12 enclose the variation from the 

structure functions and fJT modeling. The acceptance was also measured with a Monte 

Carlo program (PAPAGENO) which produced a W and two jets. Within uncertainties, 

the results were consistent with the acceptance found with the Monte Carlo program which 

produces a W and one jet. 

3.5.3 	 Miscellaneous Efficiencies 

Besides the electron identification efficiency, several other efficiencies must be mea­

sured (see Table 3.5). The distribution of the z vertex position is Gaussian and the vertex 

cut was performed at two standard deviations, so the efficiency comes from a normal dis­

tribution. It is possible for the conversion and Z vetos to misidentify real W events as 

background (over-efficiency). The over-efficiency of the Z veto was estimated by performing 

the veto on W Monte Carlo events. The over-efficiency was measured to be 0.1± A:~ %. 

The over-efficiency of the conversion veto was estimated by requiring the two tracks 

used for the electron and positron to have the 8ame charge instead of opposite charge. The 

method misidentified 81 events (3.1%) in the W sample as conversions. In addition, the 

events identified as real conversions were scanned by eye. The scanning gives an estimate 

between 3 - 4%. The over-efficiency is taken as 3.5 ± 1.5%. Therefore, of the 152 events 
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identified as conversions, the over.efficiency predicts between 75 and 100 are real W events 

and between 50 and 75 are conversions. Although the conversion veto removed more signal 

events than background events, the percentage of real W's removed was constant with the 

PlY. The conversions removed, however, are not a constant percentage versus PlY. There­

fore, the over-efficiency is easily corrected while gaining the ability to eliminate identifiable 

background events in the large PlY region. 
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Chapter 4 

Corrections 

Besides correcting for efficiencies, acceptance, and backgrounds, the observed pf must be 

corrected for detector effects. Detector effects cause two major biases of the observed pf 

spectrum. First, the h measurement depends on properly measuring all the energy in the 

detector. This includes the electron energy, which is typically well measured, and the energy 

of the particles recoiling against the W. Although, the Ix depends on the measuring the 

electron Ex. the pf measurement depends only on measuring the recoil energy (see Section 

4.1.2). The cracks between calorimeter towers and the nonlinear calorimeter response to 

low energy particles [49, 50] can cause the recoil energy to be improperly measured. This 

gives a contribution to the h which is not from the neutrino and makes the observed 

h an inaccurate measurement of the neutrino Ex. Second, detector resolution on the h 

causes a bias in the pf spectrum. When the resolution is convoluted with the falling pf 

spectrum, the spectrum distorts or smears towards larger Pf". It is possible to correct for 

both these detector effects. The h correction is an event-by-event correction while the 

resolution smearing correction is performed on the spectrum as a whole. 

-
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4.1 .f/r Corrections 

4.1.1 Method 

The correction is divided into three parts, each corresponding to a different energy deposi­

tion in the detector. The three parts are the electron cluster, other clustered energy (jets), 

and non-clustered energy (Eq. 4.1). Each part is corrected separately and the corrected h 

is reconstructed from the three corrected pieces. 

The division of energy between the different pieces must be exact to avoid either 

double counting or not counting energy. The electron energy is the energy deposited in 

the calorimeter towers containing the electron cluster. The clustered energy is the energy 

contained in all dusters with Ex above a threshold. Clusters falling below the ET threshold 

and energy from the spectators partons compose the non-clustered energy. The raw non­

clustered energy vector is defined: 

E'I' Cut 

ETC =-(E¥e + E E¥'ull + IT) (4.1) 
CiVIl 

• Eft! is the contribution to the IT from the towers in the electron cluster. 

• l:gr~: Ef'ull is the sum over each cluster above the Ex cut. The ET for each jet is 

calculated from the energy in each cluster tower weighted by the sin (J for each tower, 

where (J is determined with the z vertex position of the event. 

• IT is the observed missing transverse energy for the event (Section 2.2.3). The single 

tower threshold for the h calculation is identical to the single tower threshold for 

the clustering of E¥'ull. 

Equation 4.1 assures all energy (above threshold) is counted and counted only once. Once 

the three pieces are corrected, the corrected h is reconstructed by inverting Equation 4.1. 

'T =_(E;e,cor + E E~'uII'cor + E;C,cDf') (4.2) 
CiVIl 

In this relation, the electron Er, each cluster Er, and the ETC are corrected values. The 

method used to correct each piece is described in the following sections. 
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4.1.2 Electron Energy Corrections 

The electron corrections are important for the sample selection since the electron is corrected 

for detector effects before the E/r > 20 GeV requirement is imposed. Also, determining the 

neutrino E/r requires measuring the electron properly. However, when measuring the W 

boson's PT, any measurement error on the electron energy (6E/r) is fortuitously canceled 

by an equal and opposite measurement error of the neutrino E/r (h). 

(4.3) 

Nonetheless, the electron corrections are well understood and used to determine a corrected 

measurement of the neutrino E/r. 

Several corrections were applied to the electron ET. First, the calorimeter response 

is dependent on where the electron enters the tower. The response was studied using test 

beam electrons. A response map (Figure 2.5) was used to correct for this effect. Second, 

each tower in the CEM has a slightly different response. A large sample of inclusive electrons 

was used to determine a tower·to.tower calibration. The E/P ratio was examined for the 

electrons entering each tower. A tower correction factor was determined by requiring the 

E/P have the expected distribution [51J. This effectively calibrated the CEM to the tracking 

chamber. The tracking chamber was calibrated using muon tracks from ,p and T decays 

[51]. The difference between corrected E/r and measured ET for the electron is usually 

less than 4%. After all corrections axe made to the electron energy, the uncertainty on the 

energy scale is 0.4% [52]. 

4.1.3 Clustered Energy Corrections 

The correction to the clustered energy is perhaps the most important correction to the h 

and pr. It is the dominatE! source of measurement error. The method involves determining 

an energy correction for a cluster in the central calorimeter. In the central, the calorimeter 

response can be determined by using the tracking information to study the E/P for low 

energy particles. The correction then must be extended to the remaining parts of the 
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detector. A response map which is a function of detector f1 was determined by balancing 

the ET in events with two jets [53]. One of the jets, the reference jet, was contained in 

the central calorimeter. A second jet, the probe jet, was allowed to fall anywhere in the 

detector. By requiring the Ex of the two jets to balance, the calorimeter response of the 

probe jet allows the determination of a relative correction from any part of the detector 

to an equivalent central detector response. This response map corrects for the low cluster 

response in the cracks between the major detector components, such as the two central 

arches (900 crack) and the endwall and plug calorimeters (300 crack). 

In order to determine the response of the central calorimeter to particles from the 

fragmentation of a parton, both the parton fragmentation characteristics and the calorimeter 

response for low energy particles must be known. The parameters of a fragmentation model 

were adjusted so a Monte Carlo program reproduced the jet fragmentation observed in the 

W sample (see Appendix B) [54,55]. In addition, the energy flow from the underlying event 

was adjusted to reproduce the observed data values. The low energy calorimeter response 

was determined from test beam data and by studying the E/P for low energy particles 

in minimum bias events [49, 50]. A Monte Carlo with detector simulation convoluted the 

fragmented parton with the measured calorimeter response to produce an observed clustered 

energy. 

To determine the correction factor for the energy of a cluster in the central calorimeter, 

partons incident on the central calorimeter were generated with flat Ex spectrum ranging 

from 1 to 200 GeV. The partons were fragmented and the detector simulation provided 

an observed cluster ET • Clusters passing the following cuts were used to determine the 

clustered energy correction: 

1. 0.15 < \f1detectO'l'I < 0.9. This restricted the cluster to the central calorimeter. 

2. The generated parton direction and the cluster axis had AR ~ 0.5. 

3. No other cluster within AR ~ 1.5 *0.7. This eliminates partons which have a 

strange fragmentation such that two clusters were formed. Less than 6% of the 

events failed this requirement. Most often the event failed because the underlying 
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Figure 4.1: A scatter plot of the observed Cluster Ex versus energy generated inside the 
clustering cone. 

event energy had fluctuated up to form a nearby cluster. 

The observed clustered energy was corrected to the energy incident on the calorimeter within 

the clustering cone (see Section 2.2.2). The energy inside the clustering cone originated from 

either the parton or the low ET particles from the spectator partons (underlying event). 

To determine the amount of .energy entering the calorimeter, each final state particle was 

projected through the magnetic field using its initial momentum. The initial momentum 

of all particles hitting the calorimeter inside the clustering cone were summed vectorially. 

The vector sum represents the correct cluster Ex. 

A scatter plot of correct cluster Ex versus the observed cluster Ex is shown in Figure·· 

4.1. This plot was used to derive the correction for the clustered energy. Slices were taken 

in correct ET and the projection of each slice was fit to a Gaussian distribution. The 

projection was refit using only those bins within 1.50' of the mean. This was iterated until 

the mean and sigma stabilize to 1% and 5% respectively. This procedure eliminated effects 

from non-Gaussian tails. OnCE' the mean for each slice was determined, the means were fit 

to a quadratic polynomial to give the following relation between observed and correct Ex. 
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Variable Fit (Low) Fit (High) 

Quadratic Term (A) 1.39 x 10-3 1.71 X 10-4 

Linear Term (B) 0.724 0.859 

Constan t Term (C) -0.500 -4.18 

Table 4.1: The best fit parameters for the cluster correction. Two ranges of the spectrum 
are fit separately. The low range is from 7 to 75 GeV and the high range is from 65 to 185 

GeV. 

(4.4) 


Thls expression was inverted to give a correction from observed Ex to corrected ET' 

In order to get a good fit, it was necessary to fit two regions of the jet spectrum 

separately. The region from 7 GeV to 75 GeV and the region from 65 GeV to 185 GeV 

were fit. Table 4.1 gives the fit parameters for both regions and Figure 4.2 shows the fits. 

A 10 GeV overlap between the two fit regions provided a nearly continuous transition from 

the low ET correction to the hlgh Ex correction. The cross point was taken in the middle 

of the overlap region at 70 Ge V of generated energyl. The difference between the two 

parameterizations at 70 GeV is approximately 200 MeV. The residuals ofthe fits on either 

side of 70 Ge V are approximately 800 MeV. The correction is a 25% correction at Er8 = 50 

GeV and a 16% correction at an E!J:"8 = 150 GeV. 

The ET threshold for correcting clusters is set at 10 GeV observed energy. Clus­

ters with Ex < 10 GeV were included in the non-clustered energy. The 10 GeV cut was 

a compromise between setting the cut as low as possible and staying in a region where 

the correction is reliable and fluctuations from the underlying event are kept small. The 

systematic uncertainty for the clustered energy correction is discussed in Section 4.3.1. 

4.1.4 Non-clustered Energy Corrections 

The non-clustered energy represents the energy from low energy particles which fall outside 

the cluster .:lg cones. Thes~ particle can be recoiling against the W just as the particles in the 

JThls corresponds to an observed Er =57 GeV. 
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Figure 4.2: Observed cluster,ed energy versus correct energy. The value at each E/r is the 
mean of a Gaussian distribution fit to a 1 GeV slice in E¥'"' of Figure 4.1. The means a.re fit 
to a quadratic polynomial. A sepa.rate fit is performed for the large E/r range. The dashed 
line is a 1:1 line and the solid line is the fit. The fit parameters a.re given in Table 4.1 
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clusters. Although the non-clustered energy is small compared to the energy in the clusters, 

it is important to determine this energy as precisely as possible. This is especially true for 

events with a small Pr' and no high Ex clusters. The non-clustered energy experiences the ­
same measurement problems as the clustered energy. 

The technique for determining the non-clustered energy correction is similar to the 

method for finding the cluster correction. First, a Monte Carlo program which was adjusted 

to reproduce the observed jet fragmentation and the observed energy flow from the under­

lying event2 was used to determine a generated (correct) value of E1fc. Second, a detector 

simulation (QFL) convoluted the generated particle momentums with the measured detec­

tor response to produce an observed value for E!rc. The observed and generated values of 

trp were compared to find a correction factor. 

A Monte Carlo program (PAPAGENO) with Feynman-Field fragmentation of the 

partons was used to generate events with a W along with one or two jets. The events were 

created with the following requirements: 

1. PT of the quark or gluon > 4.0 GeV /c. 

2. I71detecto.,.I < 3.& 

3. The minimum separation between different quark and/or gluons: 6.R> 0.6. 

Only events with 1 (2) cluster(s) above 10 GeV for W + 1 (W + 2) jet events were ex­

amined. The observed non-clustered energy vector was calculated using Equation 4.1. For 

the generated non-clustered energy vector, all final state particle6 with l'1detectO'l'I < 3.5 and 

falling outside all clustering cones were used. As in the cluster correction, the particles were 

projected through the magnetic field. Particles which do not enter the calorimeter because 

they curl up in the magnetic field were included in the generated non-clustered energy. The 

intial momentum of each particle was used to calculate the generated E!F. 

The non-clustered energy vector was broken into components parallel and perpendic­

ular to the observed W direction. The observed and generated values were scatter plotted. 

2See Appendix B 
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II Cor = Snc * Observed II 
Component Snc 

W + 1 Jet Par. Comp 2.01 
W + 1 Jet Perp. Comp 1.85 
W + 2 Jet Par. Comp 1.90 

I W + 2 Jet Perp. Comp 2.07 

Table 4.2: The best fit parameters for the non-clustered energy correction. A correction 
factor, Snc, equal to 2.0 is used for all components. 

Slices made in the generated E¥c were fit to Gaussian distributions. Like the clustered en­

ergy correction, an iterative procedure was performed to find a stable mean and sigma and 

eliminate non-Gaussian tails. The means were fit to a line passing through the origin. The 

slope gives the inverse of the correction factor (Snc) for observed to generated. The results 

are summarized in Table 4.2" A correction factor, Snc =2.0, is used for all components of 

the non-clustered energy (E¥,c) [56]. The uncertainty of the scale factor is determined from 

the data (see Section 4.3.2). 

4.2 Verifying the .'/h Correction 

The next step is to verify that the !JT correction performs properly. The correction was 

tested using several control samples from the data. A sample of Z - ee events was the most 

direct test of the correction. However, the low statistics of high PT Z's reduced the quality 

of the test. A sample of eveIllts with a photon conversion provided a high statistics check 

of the cluster correction. Finally, the application of the correction to a sample of inclusive 

electrons gave some qualitative tests. 

4.2.1 Checks with Conversion Electron Events 

Events identified as containing a photon conversion should have h ~ 0 since any neutrinos 

from the fragmentation products will ha.ve a. very low energy. The h can be examined 

before and after the energy corrections are applied. Most conversions are photons from 

'lr 0 decays and have a jet(s) recoiling against them (see Figure 4.3). The jet(s) forms a 
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Figure 4.3: Schematic drawing of a typical conversion event. The energy cluster opposite 
the conversion will tend to be mismeasured low and cause a false h in that direction. 

cluster(s) of energy which tends to be mismeasured low because of cracks between the 

detectors and the nonlinear calorimeter response. This mismeasurement introduces a false 

h in the cluster direction. To examine this mismeasurement, a sample of conversion events 

was selected with the following requirements: 

• Primary Electron identified as originating from a photon conversion. 

• Primary Electron ET > 20 GeV (Corrected). 

• Primary electron EIP < 2.0. 

• Had/EM < 0.055 + 0.045*E/IOO. 

• Isolation < 0.1. 

• IZver.1 < 60 em. 

• Electron Fiducial Cuts. 

Figure 4.4 shows the PI paral.lel to the conversion electron as a function of the primary 

electron Er and therefore a weak function of the cluster Er. The observed value shows 
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Figure 4.4: The average h in the electron direction for different values of the primary 
electron E/r. The values are shown before and after the h corrections were applied. 

a large h opposite the conversion electron indicating the low calorimeter response of the- cluster. After correction, the distribution is fiat and centered slightly above 0 GeV. Figure 

4.5 shows the projection with a fit to a Gaussian distribution whose mean = 1.1::!:: 0.18 GeV 

and u = 7.9 GeV. The excess of events on the low side are real W events misidentified as 

conversions whose contribution the fit tends to ignore. The fact the conversions are centered 

above 0.0 GeV can be attributed to several possibilities. First, the second electron from 

the conversion can be trapped in the magnetic field and cause up to 0.5 GeV of h in 

the direction of the primary electron. Second, the conversion events are typically two jet 

events which contain a more active underlying event than do Wevents. Since the cluster 

correction was determined assuming a W underlying event, the correction is somewhat 

biased for conversion events. The 1JT perpendicular to the conversion electron direction 

is shown in Figure 4.6. This quantity is centered at zero and remains centered after the 

correction. However, after correction the distribution is wider because ofthe energy scaling. 

Primarily, the con'Jersions provide a test of the clustered energy correction. The 11: 

parallel to the conversion electron direction is not sensitive to the choice of Snc because the 
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Figure 4.5: The h parallel (II) to the primary electron direction in the conversion sample. 
The tail at large negative h,1I is caused by W events with the electron misidentified as 
a conversion. A fit to a Gaussian distribution tends to ignore the C".ontribution £rom these 
events. 
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Figure 4.6: The ~T perpenclicular to the primary electron direction. This quantity is 
centered on 0.0 GeV before and after the h corrections. 

clustered energy deposits are much la.rg~r than Er;c. Figure 4.7 shows the h when the 

standard correction is applied, (8ftc: = 2.0), and when the non-clustered correction is not 

performed (Snc: =1.0). Very little difference .exists. The flat distribution of the h (Figure' 

4.4) is regarded as an inclication the cluster correction is performing properly. 

4.2.2 Checks with the Z -+ ee Events 

The ET of the electrons from a Z - ee decay provide an accurate measurement of the 

Z boson's Pr. The pi can also be measured by the calorimeter energy other than the 

electrons (recoil energy). 

(4.5) 


The Pfec: is susceptible to the same measurement error as the Pi" in Wevents. To determine 

the corrected Pfee for the Z, the calorimeter cluster energy was corrected using the correction 

described in Section 4.1.3. The observed non-clustered energy (E!l,c) was calculated with 

the definition given in Equation 4.1 except a sum of the E¥e,s from the two Z electrons 
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Figure 4.7: The ~T balancing with different assumptions for the £!}C correction. The 
plot shows the results' insensitivity to the choice of non-clustered energy scale factor, Sma 
because the E!}C is small compared with the cluster E-r. 
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Figure 4.8: Definition of components for the Z analysis. The component P" is less sensitive 
to mismeasurement of the electrons' Ex than the component p(• 

. was used in place of the single £jle from the W electron. The non-clustered energy was 

corrected with S",e = 2.0. Combining the corrected clustered energy and the corrected non­

clustered energy gives the corrected Pfee for the Z. For the Z's, it is useful to examine the 

components perpendicular (p() and parallel (P,,) to the bisector of the electrons (Figure 

4.8). The component P" is less sensitive to mismeasurements of the energy of the e1ectr~ns 

than p(. 

To test the calorimeter corrections, the difference between the P" measured by the 

electrons (p:e) and the P" measured by the recoil energy (P;CC) was examined. Figure 

4.9 shows the average p:e - P;8C vs p:. The final bin in Figure 4.9 which extends from 

20 to 50 Ge V Ic is plotted at the mean P: (28 Ge V Ic) for the events in that bin. The 

observed values lying above 0.0 GeV Ic indicate the calorimeter measurement of the P" is 

systematkally low. Figure 4.10 shows the projection of p;e - p;8C. A fit to a Gaussian 

distribution gives a mean of 0.09 ± 0.32 GeV Ic and (J' = 4.8 GeV Ic. The same quantity 

for Z events with jets was examined. Figure 4.11 shows p;e - p;et: for events containing a 

cluster(s) with ET > 10 GeV. Before the correction, the fit gives a mean of 3.5± 0.9 GeV Ic. 
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Figure 4.9: The average difference, p:e - p;ec, for different ranges of p:e. The quantity is 
shown before and after the energy corrections were applied. 
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Figure 4.10: The difference, p:e_p;ec, fit to a Gaussian distribution after calorimeter energy 
corrections is shovm. The mean is 0.09 ± 0.32 GeV Ic and (1 =4.8 GeV Ie. The width of the 
distribution is a measure of the resolution for the PT measurement (see Section 4.4.3). 

70 




25 

-CJ 20 
.......... 

> 
Q) 15t-' 

~- 10.......... 
Vl. ­
s:: 
Q) 

>e:a 
5 

0 
-20 -10 0 10 20 

p 
ee prec (GeV/c) 
." ." 

Figure 4.11: Same as Figure 4.10 except the sample contains only Z events with a cluster 
with Ex > 10 GeV. The mean of the fit is -0.45 ± 0.97 GeV Ie and iT =6.6 GeV Ie. 

After correction the mean i.s -0.45±0.97 GeV/c with iT =6.6 GeV/c. This number shifted 

by less than 0.25 GeV when the non-clustered correction factor was set to 1. Therefore, as 

in the case of the conversions, the correction to the clustered energy dominates the total 

energy corrections when a cluster(s) is present. 

Since most Z events do not contain any jets with Ex> 10 GeV, the Z events mostly 

test the non-clustered energy correction factor, S"". The balancing of the electron-recoll 

measured values after the energy corrections have been applied indicates the Sm factor 

is properly correcting the low energy deposits in the calorimeter. Although the statistia 

are limited, selecting Z events containing jets does provide another check of the cluster 

correction. 

4.2.3 Checks with Inclusive Electrons 

A sample of inclusive electrons events provide some qualitative tests of the energy correc­-
 tions. The sample was selected using electron identification cuts similar to those made for 
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the W sample selection (see Section 3.1). The h values parallel and perpendicular to 

the electron direction are shown in Figure 4.12. In both cases the observed and corrected 

values are shown. The peak at low h is shifted from negative values to just above 0.0 

GeV. Events with the electron from a b quark decay might cause the peak to be slightly 

positive since a neutrino is present. However, given the slight offset in the conversions, no 

conclusion ca.n be made. The observed W transverse mass for the sample is shown in Figure 

4.13. The peak from non-W events near 20 GeV is due to a calorimeter energy mismeasure­

ment giving rise to a false h. Figure 4.13 shows that after corrections, the false peak was 

pushed back against 0.0 Ge V which is the expected value for a transverse mass calculated 

with iJT =O. Although these results are only qualitative, they do support the validity of 

the h correction. 

4.3 ItT Correction Systematic Uncertainty 

The systematic uncertainty on the h correction comes from the uncertainty on the clus­

tered energy correction and the uncertainty on the non-clustered energy correction factor, 

Sn;::. For the P.p' measurement no systematic uncertainty is introduced by the electron E-r 

corrections (see Section 4.1.2) since the electron ET cancels out of the calculation. The 

systematic uncertainties for the clustered energy correction and Sne are treated separately 

below. 

4.3.1 Clustered Energy Correction 

The systematic uncertainty on the clustered energy correction is divided into two parts. 

The first uncertainty is a function of the cluster E-r. This uncertainty is due to the low 

energy calorimeter response and the modeling of the calorimeter cracks. This represents an 

uncertainty in the coefficients of the Er dependent terms of the quadratic correction (Eq. 

4.4). The second part is an absolute systematic uncertainty in the clustered energy scale, a 

simple offset. 

The conversions were used to investigate the uncertainty which scales with the E-r. 
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Figure 4.12: The distribution of the fir perpendicular {ol} and parallel (II) to the electron 
direction for the inclusive electron sample. 
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Figure 4.13: The transverse mass spectrum for the inclusive electron sample, (a) before any 
corrections. A false h induced by the mismeasurement of clusters causes the low end to 
peak away from zero. Plot (b) shows the transverse mass alter corrections are applied. The 
spectrum now is pushed back against zero. 

74 




10 

•....... 

" ........
5 ..'~.... ....... .... .. .. ...... .......•....... ",.....,.... .... - - - - - - - - -- :-:...::: - ..:.......... - - - - - - - - - - - ­o "". ..........."..... ........... ........... .....• 
.......... ..... 
...... ....Cl) ...... ... 

Cl. .......o -5 '.'.....-tIJ 

-10 
-5 -2.5 o 2.5 5 

Figure 4.14: The slope variation of a. fit to the conversion sample (Figure 4.4) as a. function 
of the change of the linear coefficient of the clustered energy correction (Eq. 4.4.) 

The uncerta.inty was measured as an uncerta.inty in the linear coefficient of the quadratic 

equation. The quadratic coefficient is small and the variation from this term is insignificant 

compared to the uncertainty of the linear coefficient. Figure 4.4 shows the IT parallel to 

the conversion electron djl~ection. A fit of the corrected values to a. straight line gives a.n 

offset of 1.01 GeV a.nd a slope of (0.6 ± 2.2) x 10-2• If the slope is constrained to 0.0, 

the offset fits to 1.2 ± 0.2 GeV. To determine the systematic uncerta.inty, the linear term 

in the cluster energy scale was varied and the corrected convermon spectrum was fit to a 

line with a constra.ined offset of 1.2 GeV. The slopes from the fits are shown in Figure 4.14 

with dotted lines drawn for a. 20' shift. From Figure 4.14 the linear systematic UDcerta.inty 

is taken as ±0.015 *ET for the lower Er region of the clustered energy correction function. 

The limited statistics made a prediction for the high Er region difficult. However, the 

sources of the systematic uncertainty are not expected behave differently than in the low 

ET region. Therefore, a. value ±0.020 *Er will be used. 

A systematic offset of the clustered energy correction (an uncerta.inty in the constant 
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Figure 4.15: Observed Cluster ET versus Correct I/r with systematic error bands. 

term C, Eq 4.4) is more difficult to estimate. Figure 4.11 shows the p;e - p;ec for Z events 

. with jets. The distribution's mean is -0.45± 0.97 GeV Ic. Since clusters exist in the events, 

this quantity depends mostly on the clustered energy correction. The mean h parallel to 

the conversion electrons is shifted high by approximately 1 GeV. Whether this shift is due 

to a real offset in the clustered energy seale or due to a subtlety in correcting the conversion 

events is not known. The systematic uncertainty on the clustered energy seale is taken to 

bracket the possible variations in the conversion and Z samples. The systematic uncertainty 

is ±1.5 GeV in the low I/r « 57. GeV Obs.). For large ET (> 57. GeV Obs.), a value of 

±2.5 GeV is used. Figure 4.15 shows the clustered energy relation with the bands indicating 

the systematic uncertainty. The two uncertainties are added in quadrature. A cluster with 

an observed ET = 20 GeV corrects to a 26.9 GeV cluster with a systematic uncertainty of 

±1.6 GeV. Similarly, a 50 GeV cluster corrects to 62.3 ± 1.8 GeVand 100 GeV corrects to 

118.5 ± 3.6 GeV. 
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Figure 4.16: The mean p;e - p;ec for different values of S"c' The sample of Z events used 
does not contain any clusters with Er > 10 GeV so the entire fJr correction comes from 
the Snc scale factor. The dotted lines are the 10' limits. 

4.3.2 Non-clustered Energy Correction Factor, SftC 

To estimate the systematic uncertainty on the non-clustered energy correction factor, SftC, 

the Z sample was used. Z events were selected from the sample by requiring no cluster with 

ET > 10 GeV other than the electrons. The entire h correction for these events comes 

from the non-clustered energy correction factor. For these events, the quantity p:c _ p~ec 

was fit to a Gaussian distribution. Figure 4.16 shows the fitted mean plotted as a function 

of the scale factor, SftC. The dotted lines are the 10' limits for the errors on the mean. 

The lO' limit on the high side gives an upper systematic limit of 2.2 for the scale factor. 

The lower systematic limit is taken as 1.8. This low limit is slightly larger than the 1a 
limit. However, it maintains a symmetric uncertainty and allows for the variation seen in 

the Monte Carlo values in Table 4.2. 
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4.4 Resolution Smearing Correction 

Since the Pp' spectrum is a falling spectrum, resolution smearing generates a net movement 

of events to larger Pp' and changes the spectrum shape. The resolution of Pp' is dependent 

on the resolution for measuring the recoil energy. This depends on the energy corrections, 

especially SAC which effectively changes the energy scale for low energy deposits. The 

smearing effects are corrected by a Pp' dependent scale factor which reshapes the spectrum. 

4.4.1 Method 

The procedure used a parameterization to represent the Pp' spectrum and a resolution 

function to describe the detector resolution. The parameterized spectrum was smeared 

using the resolution function. Each component of the Pp' was smeared separately and the 

final smeared Pp' was reconstructed from the components. This procedure gave a smeared 

X2Pp' spectrum which was compared with the data and a determined. The spectrum 

parameters were varied to find the parameters giving the minimum X2. Finally, using the 

optimum parameters, the ratio of the spectrum before smearing and the spectrum after 

smearing gives the resolution correction function, 

(dNld17) 
(4.6)R,mec,,(17) = (dNldF )

T .mec"ea 

The correction R.mec,,(PT) was applied to the observed spectrum to correct for resolution 

smearing effects. 

4.4.2 Parameterization 

Since theory does not provide a convenient function, a purely empirical parameterization 

was used. It does model the basic characteristics possessed by the Pp' spectrum including.,. 
the phase space roll-over at low Pf" and the long tail (see Figure 1.4). The parameterization, 

with 5 free parameterL. has the ability to fit a theoretical prediction well over the full Pf" 

rang". The parameterization used was 
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Figure 4.17: The resolution for a component, Pi, of the pr versus the component magni­
tude. The resolution function is a fit to the points from the detector simulation. 

dN 2 • PT • (Pt - D)(C-l) 
(4.7)

dPr = B. «E. Pr)F +1) • 

4.4.3 Resolution Function 

The resolution function is perhaps the most important piece of the smearing correction 

since it represents the resolution for whlch the spectrum is being corrected. The resolution 

was determined from a MontE~ Carlo program (PAPAGENO) with detector simulation. The 

simulated pr was determined after all energy corrections were applied. The simulated pr 
and the generated pp were broken into detector components (x, y). For different ranges 

mof pr , the difference, P!e1I._ Plim, was fit to a Gaussian distribution. The width (0') of 

each Gaussian distribution rE!presents the resolution for the component Pfe1l.. Figure 4.17 

shows the resolution versus Pfe1l.. The resolution was parameterized by fitting the values 

to a function. The function and the fit parameters are ~iven in Figure 4.17. 

Events generated with a given PP contribute to all Pi less than the pr. It is possible 
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Figure 4.18: The resolution on the component for events in different PlY ranges. The 
resolution on small Pi components for high PlY events is slightly worse than low PlY 
events. Also shown is the resolution measured from Z events. It is in good agreement with 
the simulation. 

that a small Pi component of high PlY events has poorer resolution than a Pi component 

of low P:P' events. This was examined by determining the resolution for high and low P:P' 

separately. Shown in Figure 4.18 are the parameterized fit and the values for events with 

P:P' greater than 50 GeV Ie. For the high P:p' events, the resolution at small Pi is slightly 

worse than the resolution function fit. However, the difference is not large and attempting 

to use a more complex parameterization of the resolution would not necessa.rilyenhance 

the result. Also shown in Figure 4.18 are the values for events with P:p' generated between 

5 and 15 GeV Ie. Since the low P:p' events form the bulk of the sharply falling spectrum, 

and therefore experience the largest effects from resolution smearing, it is most important 

to model the resolution of these events accurately. 

Finally, Figure 4.18 has one point from Z events in the data. This point was deter­

mined with events having no jets with ET > 10 GeV. The resolution was measured using P" 

as measured by the electrons and the recoil energy (see Section 4.2.2 and Figure 4.10). The 
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Parameter Value 
B 6.02 x 10 -"I 

C -0.200 
D -20.8 
E 3.19 x 10-" 
F 2.89 

Table 4.3: The fit parameters for the smeared spectrum. 

Z events are summarized in a single bin extending from 0 to 10 GeV Ie. The resolution from 

Z events agrees well with the resolution measured from the Monte Carlo. The systematic 

uncertainty for the resolution function is taken as the the dashed lines in Figure 4.18. The 

uncertainty is set such that it brackets the points from high PT W's and the Z data. 

4.4.4 Results of Fit 

The parameters giving the best X2 (x2 /nJ =1.2) is given in Table 4.3. Using the fit results, 

a smearing correction function was determined with Equation 4.6. The correction function 

is shown in Figure 4.19. Most of the smearing occurs at low Pi" where the spectrum is 

falling fastest. In the large Pi" region, the effect becomes less important. To determine 

the correction function's systematic uncertainty, the resolution function was varied to its 

upper and lower limits. For each case, the X2 minimization was repeated to determine 

another function R~ecl!'" The two dotted curves in Figure 4.19 are the two correction 

functions determined. The dotted curve which starts at '"" 1.3 represents the correction if 

the resolution was better. The other dotted curve represents the correction if the resolution 

was worse. The next chapter describes how the systematic uncertainties propagate into the 

measurement of duldPr. 

81 


~-..... ----- ­ -------- --~-......-------- ­



3 


2 

-Q.. 
~ 

" 
~ -
E ... 

e:: 1 

Dotted Lines are Curves from 

systematic shirt of Resolution 

Function 

....::..~.~:::::::::::::::;:::::::::::::.::::~::.=:..::-:::::::::::::::: - -
.. . .­.' ....... 

OL-L-L-~~~~~~~~~~~~~~~~ 

-

o 50 100 150 
. 

p" GeV/c
T 

Figure 4.19: The multiplicative correction function for resolution smearing. The points 
with the solid curve represent the correction for each PlY. The dashed lines are the cor· 
rections derived when the resolution function is varied by its systematic uncertainty. The 
correction is largest at low pF where the distortion of the spectrum is greatest. At large 
P~v , resolution effects are less important because the spectrum is not falling as rapidly. 
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Chapter 5 

Systematic Uncertainty 

The determination of the differential cross section requires several corrections. The cor­

rection factors for one Pf" are not independent of the correction factors for another Pf". 

Therefore, the different cross section measurements are also not independent of one another. 

Because of the bin-to-bin correlations, the propagation of the systematic uncertainties for 

the Pf" spectrum must be handled with care. In order to determine the correlations, a co­

variance matrix was found using the method described below. An element of the covariance 

matrix is defined by, 

(5.1) 

where, 

• M is the total number of simulated samples generated (M = 106 ). 

• Yi is the average value for the rh bin. It is taken as the nominal fully corrected cross 

section for the ith bin. 

• Yin is the value for the ith bin for the nth sample. It is taken as the cross section with 

some statistical or systematic fluctuation. 

The cross section measured in the rh bin is determined with the following relation, 

(5.2)-
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where, 

• 	Yi is the fully corrected cross section, duldPT, for the rh bin. 

• 	 S is a normalization factor independent of bin number. 

• 	Rt is the smearing correction factor for the rh bin. 

• 	 Ai is the acceptance in the ith bin. 

• 	Xi is the number of events per GeVIc in the ith bin (after h correction). 

• 	Ni 
QCD is the number of events per GeVIc of QeD background events in the ith bin. 

\\There, 

(5.3) 

• 	Nl is the number of events per Ge V I c of Z background events in the ith bin. 

• 	 N;oP is the number of events GeV Ic of top background events in the ,oth bin. 

The value of the normalization factor, S, is determined with the following relation: 

S = (1- TOg) (5.4)
1:, • Eele • (1 - C) • (1 - Z) • V • B 

where 

• 	 1:, is the integrated luminosity. 

• 	 1bg is the percentage of events from the background W - TV. 

(5.5) 

\\There Tt:orm is the cross section for W - TV events in the W _ ev sample. Ntot is 

the total number of events in the sample after the other backgrounds are subtracted. 

• 	 Eele is the efficiency of the electron identification cuts. 

• 	 C is the fraction of reo.lW events lost by the cuts used to eliminate conversion events. 
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Factor Value 1\ 
Electron Identification 

Cut Efficiency 

II 
( 0.84 ± 0.03 

Background: W - Til 0.034 ± 0.004'Tbn 
Over efficiency of 


Conversion Identification 
 0.035 ± 0.015C 
Over efficiency of Z 


Veto 
 Z 0.001 ± 0.01 
V 0.954 ± 0.005Vertex Cut at 20' 
£, 4.05 ± 0.28 pb-I 

Assumed Branching Ratio 
Integrated Luminosity 

B 1/9 

Table 5.1: Summary of the normalization factors. 

• Z is the fraction of real W events lost by the cuts used to eliminate Z events. 

• V is the efficiency for the Z vertex cut. 

• B is the branching ratio of W - ell. 

In the Equation 5.2, the Xi'S represent the number of events divided by the bin width for 

the ith bin. Since the h correction is an event-by-event correction, the Xi'S represent the 

number after the 1T correction is applied. The quantities which enter the scale factor, S, 

are summarized in Table 5.1. The backgrounds are summarized in Table 3.1 and Table 5.2. 

Finally, the acceptance and resolution smearing correction factors are also summarized in 

Table 5.2. 

5.1 Method 

5.2 Statistical Uncertainty Only 

The general procedure is most clearly understood by examining the simple case of the 

statistical uncertainty. First, ~ was determined using the observed Xi and the nominal 

correction factors. For the nth simulated sample, Xi was determined from a Poisson distri­

bution with a characteristic parameter equal to the observed number of events in the bin. 

For bins with more than 30 events, a Gaussian distribution was used as an approximation -
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Bin 
Range (GeV Ic) 

Background 
(Events/GeVIc) 

Resolution 
Correction 

Acceptance 

0-2 1.2 ± 0.91 1.86±A]~ 0.33 ± 0.02 
2 - 4 2.5 ± 1.5 1.50±~:gg 0.33 ± 0.02 
4 - 6 3.4 ± 1.9 1.15±~:f~ 0.32 ± 0.02 
6-8 3.5 ± 2.0 0.95=tg:5~ 0.32 ± 0.02 
8· 10 3.5 ± 1.9 0.86=tg:~~ 0.32 ± 0.02 
10 - 12 3.5 ± 1.S 0.83=tK~r 0.32 ± 0.02 
12 - 14 3.6 ± 1.8 0.83=tg:~~ 0.315 ± 0.02 
14 ­ 16 3.5 ± l.S 0.84=tg:~ 0.315 ± 0.02 
16 - IS 3.0 ± 1.7 0.S6=tg:A~ 0.31 ± 0.02 
IS ­ 20 2.7 ± 1.6 0.87=t~:M 0.31 ± 0.02 
20 - .i.J 

25 - 30 
1.7 ± 1.0 
1.2 ± 0.S4 

=tg:A~ 
0.S9=tg:~ 

0.31 ± 0.02 
0.31 ± 0.02 

30 - 35 0.71 ± 0.68 0.89=tg:~ 0.31 ± 0.02 
35 - 40 0.43±g::g 0.S8=tg:g~ 0.31 ± 0.02 
40 - 45 0.23±g:~~ 0.89=tg:~ 0.315 ± 0.02 
45 - 50 0.20±g:~g 0.89=tg:~ 0.32 ± 0.02 
50 - 60 0.14±g:~ 0.90=tg:~ 0.325 ± 0.02 
60 - 80 0.062±8:~2 0.91=t8:8: 0.34 ± 0.02 

80 - 130 0.019±g:gi~ 0.94=tg:g~ 0.40 ± 0.03 
130 - ISO 0.0031±g:~~1 0.97=tg:g~ 0.465 ± 0.05 

Table 5.2: Summary the correction factors for each bin. The ba.c.kground numbers are the 
sum of all the backgrounds (see Chapter 3). 
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to the Poisson distribution. The Yin was determined using the random Xi and the nominal 

correction values in Equation 5.2. A large number of samples were generated each with a 

set of Yin. The covariance matrix was determined with Equation 5.1. Finally, the statistical 

uncertainty was taken as the square root of the diagonal element of the covariance matrix, 

t:y.Stat - ..i - 'C (5.6)fJ Vvii· 

As expected, this gives ,fN uncertainties for bins containing a large number of events. The 

statistical uncertainty of the integrated spectrum is also~. Table 6.1 gives the cross 

section value for each bin, X, and the statistical uncertainty. 

5.3 Statistical and Systematic Uncertainty 

The covariance matrix for the combined statistical and systematic uncertainties was cal­

culated in a similar manner. However, instead of using the nominal correction factors (£, 

C, Tog, Ri, etc.), these factors were allowed to vary. The systematic uncertainty for each 

piece can be found in Chapters 3 and 4. For the factors which contribute only to the scale 

factor S (Eq. 5.4), a random value was generated using a Gaussian distribution with a 

mean equal to the nominal value and a width equal to the systematic uncertainty of the 

correction. Varying the correction factors which have a bin dependence (Ai, Ri, and Ni) is 

more complicated. It is important to vary these factors such that the bin-to-bin correlations 

are maintained. 

5.3.1 Backgrounds 

The backgrounds were allowed to vary in two parts. First, the total number of background 

events was varied according to a Gaussian distribution. This represents the systematic 

variation of the total number of background events. The background shape, (l/N dN/dPT), 

was scaled by the total number of events to find the number in each bin. Second, the number 

of events in each bin is varied with a Poisson distribution (Gaussian for n > 30). This 

allows bins with a fractio]) of an event to fluctuate up to 1 or more events. This represents -
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a statistical :fiuctuation of the number of events in a given bin. The resulting number of 

background events in each bin (N!II) was then used for the background subtraction. This 

procedure was performed separately for each type of background. 

5.3.2 Acceptance 

The :fiuctuated acceptance was determined by changing the value in each bin by the same 

sigma. The fractional sigma, .6., was determined from a Gaussian with a mean of zero and 

width of 1. The acceptance with a systematic :fiuctuation in the ;;eft. bin is, 

(5.7) 

Note, the .6. was the same for all bins, but 6A, may be different for each bin (see Table 5.2). 

This method assumes 100% correlation between the bins. 

5.8.8 Resolution Smearing Correction 

The systematic variation of the resolution smearing correction is caused by the resolution 

function uncertainty. Making the resolution one sigma worse gives a smearing correction 

for low resolution, R,lIit, L (see Section 4.4.3 and Figure 4.19). Conversely, making the 

resolution one sigma better gives a smearing correction for higher resolution, R?it' H. The 

resolution :fluctuation was determined in the same manner as the acceptance. A random 

Gaussian distributed .6. was generated as the fractional :fiuctuation. If .6. was positive, the 

R:yit 
, L was used and conversely for a negative .6., the Rill., H was used. The smearing 

correction, with a systematic :fiuctuation due to the resolution function, is 

(5.8) 

Each.6. generates a different curve for the reso1ution smearing correction. Figure 5.1 

shows a set of curves for different positive.6.. Notice for some pif's the R?· is greater 

than Riom but for other pr's it is less. Thls maintains the correlatfons between bins and 

approximately preserves the property that the smearing correction changes only the shape 

and not the area of the distribution. However, this method has the disadvantage of giving 
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Figure 5.1: Different smearing corrections for different systematic fluctuations of the res~ 
lution function. - the corrections near the cross point a nonphysically small systematic variation (see Figure 

5.2). The problem is corrected by inflating the systematic uncertainty of the corrections 

near the cross point to be simllar in magnitude to the adjacent points. Figure 5.2 shows 

the inflated systematics as +'s. 

After the nominal resolution smearing correction was applied, the spectrum area 

cbanged by approximately 0.6%. When systematic fluctuations were made, the area. changed 

on average by 1.2%. Naively, renormallzing the spectrum seems appropriate. However, 

in the case of the systematically fluctuated spectrum, this has the undesirable effect of 

moving the systematic uncertainty from one bin to another. Therefore, the spectrum was 

not renormalized after smearing corrections. The disadvantage of not renormallzing is the 

small variations of the total number of events cause the errors to be slightly larger than if 

the correction factors perfectly conserved area.. 

89 

-------_ ....._-- ...._.._---------------- ­



1.2 

II Normal ."t..maUc 

1.0 + Intl.t..d ')'tIt..maUc
'. 

s.. >. " '.'.......ctI s.. 
.-J 

'............... .....
.0 ....s.. O.B .......
-< .......
+--- ......... .....
......--.~---+_ ..... .. .. ':''''a­ ...--.--...... 
O.S 

6 e 10 
W'

P GeV/c.. 


Figure 5.2: The systematic uncertainty near a cross point. The well defined cross point is 
nonphysical. The systematic uncertainty near the cross point must be smeared, Therefore, 
the systematic uncertainty near a cross point is inflated to be similar to the systematic 
uncertainty for points further from the cross point. 
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5.3.4 $T Corrections 

The final systematic variation involves the h correction. Since the correction was per­

formed on an event-by-event basis, it was already included in the generated Xi'S. Variations 

in the h correction cause the spectrum to change shape but the total number of events 

does not change. The systematic variation was incorporated by changing the spectrum 

shape before any of the remaining corrections were applied. The change was performed by 

a scale factor similar to the resolution smearing correction. However, in this case a scale 

factor of 1.0 is the nominal correction (i.e. no shape change). 

A scale factor for the ith bin, Mttla, was determined from three pieces, Mr, MF'"a, 1 , 

and M,CI"a, 2. The Mr is t.he change due to the uncertainty of the non-clustered energy 

correction factor (see Section 4.1.4). The factors MiC1"a, 1 and MF'u., 2 are the changes due 

to the uncertainty of the clustered energy corrections, the offset term and the linear term 

respectively (see Section 4.1..3). The M,'s were determined from a Monte Carlo program by 

taking the ratio of two PJ!" spectrums (Eq. 5.9). One spectrum was determined using the 

nominal correction and the second spectrum used a k correction with the corresponding 

factor varied to one systematic sigma. A high fluctuation of the non-clustered energy 

correction factor (Snc) produced a different spectrum change than a low fluctuation. So, a 

separate Mi was determined for for high and low fluctuations. Therefore, 

(dN/dP. )~..c=2.2Mnc, H _ T. (5.9)
i - (dN/ dPT )fnc=2.0 

The values of MFc
, H and Mr' L are shown in Figure 5.3. The values of MF'ua, 1 

and MF1"a, 2 were determined in the same manner. For the cluster Mi'S, the high and 

low fluctuation of the h correction parameter produce a symmetric change in the shape. 

Figures 5.4 and 5.5 show MF'"a, 1 and MF'u., 2, respectively. In these figures, only one 

limit of the systematic variation is shown. The opposite limit of the systematic variation 

is simply a mirror reflection about 1.0. Each of the M, 's is plagued by the same problem 

as the smearing correction variation. The systematic uncertainty near a cross point is 

non physically small. Again, the problem is solved by inflating the systematics near the 
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Figure 5.3: Scale factor from systematic uncertainty of non-clustered correction factor 

cross point to be similar in magnitude to the adjacent points (see Figure 5.2). 

The three Mi.'s must be combined into a total Mt"'. The following relation was used 

to find Mt"·. 

Mt'" =II(I~jl. (MI- H or L -1.0) +1.0) j = 1,2,3 (5.10) 
i 

where, 

• 	 j represents one of the three systematic uncertainties: the non-clustered energy scale 

factor, the offset for the clustered energy correction, or the linear factor of the clustered 

energy correction. 

• 	 ~j is the fractional sigma shift for the ;"'fa correction. It is determined from a Gaussian 

centered on 0 and unit width. 

• M/, H or L is the ;-th Mi, the high or low fluctuation is taken depending on the sign 

of ~j as in the case of the smearing correction variation. 

This method of combining the Mi.'s has the effect of adding the contributions in quadrature. 
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Figure 5.4: Scale fa.ctor from the systematic uncertainty of the clustered energy correction 
offset parameter (e) (see Eq. 4.4). 
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Figure 5.5: Scale fa.ctor from the systematic uncertainty ot' the clustered energy correction 
linear parameter (B) (see Eq. 4.4). 
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Finally, the M,"'· was applied to the spectrum to change its shape. 

(5.11) 

The XI's represent a spectrum with a systematic fiuctuation of the energy corrections. Like 

the smearing correction, the M,'s preserve the number of events only approximately. In this 

case, the change was usually less than 1%. The Xl's were used to determine the l'i's using 

the relation at the begin of this chapter. 

5.4 Results 

As with the statistical uncertainty, the covariance matrix elements, Gij, were determined and 

the uncertainty for the ith bin was taken as VC'ii. The cross section results are summarized 

in Chapter 6 (Table 6.1). The total systematic uncertainty on the cross section from the 

normalization factor, S,is - 9%. The magnitudes ofthe other systematic uncertainties vary 

-with P¥'. The contribution from the acceptance is roughly constant at 6% except in the 

last two bins where it grows to - 10%. The systematic uncertainties from the backgrounds 

range from 2% at small Pt" to - 25% at large Pt". The systematic uncertainty from the 

resolution smearing correction is very large for the first bin (- 50%) but drops rapidly 

to between 10% and 20% for 5.0 < Pjr < 25 GeVIc and is less than 6% for Pjr > 40 
GeVIc. The systematic uncertainty from the energy corrections is between 15% and 30% 

for P¥, < 40 GeV Ic and "" 13% for Pt" > 40 GeV Ic. The complete covariance matrix 

and the correlation coefficients are given in Appendix D. At small pr, the bins are highly 

correlated with the adjacent bins, pi,i+! - 0.9. In the large pr range the bins are less 

correlated. The covariance matrix is used to determine the uncertainty on the integrated 

cross section above a given PTin. and the X2 comparisons given in the next chapter. 

-
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Chapter 6 

Summary of the Results 

Chapter 3 described the efficiencies, acceptance, and backgrounds for the collected sample 

of W bosons. The corrections whlch were applied to each event (PI correction) and to 

the spectrum as a whole (resolution smearing correction) were described in Chapter 4. 

These two chapters give the necessary information for determining the differential cross 

section, dO"ldPT' Chapter 5 gives the relation used to calculate the differential cross section 

values. Chapter 5 also explains how the systematic uncertainties were propagated into the 

measurement of the 17 spectrum. Thls chapter summarizes the results found from the 

application of the corrections to the raw spectrum and the propagation of the systematic 

uncertainties. 

6.1 The Differential Cross Section, du /dPT 

The differential cross section was determined using Equation 5.2. and the values for each 

bin are summarized in Table 6.1. The raw value is the (number of events)/GeVIc before 

any corrections. The energy corrected value is the (number of events)/GeVIc after the PI 

correction was applied to each event. Finally, the fully corrected cross section (pb/GeVIc) 

is given for each bin. The full PT spectrum1 is shown complete with systematic error bars 

in Figure 6.1. The outside error bar represents the combined systematic and statistical 

1Appendix C describes how the positions for the highest PT bins are determined. 
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uncertainty while the inside error bar is only the statistical uncertainty. The solid lines are 

a next-to-Ieading order QCD calculation [19, 20]. The lines represent the theoretical limits 

on the calculation. The calculation used HMRS B structure functions [21] and AQCD =190 

MeV. There is good agreement between the theoretical prediction and the measured cross 

section. The agreement in the large pf region is especially good. In this region, the 

experimental and theoretical systematic uncertainties are the smallest. The low end of the 

spectrum is shown in Figure 6.2 with the same theoretical prediction. At the low end, some 

deviation is seen in the range 10 to 25 GeV Ic. However, these bins are highly correlated 

(see Appendix D) and the bins would tend to fluctuate up together. When a X2 comparison 

with the full covariance matrix was performed in the region 5 to 30 GeVIc, the X2 In, was 

found to be 0.7. Treating the errors as independent (using only the diagonal elements of 

the covariance matrix) gave X2 In, =9.5. A X2 comparison with the covariance matrix over 

the full pf range gave a X2 In, = 2.4. Most of the discrepancy comes from the first bin 

where both the theoretical and experimental uncertainties are largest. When the first bin 

was not included in the X2 comparison, the X2 In, is 0.75. 

6.2 Integrated Cross Section 

Once the differential cross section was determined, it was straight forward to integrate the 

distribution either over the full pf range, to give the total cross section, or over a limited 

range, to give the cross section above a pf cutoff. The integration used the covariance 

matrix to propagate the uncertainties. The total measured cross section for W boson 

production is: 

ow = 21.0 ± 0.5 (stat) ± 2.6 (sys) nb 

where the assumed branching fraction for W - ell is 1/9. The theoretical prediction for 

this value is 18.6 ± 2.8 nb. Including, the branching ratio for W __ ell gives CT • B = 

2.33 ± 0.05 (stat) ± 0.29 (sys) nb. This is in good agreement with another analysis of the 

CDF production data which measured the total cross section as CT· B = 2.19± 0.04 (stat) ± 

0.21 (sys) nb [57]. The systematic uncertainty from the integrated differential cross section 
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PT Range 
(GeVIe) 

PT 
(GeV Ie) 

Raw 
(events/GeV Ie) 

Energy Corrected 
(events/GeV Ie) 

dO'jdPT (pbjGeVIc) 
(±stat±sys & stat) 

0-2 1.0 171.5 ± 9.3 45.5 ± 4.7 694 ± 75 ± 460 
2-4 3.0 273.5 ± 11.7 125.0 ± 7.9 1562 ± 102 ± 680 
4·6 5.0 248.5 ± 11.1 147.0 ± 8.6 1419 ± 84 ± 390 
6-8 7.0 145.0 ± 8.5 135.5 ± 8.2 1084 ± 68 ± 230 
8 - 10 9.0 99.0 ± 7.0 132.0 ± 8.1 963 ± 61 ± 205 
0- 12 11.0 73.5 ± 6.1 108.5 ± 7.4 762 ± 54 ± 180 
12 - 14 13.0 44.0 ± 4.7 97.0 ± 6.9 684 ± 51 ± 175 
14 ­ 16 15.0 39.0 ± 4.4 73.5 ± 6.1 521 ± 45 ± 130 
16 - 18 17.0 19.5 ± 3.1 62.5 ± 5.6 451 ±43 ± 115 
18 ­ 20 19.0 21.5 ± 3.3 53.0 ± 5.1 388 ± 40 ± 97 
20 - 25 22.5 17.2±1.9 38.8 ± 2.8 291 ± 22± 69 
25·30 27.5 7.6 ± 1.3 20.6 ± 2.0 154 ± 16± 37 
30 - 35 32.5 4.8 ± 1.0 15.2 ± 1.7 115 ± 14 ± 28 
35 - 40 37.5 4.8 ± 1.0 8.20 ± 1.3 61.1 ± 9.9 ± 16.5 
40 - 45 42.5 3.4 ± 0.8 6.80 ± 1.2 51.5 ± 9.2 ± 14 
45· 50 47.5 2.4 ± 0.7 5.40 ± 1.0 40.5 ± 8.1 ± 12 
50 - 60 54.7 0.9 ± 0.3 2.7 ± 0.5 19.6 ± 4.0 ± 5.9 
60 - 80 68.9 0.45 ± 0.15 1.05 ± 0.23 7.3 ± 1.7 ± 2.7 

80 - 130 99.6 0.12 ± 0.05 0.200 ± 0.06 1.18 ± 0.41 ± 0.69 
130- 180 151.2 0.02 ± 0.02 0.080 ± 0.04 0.44 ± 0.24 ± 0.28 

Table 6.1: Cross section values for each pro 
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Figure 6.1: The differential cross section, d4/dPr. The data points a.re fuDy corrected. 
The solid band is a next.to-leading order prediction 120J with HMRS(B) structure functions 
and AQCD = 190 MeV. The width ofthe band represents the theoretical uncertainty ofthe 
predictioL. 
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Figure 6.2: Same as Figure 6.1 except for the low Pr range. The low Pr bins are highly 
correlated and therefore should fluctuate as a unit (see text for more). 
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is slightly larger than the systematic uncertainty from the total cross section measurement. 

Part of the difference is caused by not renormallzing the spectrum after the smearing and 

f,T systematic variations (see Chapter 5). Ideally, the systematic uncertainty of the h 

and smearing corrections should not affect the systematic uncertainty of the integrated 

spectrum; but it is impossible to determine systematic variations which perfectly maintain 

the number of events. However, the process for determining the covariance matrix was 

repeated without allowing the smearing and h corrections to vary; this eliminates their 

contribution. The systematic uncertainty on the integrated cross section (0' •B) becomes 

±0.26 nb. 

It also possible to examine the cross section above a minimum PlY. The spectrum was 

integrated above pfin and the covariance matrix was used to propagate the uncertainty. 

Figure 6.3 shows the integrated spectrum above p,pin as a function of p,pin. The cross 

section for W boson production with PT > 50 GeV Ic is 423 ± 58 ± 108 pb. This is in 

excellent agreement with the theoretical prediction of 428 ± 64 pb. 

6.3 Heavy Particles Decaying into W's 

, A heavy particle which decays into a W boson could give an enhancement to the PlY . 
spectrum at large PlY. However, the sensitivity of the inclusive spectrum to the effect of 

a heavy particle is not large. Figure 6.3 shows the expected signal from the decay of a 

heavy top quark (mtop = 90 GeVIc2 ). The signal is approximately a factor ofthree lower 

than the standard W production based on QCD processes. The same curve is shown for a 

top quark with a mass of 150 Ge V Ic2• To improve the signal to background ratio, further 

requirements, such as demand two or more high 17 jets, would have to be made on the 

event topology. Therefore, any significant deviation in the large PlY region of the inclusive 

distribution would indicate either the production of a heavy particle with a. very large cross 

section or the failure of QeD to properly predict the production cross section. Figure 6.1 

and 6.3 show that QCD gives an excellent prediction of the production of W bosons with 

large transverse momen tum. 
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Figure 6.3: The integrated cross section above a pf'in as a function of pf'in. The value at 
p¥in = 0.0 GeVIc represent the total cross section for W boson production. The dashed 
(dotted) line represent the prediction from the decay of a top quark with Jntop = 90 (150) 
GeVIc2• The solid line is the theoretical prediction with HMRS(B) structure functions and 
AQCD =190 MeV. 
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Chapter 7 

Conclusions 

The differential cross section for W boson production provides several important tests of 

our understanding of the Standard Model. First, the agreement between the measured total 

cross section and the theoretical prediction provides evidence that the couplings of the W 

boson to quarks is properly predicted by the Standard Model. Second, the differential cross 

section, do"/dPx, depends both on the coupling of the W to quarks and the coupling of 

quarks to gluons (see Figure 1.3). The excellent agreement between experiment and theory 

in the region with ppt > 50 GeV Ic indicates our theoretical models of the production of 

intermediate vector bosons with large transverse momentum are remarkable good. 

Understanding W production also has several important contributions to other analy­

ses. First, understanding W production will assist searches for the top quark. Since the top 

quark is heavier than the W boson, the top quark decays into a real W boson. Attempting 

to separate the signal of a top quark from standard W production requires knowledge of the 

production mechanisms. Second, the large Px region of the W distribution can be scaled 

to the Z boson cross section to predict how the number of large Px Z - 1111 events. This is 

important for monojet and supersymmetry studies. 

In the future, larger data samples will allow two improvements to the measurement of 

the inclusive transverse momentum spectrum. First, larger PT'S can be reached with more 

integrated luminosity. Second, the energy corrections can be determined more precisely 
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with a larger sample of Z bosons. With a very large sample of Z bosons, the Z's alone will 

allow a precise measurement of intermediate vector boson production at low PT' However, 

because of the larger cross section, the W boson will always have the advantage of reaching 

to larger PT'S. 

In conclusion, the differential cross section for W boson production was measured 

in proton-antiproton collisions at a center of mass energy of 1.8 TeV. The spectrum was 

measured in the range 0 < pfV < 180 GeV Ic and fully corrected for all know experimental 

effects. A next-to-Ieading order QeD calculation agrees with the corrected distribution 

especially in the large Pp' region where both the experimental and theoretical systematic 

uncertainties are smallest. The total cross section is 2l.0±O.5 (stat)±2.6 (sys) nb compared 

with a theoretical prediction of 18.6 ± 2.8 nb. The cross section for W production with 

17 > 50 GeVIc is 423 ±58 ± 108 pb in excellent agreement with the theoretical prediction 

of 428 ± 64 pb. 
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Appendix A 

Electron Identification Efficiency 

versus W Transverse Momentum 

The electron identification efficiency was taken as a constant for all Pi-". The validity of 

this assumption was investigated for several electron cuts. First, the requirement 

E 
Had/EM < 0.055 +0.045 * 100. (A.1) 

was derived with electrons from a test beam. This form attempts to maintain a constant 

efficiency over a large energy range. However, the sliding cut hits a hard cutoff at 0.125 

due to a trigger cut and an offline electron cut. The hard cutoff occurs for electrons with 

E > 145 GeV. An analysis [58] of test beam electrons parameterized the efficiency of the 

Had/EM cut as a function of the cut value (X) and the electron energy (E). The form of 

the parameterization is, 

€(X, E) = 1- bexp(-o.X/E) (A.2) 

with 0. =5556 and b =1.22. This parameterization would predict an efficiency of 98.6% 

for a cut of 0.125 and an electron energy of 150 GeV. Increasing the electron energy to 200 

GeV decreases the efficiency to 96%. The highest bin for the Pi-" spectrum ranges from 

130 GeV/c to 180 GeV /c (see Chapter 6). For this range of Pi-", a Monte Carlo program 
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predicted the average electron energy is approximately 100 Ge V. Although the tail of the 

electron energy spectrum does extend to near 200 GeV, convoluting the spectrum with the 

efficiency parameterization (Eq. A.2) gave an efficiency of 98.6 %, not significantly below 

the 99% used. 

It is also possible that a bias was caused by the trigger. H the EM energy measured 

by the trigger saturates, the HadlEM measured at the trigger level would be artificially 

high. This possibility was examined by selecting events which passed all the oftline cuts but 

failed the online electron trigger requirement 1. Only one event with a pr above 80 GeV Ic 

was found. This is consistent with the number expected from the measured 97% trigger 

efficiency. 

Because of the jet activity, the isolation cut (/ < 0.1) also could have an efficiency 

which changes as a function of pr. A Monte Carlo program was used to study the electron 

isolation for different ranges of pr. Table A.1 shows the results of the Monte Carlo study. 

The simple study shows no apparent degradation of the efficiency for pr's to 200 GeV Ic. 
For large pr the electron is boosted in the W direction. Considering the naive case with 

a single jet recoiling against a W, the electron will tend be thrown away from the jet. 

Obviously, the situation is more complicated when more than one jet exists in the event. 

W PT Range (GeV Ic) 1 Jet MC 2 Jet Me 
0-50 96% 95% 

50 ­ 100 95.5% 95% 
100 ­ 200 96.5% 97% 

Table A.1: The isolation cut efficiency for different ranges of pr and different jet multi. 
plicities. The efficiency is not a strong function of pr or multiplicity. 

The efficiency of the strip X! and LSHR cuts were examined using the data. These 

cuts are most likely to be a function of the ET and therefore indirectly a function of pr. 
A sample was selected by requiring all the electron identification cuts except the LSHR 

and strip X; requirements. The electron ET was required to be greater than 25 GeV. The 

IThese events will sa.tisfy the h trigger 
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efficiency for the LSHR and X~ cuts were examined for different ranges of electron ET. The 

results are summarized in Table A.2. The uncertainties in Table A.2 are statistical. These 

efficiencies are not the independent efficiency for these cuts since correlations exist with other 

electron identification cuts. However, it is important that the values are approximately the 

same for the two ranges of electron ET. These efficiencies also may be affected by jet 

activity. However, given the weak dependence of the electron isolation, the efficiencies for 

the X; and LSHR are probably not strong functions of PlY (total Er). 

Electron ET Range (GeV) LSHRE X; E 
25-45 97± 0.3% 97± 0.3% 
55 -150 96± 2.0% 96±2.0% 

Table A.2: The strip X; and LSHR efficiency for two ranges of electron Er. 

The electron identification cuts involving the CTC track are probably not sensitive 

to the PlY or at least less sensitive than the cuts examined above. Therefore, taking the 

electron identification cut efficiency as a constant, for the range of PlY's considered, was a 

reasonable approximation. However, for PlY's much larger than 200 GeV Ic the efficiency 

for some cuts may be expected to fall. 
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Appendix B 

Fragmentation Tuning 

Simulating the observed cluster (jet ) energy required convoluting the particles in the jet 

with the low energy response of the calorimeter. In order to properly simulate the data, the 

fragmentation properties of the Monte Carlo must correctly reproduce the fragmentation 

properties observed in the data. The fragmentation model is based on the ISAJET Monte 

Carlo fragmentation (Feynman-Field) [38]. The parameters of the model were adjusted to 

a data sample of two jet events which was not limited by statistics [54]. The jets used 

to tune the fragmentation are restricted to the central calorimeter where tuning quantities 

were defined with tracking information (see Section B.3). Since the tracking information 

was used, the tracking finding efficiency for the particles in jets must be understood and 

incorporated into the Monte Carlo simulation. After the Monte Carlo program was tuned 

to the two jet events, the simulated fragmentation was compared with the fragmentation 

observed in W events. This appendix discusses the measurement of the tracking efficiency 

in jets and the comparison of the tuned fragmentation with W events from data. 

B.1 Tracking Efficiency 

The observed fragmentation in the data not only depends on the physical fragmentation, 

it also depends on the efficiency for finding tracks in jets. Therefore, the track finding 

efficiency must be included in any fragmentation simulation tuned to the data. To measure 
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the track finding efficiency, first a data sample was selected. The events were chosen using 

the following criteria: 

1. 	At least one jet in the central detector (11]1 < 0.7). 

2. A second jet back to back in 4>, within 30°. 

3. 	The average jet energy, (Ej. +Ef)/2, greater than 15 GeV. 

4. No third jet with Er > 15 or Er > 0.25 .. (E} +EJ.) GeV. 

5. 	1]boo.t =('h + '12)/2 < 1.0 and ",* = ('11 - '12)/2 < 1.0. 

6. A Z-vertex within 50.0 em of the nominal interaction point. 

Next, a Monte Carlo track was embedded into the central jet in these events. The raw hits 

of the Monte Carlo track were merged with the raw hits from the data. A different Monte 

Carlo track was embedded into the same real jet 30 different timesl . The Monte Carlo 

tracks had the following characteristics: 

1. 	The longitudinal momentum (relative to the jet axis) divided by the ET of the 

duster was generated 'flat between 0.0 and 0.4. 

2. The transverse momentum (relative to the jet axis) spectrum was an exponential 

with an average F:r of 0.7 GeV/c. 

3. 	The track was within a cone with R = 0.8 centered on the jet axis. 

4. 	The azimuthal angle in the jet was randomized between 0 and 360 degrees. 

5. 	The Monte Carlo track exited the CTC at the full radius. 

6. 	The charge of the track was randomized with equal contributions of ± charges. 

The efficiency was studied by retracking the events and determining how often the 

embedded track was found. Only tracks with full 3-dimensional reconstruction and with 

PT > 500 MeV /c were considered. The Monte Carlo track was considered found if more 

than 25% ofthe hits from a good track matched the hits ofthe Monte Carlo track (generator 

lThis sa.ves some CPU time a.nd keeps the da.ta set to a. manageable aize. 
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Track Efficiency in jets with < F/r >- 80 GeV 
.6.XY (3 em steps) vs t:J.Z (5 em steps) 

0-3 3-6 6-9 9-12 12-15 15-18 18-21 21-24 24-27 27-30 >30 
0-5 0.62 0.75 0.78 0.80 0.84 0.85 0.88 0.90 0.91 0.91 0.91 
5-10 0.65 0.77 0.79 0.82 0.85 0.87 0.89 0.90 0.91 0.91 0.92 
10-15 0.67 0.78 0.81 0.84 0.87 0.90 0.90 0.91 0.91 0.92 0.92 
15-20 0.69 0.79 0.83 0.85 0.88 0.90 0.90 0.91 0.91 0.92 0.92 
20-25 0.71 0.80 0.84 0.86 0.89 0.89 0.91 0.91 0.91 0.92 0.93 
25-30 0.73 0.82 0.85 0.89 0.90 0.91 0.91 0.92 0.92 0.93 0.93 
>30 0.76 0.85 0.87 0.90 0.91 0.91 0.92 0.92 0.93 0.93 0.93 

Table B.1: 

level). If more than one track in the event satisfied this requirement, the track with the 

largest fraction of hits matching the Monte Carlo track was taken as the embedded Monte 

Carlo track. 

The tracking efficiency is parameterized as a function of inter-track distance and jet 

ET. The inter-track distance was broken down into XY (R. tP) and Z components. Table 

B.l shows the efficiency as a function of inter-track distance for jets with an average F/r of 

80 GeV. The table is broken into 11 bins in the XY direction (0 - 3 em, 3 - 6 em, 6 - 9 em, 

... ,27 - 30 em, > 30 em) and 7 bins in the Z direction (0 - 5 em, 5 -10 em, ...,25 - 30 em, 

> 30 em). These distances are the sum of the inter-track distances at three different wire 

radii (wires 0, 36, 83). The values in the table were smoothed to give a monotonically 

increasing efficiency with XY and Z distances. The uncertainty on each component is on 

the order of 5 - 10%. 

To determine the dependence on jet ET, the measurement was repeated using a sample 

of jets with F/r > 150 GeV. The results are shown in Table B.2. Finally, the F/r dependent 

tracking efficiency in jets is parameterized as follows: 

For Efet < 80 GeV: 

1- Eff(I,J) = 1- Eff(I,J)[80] - 0.001 X (SO - Efet) (B.1) 

For Efet > 80 GeV: 

1 - Eff(l, J) = 1 - Eff(l, J)[80] - S(I, J) X (80 - E~t) (B.2) 
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Track Efficiency in jets with F/r > 150 GeV « F/r >- 170 GeV) 
aXY (3 em steps) vs aZ (5 em steps) 

0-3 3-6 6-9 9-12 12-15 15-18 18-21 21-24 24-27 27-30 >30 
0-5 0.50 0.62 0.68 0.70 0.72 0.75 0.78 0.79 0.81 0.82 0.84 

5-10 0.58 0.64 0.68 0.71 0.74 0.76 0.79 0.81 0.83 0.84 0.86 
10-15 0.62 0.66 0.69 I 0.73 0.76 0.79 0.82 0.84 0.86 0.87 0.89 
15-20 0.64 0.68 0.71 0.74 0.78 0.81 0.84 0.87 0.89 0.90 0.90 
20-25 0.68 0.72 0.76 0.80 0.82 0.84 0.87 0.88 0.90 0.91 0.91 
25-30 0.74 0.78 0.80 0.82 0.84 0.86 0.88 0.89 0.90 0.91 0.92 
>30 0.78 0.80 0.81 0.82 0.85 0.87 0.88 0.90 0.91 0.92 0.93 

Table B.2: 

S(1,J) = aEff(I,J)/aET 
Values Multiplied by 100 

aXY (3 em steps) vs aZ (5 em steps) 

0-3 3-6 6-9 9-12 12-15 15-18 18-21 21-24 24-27 27-30 >30 
0-5 0.14 0.14 0.11 0.11 0.12 0.11 0.11 0.11 0.11 0.10 0.08 
5-10 0.10 0.13 0.12 0.12 0.12 0.12 0.11 0.10 0.09 0.08 0.07 
10-15 0.06 0.13 0.13 0.12 0.12 0.12 0.09 0.08 0.06 0.06 0.03 
15-20 0.06 0.12 0.13 0.12 0.11 0.10 0.07 0.04 0.02 0.02 0.02 
20-25 0.03 0.09 0.09 0.07 0.08 0.06 0.04 0.03 0.02 0.02 0.02 
25-30 0.02 0.04 0.07 0.07 0.07 0.06 0.03 0.03 0.02 0.02 0.01 
>30 0.02 0.06 0.07 0.07 0.07 0.04 0.04 0.02 0.02 0.01 0.00 

Table B.3: Slope values for the F/r dependence of the tracking efficiency 

Where Eff(I, J)[80J is an element in Table B.l. The slopes, 5(1, J), are linear extrapolations 

between the values in Table B.1 and the values in Table B.2, 

S(I,J) = (Eff(I,J)[80] - Eff(I,J)[170])/90. (B.3) 

The SCI, J) • 100 are given in Table B.3. 

Tables B.1 and B.2 roughly agree at the lower right (large inter-track c:listance) and 

disagree at small inter-track c:listances. The upper left element (smallest inter-track c:lis­

tance) is changing the fastest (see Ta.ble B.3). At a jet ET of roughly 525 GeV, the pa­

rameterization predicts 0 efficiency. The efficiency should flatten out at some lower F/r. A 

jet F/r of 400 GeV was arbitrarily taken as the energy above which the efficiency does not 

change. This limit is well above any jet observed in the current sample of W events and has 
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no effect on this analysis. The measured tracking efficiency was incorporated in the Monte 

Carlo simulation of tracks. 

B.2 Data and Simulation Samples 

To test the fragmentation tuning for jets in W events, events from the data and Monte Carlo 

simulation were selected for comparison. The data sample was chosen from the standard 

W sample with the additional requirement of jet activity. The following two requirements 

were made: 

1. One and only one jet with ET > 10.0 GeV (Obi.). 

2. 0.1 < l'ljet! < 0.7 

This leaves a sample with 138 events. 

For the Monte Carlo sample, the PAPAGENO Monte Carlo was used as the event 

generator. At the generator level the following requirements are made: 

1. PT of the jet parton> 4.0 GeV Ic. 

2. ! 'ljet! < 3.5 

The Monte Carlo events were put through a detector simulation which incorporated the 

tracking efficiency in jets. All the standard selection requirements were made on the electron 

and the IT. Finally, the same jet requirements were made on the Monte Carlo events as 

were made on the data. 

B.3 Fragmentation Quantities 

In order to compare the fragmentation of the Monte Carlo to the data, a set of track 

quantities was selected for comparison. The following quantities were examined: 

1. Track PT (relative tc the beam). 

2. Track Multiplicity inside the clustering cone. 
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Clustering 
Cone 

.Jet 
Axis 

Figure B.l: The definition of the underlying event slice. The slices are located 900 away 
from the jet axis direction and have a half width of 0.7 radiam. 

3. Track 6¢. This is the difference between the jet axis ¢ (detector coordinates) 

and the track ¢ (detector coordinates). 

4. Track ZT = P1frk / F!j.lfU • 

5. Track Z~ =P1frk
/ E pI""·. 

The tracks used for the comparison were required to be good 3-dimensional tracks with 

Pr > 500 MeV and the track must fall inside the clustering cone (R = v'6fj2 +6¢2 = 0.7). 

Besides jet fragmentation, the energy flow of the underlying event from the spectator 

partons must also be tuned. The underlying event distributes energy everywhere in the 

detector including in the clusters. The underlying event was studied by examining tracks 

in slices (6¢ =2 • 0.7) 90 degrees away from the jet ¢ direction (see Figure B.1). IT the 

electron was located inside an underlying event slice, that slice was ignored. The underlying 

event was examined using the following quantities: 

1. Track Pr Spectrum. 
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2. Track Multiplicity. 

3. Sum of the Track PT. 

B.4 Comparisons 

The fragmentation tune determined with the two jet sample was used as a starting point. 

Figures B.2 to B.4 show a comparison of the jet fragmentation quantities in data and Monte 

Carlo for W events. The data is shown as points with statistical error bars and the Monte 

Carlo prediction is the histogram. For each quantity the ratio of the data value divided 

by the Monte Carlo value was examined to expose any systematic effects. The agreement 

between the data and Monte Carlo is reasonably good but not perfect. However, additional 

adjustment of the available parameters is unlikely to provide better agreement. Deviations 

in the fragmentation tend to be second order effects for the clustered energy correction since 

the low energy response does not change rapidly with particle momentum [49, 50]. The 

fragmentation tuned to the two jet sample adequately predicts the fragmentation observed 

in the W events from the data. 

The energy flow from the underlying event was also examined. In this case, the Monte 

Carlo program tuned to the two jet events does not agree with the observed data. This' 

was expected since it is known that two jet events have a more active underlying event 

than Wevents. The underlying event was tuned by a single parameter, Xve , which loosely 

represents a scale factor for the mean 1'T of the underlying event tracks. This parameter 

was tuned using the sum PT for all the tracks in the underlying event slice. In the data 

sample, the average track PT sum was found to be 1.94 GeV Ie. With the two jet tuneH 

value (Xve = 0.370), the Monte Carlo value of the average track PT sum is 2.4 GeV Ic. 
Adjusting Xve to 0.248, the Monte Carlo value becomes 1.92 GeV Ie. This value of Xve was 

used for the simulation of the underlying event. Figure B.4 and B.5 show the underlying 

event quantities for the data and Monte Carlo with Xve =0.248. Like the jet fragmentation 

quantities, the agreement is not perfect but adequate. 
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Figure B.2: A comparison between the data and the Monte Carlo fragmentation quantities 
for Track PT and Track Multiplicity. The points are the data and the histogram is the 
prediction from the Monte Carlo program. 
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from the Monte Carlo program. 
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for the underlying event Multiplicity and the sum of the track P:r's. The points are the 
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Appendix C 

Bin Position for High PfY Bins 

For the high Pi" bins (pr > 50 GeV Ie), the Pi" spectrum falls substantially from the 

lower edge of the bin to the higher edge of the bin. Given the spectrum shape, plotting the 

result at the bin center is not appropriate. The measured value for each bin represents the 

integrated cross section in the bin divided by the bin width. The proper position, p;'ot, to 

display the measured value is given by, 

(C.1) 

(see Figure C.1). Since duld17 is the quantity being measured, this expression can not be 

used as it stands. However, by fitting the results to a function, the function can be used to 

approximate how the spectrum falls from one side of the bin to the other. Given a function 

for duId17, the expression above can be solved numerically to determine p;'ot for each bin. 

Using the function given in Section 6.2.2, the procedure predicts the p;'ot position for the 

highest four bins. The p;'ot,s (bin center) are 54.7 (55), 68.9 (70). 99.6 (105), and 151.2 

(155). The variation from the bin center for the lower 17 bins is small and no changed was 

made. If instead of using a fit to the results, a. fit to the theory is used, the p;'OhS found 

are very similar to those given above. 
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Figure C.I: The determination of the plotting position for the high Pr spectrum bins. 
The bin center is not the proper position to plot the measured value for the high Pr bins. 
Instead, the position, pflot is the correct position. 
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Appendix D 

Covariance Matrix 

In Chapter 5, a covariance matrix was derived to describe the correlations between bins of 

the transverse momentum spectrum. The covariance matrix is define by the relation, 

M 

Cij = ~ 2:cvr - Yi) *(yt - Yi) (D.1) 
n=l 


where, 


• M, the total number of simulated samples generated. (M = 106) 

• Yi, the average value for the ith bin. Taken as the fully corrected cross section for the 

,'th bin. 

• Yin is the value for the ith bin for the nth sample. 

The covariance matrix given in Table D.l contains both the systematic and statistical 

uncertainty. The matrix is symmetric and only the upper half of the matrix is shown. 

The covariance matrix can be used to determine the correlation coefficients. The 

coefficients described the magnitude of the correlation between different bins and are defined 

as, 

__ - C--I)
P'J (D.2)- ..jCii *Cjj 

The correlation coefficients are given in Table D.2. 

120 



) ) ) 

!3p1"'~
"1 t:r pi

S. ~ ; ~ 
>: 0 .... _ 


Ui' ~ I:i:: ~ 

G'l • ":!:I!7 
t:r ""I 
o t-3 B t-3 
~g'(1)g' 
s· a 58 
... ~ "1 ~ 
~ pi a.... 
o t:I (1) I» 

'0 ~ t:I t:I 
.... ... s 
(1) n .... 
n 0 CII B
mdlftpl 
... I"tt:r ...o CI 0 "'t 
8 : ~ =: H 11 12 13 14 IS 16 17 18 ~_~ I 

r==l I c=J 3 4~ S ~ 7 8 9 10 _I--

I 
2 
3 
4 
S 
6 
7 
8 
9 
10 

0.212E6 0.300E6 0.1S9E6 -0.42lES -0.600ES 
OA68E6 0.247E6 -0.481 t~S -0.809ES 

0.150E6 -0.884E4 -0.3l0E5 
0.S31E5 0.348ES 

OA24ES 

-0.56.n~5 -0.M6ES -0.390ES -0.319ES -0.236ES 
-O.794E5 -O.77SES -0.557E5 -0.460ES -0.343E5 
-O.J66ES -0.3641<:5 -0.265ES -0.225ES -O.I70ES 
O.250E5 0.224ES 0.149ES 0.107ES 0.740E4 
0.315ES O.293ES 0.210ES O.167ES 0.126ES 
O.334ES 0.288ES 0.212ES 0.173ES 0.138ES 

0.302E5 O.204ES 0.163ES 0.I30ES 
0.174E5 0.12lES 0.991E4 

O.I31E5 0.916E4 
0.93SE4 . 

1::1 d • 0 
G'lBt-3"'t 
~ C" t:r ... 

< ~ (1) g' 

(1) 1ft B n 

.... ~ II: ~ ~ t,).... ~ (1) ~. C" 
!II ceo ~ s· 

< lij' (1) 
(1) 1ft 1ft 
t:I,<'< 
!.B~ 
o B (1)
1::1 (1) B 

(Jq ... ~ 
t+ ::!..... . 
t:r n n 
(1) I» ~ 
C"t:I ...oQ.­
a,o"
(1)e.~
lit '< iii' 
ot:rtt. 
"""~. n ... l:iiIf.. 
g'S.d 

I"t ... 1::1 

p t:r S 
~(1)~
::1. e. DI 
x (1) ""•• B 1::1 
.....:I(1)~ 

u 
] 

---- - _._ .._.._.........- --------

I 
2 
3 .. 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
IS 
16 
17 
18 
19 
20 

-0.144ES -0.M6E4 -0.322E4 
-0.21lES -O.779E4 -0.440E4 
-0.107E5 -O.369E" -O.187E4 
O.394E4 O.203E4 O.162E4 
0.791E4 0.351E4 0.241E4 
0.91SE4 O.389E4 0.243E4 
0.848E4 O.346E4 0.206E4 
0.659E4 O.269E4 0.1S9E4 
O.657E4 O.300E4 0.197E4 
0.S58E4 0.2S7E4 0.168E4 
O.481E4 0.206E4 O.139E4 

O.138E4 O.777E3 
0.809E3 

-0.159E4 -0.128E4 -0.IOIE4 -O.583E3 -O.26SE3 -O.6SIE2 -O.I08E2 
-0.21lE4 -0.t6lE4 -0.129E4 -O.753E3 -0.3S0E3 -0.880E2 -0.129E2 
-0.802E3 -0.S56E3 -O.429E3 -O.259E3 -0.130E3 -0.348E2 -0.30SEI 
0.963E3 0.88SEl 0.711E3 0.371E3 O.l40E3 0.27"E2 0.842El 
0.130E4 O.110E4 0.878E3 0.459E3 0.183E3 0.376E2 0.I06E2 
0.11n;4 0.934";3 0.722E3 0.347t;3 0.125E3 O.219E2 0.742EI 
0.982E3 0.785E3 0.613E3 0.301E3 O.lllE3 0.207E2 0.649EI 
O.746E3 O.590E3 O.4S7E3 0.224E3 O.82SE2 O.IS3E2 OA92EI 
O.95SE3 O.742E3 0.563E3 0.267E3 O.982E2 0.17SE2 O.600EI 
0.803E3 0.617E3 0.466..:3 0.216E3 O.777E2 O.132E2 OA8SEI 
0.666E3 0.S07E3 0.378E3 O.171E3 0.608E2 0.987El 0.390EI 
0.383E3 O.294E3 O.219E3 O.996E2 O.360E2 O.593EI 0.231EI 
O.299E3 O.233E3 O.I74E3 O.80SE2 O.299E2 O.517EI 0.190El 
O.274E3 O.124E3 O.939E2 O.453E2 O.178E2 O.l41El O.lllEI 
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n 1 2 3 5 6 7 8 9 10 

1 1.000 0.952 0.889 -0.398 -0.633 -0.670 -0.682 -0.641 -0.605 -0.530 
2 1.000 0.929 -0.305 -0.574 -0.635 -0.652 -0.617 -0.588 -0.51S­
3 1.000 -0.099 -0.413 -0.517 -0.539 -0.518 -0.507 -0.453 
4 1.000 0.734 0.593 0.558 0.489 0.406 0.332 
5 1.000 0.837 0.820 0.773 0.711 0.635 
6 1.000 0.906 0.881 0.829 0.780 
7 1.000 0.891 0.820 0.771 
8 1.000 0.815 0.776 
9 1.000 0.828 
10 1.000 

II 11 I 12 I 13 I 14 I 15 I 16 I 17 I 18 I 19 I 20 I 
1 -0.451 -0.319 -0.246 -0.209 -0.198 -0.190 -0.214 -0.216 -0.204 -0.084 
2 -0.445 -0.306 -0.226 -0.186 -0.171 -0.163 -0.186 -0.192 -0.186 -0.067 
3 -0.397 -0.256 -0.170 -0.125 -0.103 -0.096 -0.113 -0.126 -0.130 -0.028 
4 0.246 0.238 0.248 0.252 0.275 0.267 0.272 0.228 0.172 0.130 
5 0.554 0.459 0.411 0.380 0.383 0.369 0.377 0.333 0.264 0.183 
6 0.722 0.574 0.467 0.387 0.367 0.342 0.321 0.257 0.173 0.145 
7 0.703 0.535 0.418 0.341 0.324 0.305 0.293 0.240 0.172 0.133 
8 0.720 0.548 0.423 0.341 0.320 0.299 0.~86 0.234 0.168 0.133 
9 0.828 0.707 0.607 0.504 0.465 0.425 0.394 0.322 0.221 0.187 
10 0.832 0.715 0.611 0.502 0.458 0.417 0.377 0.302 0.197 0.179 
11 1.000 0.799 0.705 0.579 0.524 0.471 0.418 0.329 0.205 0.201 
12 1.000 0.736 0.623 0.569 0.511 0.454 0.364 0.231 0.222 

i 13 1.000 0.635 0.586 0.529 0.479 0.395 0.263 0.239 
. 14 1.000 0.537 0.490 0.463 0.404 0.297 0.238 

15 1.000 0.471 0.456 0.408 0.312 0.240 
16 1.000 0.434 0.398 0.315 0.230 
17 1.000 0.457 0.401 0.257 
18 1.000 0.472 0.265 

I 19 1.000 0.246 
20 1.000 

Table D.2: The correlation coefficients for the combine systematic and statistical uncertainty 
for the da / dPT measurement are shown in matrix form. The matrix is symmetric and only 
half of the elements are shown. The row and column numbers a.re given along the borders 
of the matrix. The matrix is shown in two pieces to conserve space. 
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