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Chapter 1

Introduction and Theory of Drell-Yan Physics

1.1 Fundamental Particles and the Standard Model

The challenge to understand the fundamental nature of the universe has been a quest of mankind since the beginning of civilization. The question of how nature works and what it is made of has lead to the modern age of high-energy particle physics.

The ancient greek philosophers first began the concept of the smallest indivisible component of matter, which they called the atom. Chemists of the 19th century refined the early greek ideas and developed the periodic table of the elements and the rules governing chemical reactions. The large number of so called fundamental atoms and their regular order in the periodic table lead speculation that atoms were actually composed of other more fundamental particles. The early atomic scattering experiments of the 20th century showed that the atom was not fundamental but composed of a positively charged heavy nucleus surrounding by a cloud of negative electrons. This experimental information along with the development of quantum mechanics lead to an excellent understanding of the atomic nature of matter. Soon after, it was determined that the nucleus of atoms was composed of protons and neutrons. Physicists theorized that the
proton and neutron were held together by a strong force that acted only over the size of the nucleus. In 1935, the Japanese theorist Yukawa [1], postulated that this strong force was carried by a subatomic particle that traveled between the proton and neutron. During the 1940's, this subatomic particle was found in cosmic ray experiments and the age of particle physics was born.

Experiments in the 1950's and 1960's lead to the discovery of a large number of subatomic particles. Physicists built particle accelerators to generate larger energy beams to create more massive subatomic particles. Like the case of the periodic table of elements, scientists felt that these subatomic particles must be made up of still more fundamental particles. In the mid-1960's, a theory was developed that these subatomic particles are composed of more fundamental particles called quarks. The theory, called the quark model, required three different quarks that had fractional electric charge and carried a new type of charge, which was called color. The quark model theory was not immediately accepted until scattering of very high-energy beams of electrons onto protons showed that the protons were indeed composed of more fundamental particles. The discovery of the J/ψ meson [2] [3] in 1974 provided the last needed evidence for the acceptance of quarks as the fundamental particles of protons and neutrons. These quarks along with leptons are presently accepted as the fundamental building blocks of matter. Table 1.1 gives the present list of quarks and leptons and their electrical charge [4]. The top quark has not yet been discovered but theoretical and experimental evidence supports its existence. The clearest, although indirect evidence comes from the measurement of the forward-backward asymmetry of bottom jet production in e^+e^− collisions. Experimental measurements match theoretical predictions from the standard model only if the top quark exists and is in a doublet with the bottom quark [5].

Along with the quarks and leptons, the particles that carry the forces of nature are required to complete the list of fundamental particles. Table 1.2 gives the list of fundamental forces and their respective carriers [4].

The present list of quarks, leptons, and force carriers are accepted as the fundamental
Table 1.1: Table of quarks and leptons.

<table>
<thead>
<tr>
<th>Charge</th>
<th>1st generation</th>
<th>2nd generation</th>
<th>3rd generation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quarks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+2/3</td>
<td>up</td>
<td>charm</td>
<td>(top)</td>
</tr>
<tr>
<td>-1/3</td>
<td>down</td>
<td>strange</td>
<td>bottom</td>
</tr>
<tr>
<td></td>
<td>Leptons</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>electron</td>
<td>muon</td>
<td>tau</td>
</tr>
<tr>
<td>0</td>
<td>electron neutrino</td>
<td>muon neutrino</td>
<td>tau neutrino</td>
</tr>
</tbody>
</table>

Table 1.2: Table of fundamental forces and their carriers.

<table>
<thead>
<tr>
<th>Force</th>
<th>acts on</th>
<th>Force carrier</th>
<th>Spin</th>
</tr>
</thead>
<tbody>
<tr>
<td>gravity</td>
<td>all massive particles</td>
<td>graviton</td>
<td>2</td>
</tr>
<tr>
<td>electromagnetic</td>
<td>all electrically charged particles</td>
<td>photon</td>
<td>1</td>
</tr>
<tr>
<td>weak</td>
<td>quarks, leptons</td>
<td>$W^\pm, Z^0$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>electroweak gauge bosons</td>
<td></td>
<td></td>
</tr>
<tr>
<td>strong</td>
<td>quarks, gluons</td>
<td>eight gluons</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1.2: Table of fundamental forces and their carriers.
building blocks of nature. The interaction of these particles is described by the Standard Model of particle physics. The Standard Model consists of the unified electroweak theory, which describes the electromagnetic and weak interaction of particles, and Quantum Chromodynamics (QCD), which describes the strong interactions of particles. As of present, all experimental results can be fit within the framework of the Standard Model.

1.2 The Parton Model

Theoretical calculations using the standard model works well for individual quarks and gluons but not for composite particles, such as hadrons. Since hadrons themselves are not fundamental particles but are collections of quarks and gluons, accurate calculations of cross-sections become difficult because of the large number of initial constituent particles. Also, the strength of the strong force does not allow perturbative methods to be used for QCD calculations. The parton model [6] allows one to calculate cross-sections by making the assumption that high-energy collisions with hadrons can be modeled as collisions of individual quarks and gluons (collectively called partons) and all of the rest of the hadron can be ignored. At sufficiently high energies and momentum transfers, i.e. when \( Q^2 \) exceeds a few \( \text{GeV}^2 \), this approximation holds true [7]. At these higher momentum transfers, the quarks and gluons act as independent point-like particles and perturbative methods can be used for calculations.

The parton model allows many electroweak and QCD processes to be calculated for collision between hadrons. Using the parton model, one can calculate hadron-hadron collision cross sections as [8]

\[
\sigma \sim \sum_{ij} \int dx_1 dx_2 f_i(x_1, Q^2) \tilde{\sigma}_{ij} f_j(x_2, Q^2)
\]

(1.1)

where \( \tilde{\sigma}_{ij} \) is the subprocess cross section, \( f \)'s are the parton distribution functions (PDF's) of each hadron, and the summation runs over all types of partons that contribute to the subprocess. Each parton distribution is a function of \( x \) and \( Q^2 \) where \( x \) is the fraction of longitudinal momentum carried by the parton of the total hadron momentum and
$Q^2$ is the four momentum transferred in the subprocess reaction. The subprocess cross section, $\hat{\sigma}$, is evaluated at the subprocess center of momentum energy $\sqrt{s}$.

1.2.1 Parton Distribution Functions

In order to determine cross sections using equation 1.1, one must have a set of parton distribution functions (PDF's). Several sets of PDF's have been generated from various sources of experimental data. At present, most of the information for PDF's comes from deep inelastic scattering fixed-target experiments at various values of $x$ and $Q^2$. Deep inelastic experiments, e.g. $e + p \rightarrow e' + (\text{anything})$, have the advantage that they can directly measure different quark and anti-quark distributions by using lepton ($e, \mu, \text{and } \nu$) probes on various targets and also accumulate large numbers of events. One disadvantage of deep inelastic scattering experiments is that since they are fixed-target experiments, they do not extend down into the region of small $x$, i.e. $x < 0.01$ for experimentally measurable regions of $Q^2$. The range of $x$ probed by a given physics process can be found from $x_1 x_2 = M^2 / s$ where $M$ is the mass of the propagator particle and $s$ is the square of the center-of-mass energy. The Tevatron, with a center of mass energy of 1.8 TeV, will allow the limit of $x$ to be pushed much smaller. Production of $Z^0$ and $W^\pm$ events, in the region of central rapidity, probe a region of $x \sim 0.05$. Drell-Yan events with a mass of 10 GeV/$c^2$ will probe a lower limit of $x \sim 0.005$, in the region of central rapidity. Values of parton distributions measured in deep inelastic experiments can be evolved from their $x$ and $Q^2$ to values used for Drell-Yan events at the Tevatron by use of the Altarelli-Parisi equations [9]. The measurement of the Drell-Yan, $W^\pm$, and $Z^0$ cross-sections will help directly determine these PDF's at small $x$.

Table 1.3 [10] gives a partial list of PDF's and the experimental data sets used to generate them. The PDF's by Duke and Owens (D-O) [11] and Eichten, Hinchliffe, Lane, and Quigg (EHLQ) [12] are distribution functions generated using data from experiments before about 1983. More accurate experiments and more refined global analysis carried out to next-to-leading order have since superceded these distributions. These consist
Table 1.3: Partial list of Parton Distribution Functions with references to experimental data used. Parentheses indicate the corresponding data are only partially used.

of (Harriman), Martin, Roberts, and Stirling ((H)MRS), Diemoz, Ferroni, Longo, and Martinelli (DFLM), and Morfin and Tung (M-T) At the present time, the (H)MRS and M-T PDF's are most favored.

Figure 1.1 shows the up valence quark density in a proton for different sets of MRS and M-T PDF's at a $Q^2 = 400$ GeV$^2$ while figure 1.2 shows the gluon distribution for the same $Q^2$ [16]. These figure shows the relative uncertainty between the most favored parton distribution functions and therefore the uncertainty in calculating absolute cross sections for a given process. The arrow labeled final shows the value of $x$ for a Drell-Yan event with an invariant mass of 20 GeV/$c^2$ measured in the central region of the CDF detector at Fermilab.

1.3 Drell-Yan Physics

One important probe of PDF's is the process known as the Drell-Yan process. The Drell-Yan process is the annihilation of a quark and antiquark, from a pair of interacting hadrons, into a virtual photon or $Z^0$ which decays into a lepton pair. This is the explanation given by Sidney Drell and Tung-Mow Yan [17] to describe the observation of muon pairs in high-energy hadron collisions by Christenson et al [18]. Several
Figure 1.1: Up valence quark density for several PDF's as a function of $x$. 
Figure 1.2: Gluon density for several PDF's as a function of $x$. 

$Q^2 = 400 \text{ GeV}^2$
Figure 1.3: Lowest-order Drell-Yan Feynman diagram.

Experiments have observed the excess of opposite-signed dileptons as a steeply falling continuum with increasing dilepton mass. Drell and Yan proposed that the continuum is produced by the process shown in figure 1.3. This process is purely electromagnetic and exactly calculable. Review articles on Drell-Yan physics have been written by Kenyon [19], Grosso-Pilcher and Shochet [20], and Rutherford [21] among others. This brief Drell-Yan derivation follows from these reviews.

Applying the parton model to figure 1.3, by using equation 1.1, one gets the Drell-Yan differential cross section to be [19]

\[
\frac{d^2\sigma}{dx_1dx_2} = \frac{4\pi\alpha^2}{9M^2} \sum_i e_i^2[q_p(x_1,Q^2)\bar{q}_p(x_2, Q^2) + \bar{q}_p(x_1, Q^2)q_p(x_2,Q^2)]
\]

(1.2)

where \(x_1\) and \(x_2\) are the momentum fraction of the quark or antiquark in the proton or antiproton, \(\alpha\) is the electromagnetic coupling constant, \(e_i\) is the charge of the \(i^{th}\) quark, and \(q_p\), \(\bar{q}_p\), \(q_{\bar{p}}\), and \(\bar{q}_{\bar{p}}\) are the quark/antiquark parton distribution functions for the proton/antiproton. The sum is over all flavors of quarks contained in the proton and antiproton that contribute to the Drell-Yan process. Equation 1.2 shows that the
The Drell-Yan process is directly proportional to the quark and anti-quark distributions in the proton.

The kinematic constraints of the process yield the following relations. The energy of the virtual photon or $Z^0$ is

$$E_{\gamma,Z^0} = (x_1 + x_2)\sqrt{s}/2$$  \hspace{1cm} (1.3)

and has a virtual mass of

$$M_{\gamma,Z^0} = \sqrt{s_1 s_2} = M_{+_1-} = M$$  \hspace{1cm} (1.4)

where $\sqrt{s}$ is the proton-antiproton center of mass energy, which for the Tevatron is 1.8 TeV.

The Drell-Yan differential cross section can also be written in terms of the rapidity of the virtual photon or $Z^0$, $Y_{\gamma,Z^0}$, so that equation 1.2 becomes

$$\frac{d^2\sigma}{dMdY_{\gamma}} = \frac{8\pi\alpha^2}{9Ms} \sum_i e_i^2[q_{pi}(x_1,Q^2)\bar{q}_{pi}(x_2,Q^2) + \bar{q}_{pi}(x_1,Q^2)q_{pi}(x_2,Q^2)]$$  \hspace{1cm} (1.5)

where the virtual photon rapidity is defined as

$$Y_{\gamma} = \frac{1}{2} \ln[(E_{\gamma} + P_{\gamma})/(E_{\gamma} - P_{\gamma})]$$  \hspace{1cm} (1.6)

and $P_{\gamma}$ is the longitudinal momentum of the virtual photon. When the resulting virtual photon has zero longitudinal momentum, the differential cross section simplifies to

$$\left.\frac{d^2\sigma}{dMdY_{\gamma}}\right|_{Y_{\gamma}=0} = \frac{8\pi\alpha^2}{9Ms} \sum_i e_i^2[q_{pi}(\sqrt{\tau})\bar{q}_{pi}(\sqrt{\tau}) + \bar{q}_{pi}(\sqrt{\tau})q_{pi}(\sqrt{\tau})]$$  \hspace{1cm} (1.7)

where

$$\tau = M^2/s = x_1 x_2$$  \hspace{1cm} (1.8)

and for $Y_{\gamma} = 0$

$$x_1 = x_2 = \sqrt{\tau}$$  \hspace{1cm} (1.9)

One can rewrite equation 1.7 as;

$$M^3 \left.\frac{d^2\sigma}{dMdY_{\gamma}}\right|_{Y_{\gamma}=0} = \frac{8\pi\alpha^2}{9} \sum_i e_i^2[q_{pi}(\sqrt{\tau})\bar{q}_{pi}(\sqrt{\tau}) + \bar{q}_{pi}(\sqrt{\tau})q_{pi}(\sqrt{\tau})] = F(\sqrt{\tau})$$  \hspace{1cm} (1.10)
This shows that the differential cross section should scale as $\sqrt{\tau}$ and not independently on $Q^2$ and $x$. This is the property of scaling. Figure 1.4 [22] is a plot $M^2 d^2\sigma/dM dY|_{\gamma=0}$ as a function of $\sqrt{\tau}$ for various experiments at different beam energies.

1.3.1 Higher-Order QCD Corrections to the Drell-Yan Cross section and the Anomalous K-factor

The above Drell-Yan differential cross sections are derived in the simple parton model for only the lowest-order process. Early experiments observing the Drell-Yan process showed that the cross section was actually larger than predicted and that the perpendicular momentum ($p_T$) of the observed dileptons was also larger [19]. Figure 1.5 shows the experimentally measured values of the Drell-Yan differential cross section compared to the lowest-order predicted cross section from experiment E288 [23]. These differences between the lowest-order theory and experimental measurements were attributed to the neglect of higher-order QCD corrections. This results in the inclusion of the anomalous K-factor in the differential cross section.

$$\frac{d^2\sigma}{dM dy}\bigg|_{\gamma=0} = \frac{K 8\pi\alpha^2}{9M_s} \sum_i e_i^2[q_{\mu_1}(\sqrt{\tau})\bar{q}_{\mu_2}(\sqrt{\tau}) + \bar{q}_{\mu_1}(\sqrt{\tau})q_{\mu_2}(\sqrt{\tau})]$$ (1.11)

The K-factor is defined to be the experimental measured cross section divided by the lowest-order predicted cross section.

The K-factor can be calculated within QCD by accounting for higher-order Drell-Yan processes, such as shown in Figure 1.6. The K-factor is calculated, for next-to-leading order corrections to the Drell-Yan cross section, to be [24]

$$K = 1 + \frac{\alpha_s}{2\pi} \frac{4}{3} \left(1 + \frac{4}{3\pi^2}\right)$$ (1.12)

where $\alpha_s$ is the strong coupling constant and is a function of $Q^2$.

$$\alpha_s(Q^2) = \frac{12\pi}{(33 - 2f)\ln(Q^2/\Lambda^2)}$$ (1.13)

for $Q^2 \gg \Lambda^2$, for which $\alpha_s$ is small. This shows that $\alpha_s$ is a function of the logarithm of $Q^2$ and also $f$, which is the number of quark flavors participating for the range of $Q^2$ of
Figure 1.4: Experimental measurement of \( M^2 d^2 \sigma / dM dY \big|_{Y=0} \). This shows the scaling effect predicted by Drell-Yan theory.
Figure 1.5: Comparision of the lowest-order predicted Drell-Yan cross section to that measured by experiment E288.
For sufficiently massive dileptons, higher order initial state corrections to the Drell-Yan process will not affect the quark momentum distributions. But, for smaller values of \( \sqrt{\tau} \), the PDF's become distorted due to these higher order corrections. In general, higher order corrections should have a small effect on the Drell-Yan process, but because of the large numbers of gluons present at small \( \sqrt{\tau} \) and the increase in cross sections due to color factors, higher order processes have a large effect on the Drell-Yan cross section. This implies that beyond next-to-leading order calculations of the Drell-Yan cross section may be necessary in order to compare to experimentally measured cross sections. It is hoped that further higher-order corrections to the cross section along with measurements of the Drell-Yan cross section at smaller \( \sqrt{\tau} \) will help determine the small \( x \) form of PDF's.
1.4 Other Experimental Measurements

Several experiments have measured the Drell-Yan differential cross section. Figure 1.4 shows the Drell-Yan differential cross section as a function of $\sqrt{s}$ for various experiments. The figure verifies the Drell-Yan prediction of scaling, which is a key in showing that the parton model is valid in calculating the Drell-Yan cross section. Included in the figure are the differential cross section results of UA1 and the CDF measurement presented in this thesis. Other recent measurements of Drell-Yan events have been made by experiments E288 and NA3.

Experiment E288 [23] measured the continuum of dimuons produced from proton-nucleus collisions at Fermilab. The measurements were made with incident proton energies of 200, 300, and 400 GeV onto platinum and copper nuclei. Figure 1.5 shows the comparison of the lowest-order predicted cross section to the experimental measurement of experiment E288. This figure shows the measured values of the K-factor and the prediction of scaling by the parton model. Other experimentally measured K-factors are given in Table 1.4 [20]. The range of measured K-factors goes from about 1.6 to as high as 3.1 while the prediction from the next-to-leading order corrections is approximately 1.4 to 1.9. The discrepancy between measured and theoretical K-factors is attributed to different parameterization of parton distribution functions and the difference in the assumed momentum fraction carried by the gluons [20]. For this reason, recent experiments have no longer quote a K-factor, since the absolute number is too dependent on the choice of parton distribution functions.

Experiment NA3 [29] measured dimuon production from proton-platinum collisions at CERN. The experiment consisted of 400 GeV incident protons colliding with platinum nuclei. The Drell-Yan cross section was measured for dimuon invariant mass above 4.5 GeV/$c^2$. Figure 1.7 shows the shows the value of the K-factor measured by NA3 versus the dimuon invariant mass. The value has a small dependence on the dimuon mass but the absolute value of the K-factor is significantly larger than the next-to-leading order prediction. NA3 states that more precise prediction of high-order effects are need in
Experiment | Beam/Target | Energy $[\sqrt{s}](\text{GeV})$ | K-factor |
--- | --- | --- | --- |
NA3 [26] | $(\bar{p}-p)/\text{Pt}$ | 150 | $2.3 \pm 0.4$ |
E537 [27] | $\bar{p}/\text{W}$ | 125 | $2.45 \pm 0.12 \pm 0.20$ |
E288 [23] | $p/\text{Pt}$ | 300/400 | $\sim 1.7$ |
E439 [28] | $p/\text{W}$ | 400 | $1.6 \pm 0.3$ |
NA3 [29] | $p/\text{Pt}$ | 400 | $3.1 \pm 0.5 \pm 0.3$ |
CHFMNP [30] | $pp$ | [44,63] | $1.6 \pm 0.2$ |
A$^2$BCSY [31] | $pp$ | [44,63] | $\sim 1.7$ |
OMEGA [32] | $\pi^\pm/\text{W}$ | 39.5 | $\sim 2.4$ |
NA3 [33] | $\pi^\pm/\text{Pt}$ | 200 | $2.3 \pm 0.5$ |
P$\pi^-/\text{Pt}$ | 150 | $2.49 \pm 0.37$ |
P$\pi^-/\text{Pt}$ | 280 | $2.22 \pm 0.33$ |
NA10 [34] | $\pi^-/\text{W}$ | 194 | $2.77 \pm 0.12$ |
E326 [35] | $\pi^-/\text{W}$ | 225 | $2.70 \pm 0.08 \pm 0.40$ |

Table 1.4: Partial list of measured K-factors.
order to compare experimental measurement with theory.

The UA1 experiment at the CERN SPPS proton/anti-proton collider provides a measurement of the total and differential Drell-Yan cross section using dimuons [36]. Their values are measured at $\sqrt{s} = 640$ GeV.

$$\sigma(DY, 11 < m^{\mu\mu} < 40\text{GeV}/c^2) = 0.24 \pm 0.04_{\text{stat}} \pm 0.05_{\text{sys}} \text{nb}$$

and

$$m^3 \frac{d^2\sigma}{dMdy} \bigg|_{y=0} (m^{\mu\mu} = 10\text{GeV}/c^2) = 15 \pm 5_{\text{stat}} \pm 3_{\text{sys}} \text{nb}[\text{GeV}/c^2]^2$$

These measurement by UA1 probes a smaller value of $\sqrt{\tau}$ than were previously available from fixed-target experiments. The Drell-Yan cross section presented in this thesis occurs at an even smaller value of $\sqrt{\tau}$.
1.5 The Goal of this Thesis

This thesis describes the measurement of the inclusive differential Drell-Yan cross section from dimuon data taken during the 1988-1989 Fermilab collider run in $\bar{p}p$ collisions at a center-of-mass energy of $\sqrt{s} = 1.8$ TeV. The differential cross sections $d^2\sigma/dMdY|_{Y=0}$, and $M^3d^2\sigma/dMdY|_{Y=0}$, are calculated for the dimuon invariant mass range from 11 GeV/$c^2$ to 40 GeV/$c^2$ and for 70 GeV/$c^2$ to 110 GeV/$c^2$. The differential cross section $M^3d^2\sigma/dMdY|_{Y=0}$ is compared to a next-to-leading order theoretical prediction.

The goal of this thesis is threefold. First, the measurement of the cross section can test the validity of scaling by comparing to other cross sections at different values of $\sqrt{s}$. Second, data on low mass Drell-Yan production can be used to test current parton distribution function. Third, this analysis provides a framework for future Drell-Yan measurements at CDF using much larger data sets. The primary shortcoming of this analysis is in the low number of actual Drell-Yan dimuon events found by the CDF detector. Therefore, measurement of the differential cross section is severely limited by statistical error. Future measurements by CDF will have orders of magnitude increases in the data set.

The outline of this thesis proceeds as follows. This first chapter gives a brief overview of the Drell-Yan process in terms of the parton model. There is also a discussion of parton distributions functions and higher-order corrections to the naive Drell-Yan model. Chapter two gives a description of the Fermilab Tevatron collider and the CDF detector. Chapter three discusses the extraction of an isolated dimuon data set used for this analysis. Chapter four shows the ISAJET monte carlo data used to determine the Drell-Yan acceptance and trigger efficiency as a function of dimuon invariant mass. Chapter five determines the remaining background in the isolated dimuon sample and how to remove it or account for it. Chapter six shows the calculation of the differential cross section and comparison to theory. This chapter also has predictions for this analysis in future collider runs.
Chapter 2

The Fermilab Tevatron and CDF Detector

2.1 The Tevatron Collider

The Fermilab National Accelerator Laboratory (FNAL) located outside of Chicago, Illinois one of the United States main laboratory for high-energy physics research using protons. The laboratory is divided into two main types of operation, fixed target mode and collider mode. Fixed target mode consists of accelerating protons to their operating energy and then extracting them to the various target areas. Collider mode consists of collisions of counter-rotating beams of protons and anti-protons stored in the Tevatron ring. Figure 2.1 shows the layout of the Fermilab accelerator along with various experimental areas. Since this analysis consists of data taken in the collider mode, fixed target mode will not be discussed.

Protons used for collider mode are accelerated in several stages [36]. The first stage of acceleration consists of a Cockcroft-Walton electrostatic accelerator. Negative hydrogen ions are accelerated to 500 KeV in this stage and then feed into a linac accelerator that elevates the energy to 200 MeV. The electrons are then removed and the remaining protons are accelerated by a booster ring to 8 GeV. Six bunches of protons are then
placed into the Main ring before further acceleration occurs. The bunches of protons are then accelerated to 150 GeV before being injected into the superconducting Tevatron ring. Once in the Tevatron, the bunches are then ramped to their operating energy of 900 GeV.

While in the collider mode, the main ring is used to create anti-protons. The anti-protons are created from collision of protons on a tungsten-rhenium target and then stored in the anti-proton accumulator. After enough anti-protons are stored they are then injected into main ring and then into Tevatron in the opposite direction of the stored protons.

The stored protons and anti-protons collide at various interaction points around the Tevatron ring. The CDF detector sits at the proton-antiproton (\( \bar{p}p \)) interaction point B0 on the Tevatron ring. Figure 2.2 show a longitudinal distribution of \( \bar{p}p \) collision vertices centered in the CDF detector.
2.2 The CDF Detector

The Collider Detector at Fermilab (CDF) is a colliding beam spectrometer used to study \( \bar{p}p \) interactions at a center of mass energy of \( \sqrt{s} = 1.8 \) TeV. Figure 2.3 shows the detector with major subsystem detectors labeled, as well as the proton and anti-proton directions and the CDF coordinate system. The main features of the CDF detector are its nearly hermetic calorimetry and its 1.5 tesla superconducting central solenoid magnet. The following section describe portions of the CDF detector that are relevant to this analysis and is taken mostly from [37].

2.2.1 The CDF Calorimetry System

The CDF calorimetry is divided into three separate regions in pseudorapidity; central (\(|\eta| < 1.0\)), endplug (\(1.0 < |\eta| < 2.2\)), and forward (\(2.0 < |\eta| < 4.2\)), where \(\eta\) is defined as;
Figure 2.3: CDF detector.
\[ \eta = -\ln(\tan \frac{\theta}{2}) \]

The calorimetry is further divided into projective towers in \( \eta - \phi \) space. These towers point to the interaction vertex at the center of the CDF detector. All of the calorimetry is also divided, along a radial line from the interaction vertex, into an electromagnetic calorimeter followed by a hadronic calorimeter. Figure 2.4 shows the calorimeter tower map in one of eight identical \( \eta - \phi \) octants and also labels the hadronic detector components by their \( \eta \) coverage. This analysis uses only the central calorimetry system to determine the amount of energy a Drell-Yan muon candidate deposits. For completeness, the endplug and forward calorimetry systems are also discussed.

The central calorimetry is divided into units of 15° in the \( \phi \) direction and into units of \( \eta = 0.1 \) in the \( Z \) direction. The central electromagnetic calorimeter is a scintillator/lead calorimeter while the central hadronic calorimeter is a scintillator/iron calorimeter. Table 2.1 gives a brief summary of some important properties of the CDF central calorimetry.

The endplug and forward calorimetry is divided into units of 5° in the \( \phi \) direction and into units of \( \eta = 0.1 \) in the \( Z \) direction. The endplug and forward calorimeters differ from the central calorimeters in that they use proportional tube chambers with cathode pad readout as their active medium. Table 2.2 gives a brief summary of some important properties of the CDF endplug and forward gas calorimetry.

### 2.2.2 The CDF Tracking System

The CDF tracking system, for the 1988-1989 data runs, consists of three separate subsystems that are cylindrical in shape and concentric to the Tevatron beam pipe. All three of these tracking subsystem lie within the 1.5 T superconducting solenoid magnet. The combination of these three subsystems allows CDF to determine the event vertex and three dimensionally reconstruct most charge tracks that appear in the region of central \( \eta \) (-1.0 < \( \eta \) < 1.0). Table 2.3 gives a brief summary of some important properties
Figure 2.4: Calorimeter map of one of eight identical $\eta - \phi$ octants. Division of hadronic detector components are labeled.

<table>
<thead>
<tr>
<th></th>
<th>Central</th>
<th>Endwall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EM</td>
<td>Hadron</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>$ coverage</td>
</tr>
<tr>
<td>Tower size, $\Delta \eta \times \Delta \phi$</td>
<td>$\sim 0.1 \times 15^\circ$</td>
<td>$\sim 0.1 \times 15^\circ$</td>
</tr>
<tr>
<td>Active medium</td>
<td>polystyene</td>
<td>acrylic</td>
</tr>
<tr>
<td></td>
<td>scintillator</td>
<td>scintillator</td>
</tr>
<tr>
<td>Scintillator thickness</td>
<td>0.5 cm</td>
<td>1.0 cm</td>
</tr>
<tr>
<td>Number of layers</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>Absorber</td>
<td>Pb</td>
<td>Fe</td>
</tr>
<tr>
<td>Absorber thickness</td>
<td>0.32 cm</td>
<td>2.5 cm</td>
</tr>
<tr>
<td>Energy resolution ($\sigma/E$) at 50 GeV [%]</td>
<td>2</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of central calorimeter properties.
<table>
<thead>
<tr>
<th></th>
<th>Endplug</th>
<th>Forward</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EM Hadron</td>
<td>EM Hadron</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>\text{ coverage}$</td>
</tr>
<tr>
<td>Tower size, $\Delta \eta \times \Delta \phi$</td>
<td>$0.09 \times 5^\circ$ \hspace{1cm} $0.09 \times 5^\circ$</td>
<td>$0.1 \times 5^\circ$ \hspace{1cm} $0.1 \times 5^\circ$</td>
</tr>
<tr>
<td>Scintillator thickness</td>
<td>$0.7 \times 0.7 \text{cm}^2$ \hspace{1cm} $1.4 \times 0.8 \text{cm}^2$</td>
<td>$1.0 \times 0.7 \text{cm}^2$ \hspace{1cm} $1.5 \times 1.0 \text{cm}^2$</td>
</tr>
<tr>
<td>Number of layers</td>
<td>34 \hspace{1cm} 20</td>
<td>30 \hspace{1cm} 27</td>
</tr>
<tr>
<td>Absorber</td>
<td>Pb \hspace{1cm} Fe</td>
<td>94 % Fe, 6 % Sb \hspace{1cm} Fe</td>
</tr>
<tr>
<td>Absorber thickness</td>
<td>0.27 cm \hspace{1cm} 5.1 cm</td>
<td>0.48 \hspace{1cm} 5.1 cm</td>
</tr>
<tr>
<td>Energy resolution ($\sigma/E$) at 50 GeV [%]</td>
<td>4 \hspace{1cm} 20</td>
<td>4 \hspace{1cm} 20</td>
</tr>
</tbody>
</table>

Table 2.2: Summary of endplug and forward gas calorimeter properties.

of the CDF tracking systems.

The inner most tracking subsystem is the Vertex Time Projection Chamber (VTPC). The VTPC has been optimized to provide good R-Z resolution for charged tracks through the use of 8 modules mounted end-to-end along the beam axis. Figure 2.5 shows two of the eight VTPC modules. The VTPC's main purpose, for this analysis, is determine the event vertex and identify multiple vertices, for a given beam crossing.

The next layer of tracking chamber is the Central Tracking Chamber (CTC). The CTC is a long cylindrical drift chamber used to precisely measure charged tracks in the region of central $\eta$. The CTC surrounds the VTPC and provides most of the track information used to reconstruct the track into three dimensions. The CTC consists of 5 layers of axial wires alternating with 4 layers of stereo wires. These layers are given the generic name of superlayers. The axial superlayers provide good track resolution in the R-$\phi$ direction. The stereo superlayer wires are canted by $\pm 3^\circ$ with respect to the beam axis. This enables the stereo superlayers to provide Z information about the tracks. Figure 2.6 is an end view of the CTC endplate which shows the alternating superlayers.
<table>
<thead>
<tr>
<th></th>
<th>VTPC</th>
<th>CTC</th>
<th>CDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wire organization</td>
<td>8 modules</td>
<td>9 superlayers</td>
<td>3 layers of tubes</td>
</tr>
<tr>
<td></td>
<td>16 octants/module</td>
<td>5 axial superlayers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24 wires/octetant</td>
<td>of 12 wires each</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24 pads/octetant</td>
<td>4 stereo superlayers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>of 6 wires each</td>
<td></td>
</tr>
<tr>
<td>Inner layer coverage</td>
<td>$3.5^\circ &lt; \theta &lt; 176.5^\circ$</td>
<td>$15^\circ &lt; \theta &lt; 165^\circ$</td>
<td>$40^\circ &lt; \theta &lt; 140^\circ$</td>
</tr>
<tr>
<td></td>
<td>$-3.5 &lt; \eta &lt; 3.5$</td>
<td>$-2.0 &lt; \eta &lt; 2.0$</td>
<td>$-1.0 &lt; \eta &lt; 1.0$</td>
</tr>
<tr>
<td>Outer layer coverage</td>
<td>$8.7^\circ &lt; \theta &lt; 171.3^\circ$</td>
<td>$40^\circ &lt; \theta &lt; 140^\circ$</td>
<td>$40^\circ &lt; \theta &lt; 140^\circ$</td>
</tr>
<tr>
<td></td>
<td>$-2.6 &lt; \eta &lt; 2.6$</td>
<td>$-1.0 &lt; \eta &lt; 1.0$</td>
<td>$-1.0 &lt; \eta &lt; 1.0$</td>
</tr>
<tr>
<td>Number of (sense) wires</td>
<td>3072 wires</td>
<td>6156</td>
<td>2016</td>
</tr>
<tr>
<td></td>
<td>3072 pads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial precision (per hit)</td>
<td>200-500 (\mu)m ((0-15) cm drift)</td>
<td>&lt;200 (\mu)m ((r-\phi))</td>
<td>&lt; 200 (\mu)m ((r-\phi))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; 6 mm ((Z))</td>
<td>2.5 mm ((Z))</td>
</tr>
<tr>
<td>2-track resolution</td>
<td>6 mm/(θ) ((Z))</td>
<td>3.5 mm</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 mm(r)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 cm ((\phi))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: Summary of central tracking chamber properties.
of axial and stereo wires and also shows that in each superlayer, the rows of sense wires are tilted by 45° to a radial line from the beam axis to correct for the Lorentz angle of the electron drift in the 1.5 T magnetic field. The CTC provides a transverse momentum ($p_T$) resolution of $\delta p_T/p_T^2 \leq 0.002$ for central $\eta$ tracks.

The final layer of tracking chamber are the Central Drift Tubes (CDT). The CDT is a set of three layers of proportional tubes that are 1.27 cm in diameter surrounding the CTC and running parallel to the beam axis. Figure 2.7 shows an endview of a portion of the CDT chamber. The CDT has been optimized to provide $R-\phi-Z$ information using charge division and drift-time.

### 2.2.3 The CDF Muon Detection System

The CDF muon detection consists of a central muon (CMU) system covering $|\eta| < 0.65$ and a forward muon (FMU) system covering $2.0 < |\eta| < 3.6$. Since only the CMU system is used for this analysis, the FMU system will not be discussed. The CMU detector

---

Figure 2.5: View of two of the VTPC modules.
Figure 2.6: Endplate of CTC showing alternating superlayers.

Figure 2.7: Endview of a portion of the CDT system.
system is divided in $\phi$ into 24 $15^\circ$ units called central wedges and is also divided into positive $\eta$ and negative $\eta$.

The CMU system consists of four layers of proportion drift chambers located behind the CHA in each central wedge. Particle reaching the CMU chambers, from a $\bar{p}p$ collision, must penetrate $\sim 5$ interaction lengths of material. This results in a good selection of minimum ionizing particles while allowing approximately 1 out of 150 hadrons to non-inactively reach the CMU chambers. Figure 2.8 shows the layout of the CMU chambers in one of the central wedges while figure 2.9 shows the arrangement of sense wires in four layers of a give CMU chamber. The CMU chambers use drift-time to determine R-$\phi$ information and charge-division to determine Z information. This allows the CMU chambers to calculate four points in R-$\phi$-Z space and to create a CMU track stub.

### 2.3 Data Acquisition Path

The data acquisition system for the CDF detector consists of the readout electronics, which convert the actual detector analog signals into digital values, and also the trigger and event management electronics, which control when an event is selected and written to magnetic tape. Figure 2.10 shows the general block diagram of the CDF data acquisition pipeline.

The readout electronics for the CDF detector are divided into two separate systems. The RABBIT (Redundant Analog Bus-Based Information Transfer) system is used to readout all the CDF calorimetry systems and the central muon system [38]. The RABBIT system is a product of the Fermilab Particle Instrumentation Group. The FASTBUS system is a commercially based data acquisition system that is used to readout the CDF tracking systems and the CDF trigger system [39]. Most of the CDF trigger system is also located in the FASTBUS system. Management of the data taking procedure is monitored and controlled by the FASTBUS systems, including the trigger supervisor, the buffer manager, and the event builder. The FASTBUS system is directly connected
Figure 2.8: Layout of a set of three CMU chambers on one central wedge.

Figure 2.9: End view of one CMU chamber showing position of sense wires.
The 1988-89 data collider beam run uses 6 bunches of proton and 6 bunches of counter-rotating antiprotons resulting in a 3.5 μsec time between collisions. The rate at which the protons and antiprotons collide is measured by the luminosity of the accelerator. The luminosity is given by

$$Luminosity = \frac{N_p N_{\bar{p}} C}{4\pi\sigma^2}$$  \hspace{1cm} (2.1)

where $N_p$ and $N_{\bar{p}}$ are the number of protons and antiprotons per bunch, $C$ is the bunch crossing rate, and $\sigma$ is the rms width of the gaussian beam profile. An average Tevatron collider luminosity of $1 \times 10^{30}$ cm$^{-2}$ results in a collision rate of about a 42 KHz event rate. The data acquisition system has an approximate 10 Hz limit for writing to magnetic tape. This requires that the trigger select 1 event out of every 4200 collisions. This selection is accomplished with a 4 stage or level trigger system. All four levels of the trigger system
must fire for an event to be written to tape.

The Level 0 portion of the trigger is used to determine if a hard or inelastic collision has occurred at the B0 interaction point. This Level 0 trigger is accomplished by a set of scintillator counters on either side of central detector near the beam pipe. If there is a coincidence of hits in counters on the east and west side of the central detector, that occurs within 100 nsec of a beam crossing, then the Level 0 trigger is fired. The Level 0 trigger occurs in less time than the 3.5 µsec between beam crossings, so no dead time is incurred. If the Level 0 trigger fires, the trigger system freezes the data acquisition electronics on the detector, to hold the information of the event and to prevent further events from interfering with the data. The trigger system now waits for the Level 1 trigger to either pass the event or reject it.

2.4.1 Level 1 Central Muon Trigger

The Level 1 portion of the trigger system has several different possible triggers for different types of events, like electron events, missing E_T events, jet events, muon events, etc. Many of these different types of trigger overlap for a given event and all of them run in parallel, at the Level 1 stage. The Level 1 portion of the trigger system is determined within 7.0 µsec Once any of the possible level 1 triggers fire, the trigger system continues to hold the event in the detector data acquisition electronics and freezes out further events. If the level 1 trigger does not fire, the trigger system releases the detector to accept further events.

For this analysis, the Central Muon (CMU) Level 1 trigger is the only level 1 trigger of interest and the other level 1 triggers will not be discussed. The level 1 CMU trigger is determined by examining the difference in arrival times of hits in different layers of a CMU chamber. This measurement allows one to determine the slope of the track in the CMU chamber and thus the transverse momentum (p_T) of the track. The CMU Level 1 trigger is then passed if the difference in the hit arrival times is less than some set value. Figure 2.9 shows how the slope of a track passing through a CMU chamber is measured.
Since tracks reaching the CMU chambers must pass through the central calorimetry system, they multiple-scatter. This multiple-scattering causes the slope of the track at the CMU chambers to differ from the actual slope of the track as it leaves the CTC tracking chamber, hence, the $p_T$ measurement at the CMU chambers is different than the true track $p_T$. Figure 2.11 [40] shows the CMU Level 1 trigger efficiency as a function of the track CTC track $p_T$. The slow turn-on of the trigger efficiency is due to the multiple-scattering of the track.

### 2.4.2 Level 2 Central Dimuon Trigger

Once a Level 1 trigger fires, the data acquisition system remains frozen while the Level 2 portion of the CDF trigger determines if any of the Level 2 triggers fires. The data taken for this analysis is required to pass the Level 2 central dimuon trigger called DIMUON CENTRAL 3. This is the name given to the Level 2 dimuon trigger that requires two 3 GeV muons.
Figure 2.12: CFT Bin 0 trigger efficiency versus track P_{T}.

The Level 2 DIMUON\_CENTRAL\_3 trigger requires that two non-adjacent CMU L1 triggers match to two extrapolated Central Fast Tracker (CFT) tracks. The CFT is a fast hardware track-finder for the CDF Central Tracking Chamber (CTC) [41]. It quickly determines the P_{T} of charged tracks traversing the CTC. The CFT has several P_{T} bin levels that a track may pass. Figure 2.12 [42] shows the trigger efficiency as a function of track P_{T} for CFT bin level of interest. Once a track passes a given bin level, the information is sent to the Central muon matchbox trigger system.

The central muon matchbox trigger system takes Level 1 CMU trigger information and the CFT track information and determines if a match can be made. The matchbox takes the CFT track P_{T} and \phi direction and propagates the track, by means of a lookup table, out to the radius of the CMU chambers. It then determines if there is a CMU Level 1 trigger within 15.0° in \phi. The muon matchbox does not make a match requirement in the Z direction. If there are two such matches in a given event and the matches do not have Level 1 triggers in adjacent wedges, then the level 2 DIMUON\_CENTRAL\_3 trigger is satisfied.
There is also a Level 3 trigger system that is a software based trigger running in a VME microcomputer farm, but this level is always passed for Level 2 DIMUON\_CENTRAL\_3 triggers, and therefore will not be discussed.
Chapter 3

Dimuon Data Selection

3.1 Offline Data Reconstruction

The tapes of digitized detector data must now be reconstructed from raw detector voltage levels into physics objects. This is accomplished using a computer program called PRODUCTION_V5_1 [43], which assembles various physics objects, such as muons, electron, jets, etc. The production program generates these physics objects in several stages. The first stage is take raw detector data along with geometric and calibration database information and to make detector elements. These are single pieces of hit information for a track. The detector elements are then linked together to form segments. For calorimeter detectors, a clustering algorithm runs to link single calorimeter elements into jet clusters. For tracking, a pattern reconstruction and tracking fitting algorithm link individual tracking elements into complete tracks. The muon segment reconstruction follows the same method as the tracking segment reconstruction, that is, the hits in the central muon (CMU) detectors are assembled into a single short track or CMU stub. These various tracking and calorimetry segments are combined to form primitive physics objects like electron and muon candidates.

For this analysis, only central muon objects are of interest. The reconstruction program labels central muon objects as CMUO data banks. In order to make a CMUO data
bank, two detector segments must be present for each possible muon candidate. There must be CMU stub and there must be a central tracking chamber segment (CTCS). The CTCS segment must extrapolate to the CMU stub and match to the stub within 17.0 cm in the $R - \phi$ plane. Each possible muon candidate is put into a separate CMUO data bank. This CMUO bank is now a possible central muon candidate and contains information about the muon track as well as calorimetry energy information around the muon track.

Once physics objects, like CMUO data banks, are made, a general data filter is used to determine to which physics data output stream the event should be written. Figure 3.1 shows a flowchart of events in the PRODUCTION_V5.1 program algorithm and the dividing of reconstructed events into different data output streams. CMUO data bank events go into different data streams depending on the type of physics desired. All events with at least one CMUO data bank go to the inclusive muon output stream. A general muon data filter (GMUFLT) [44] then does a loose selection to try and eliminate background events that look like central muons. The GMUFLT routine makes two loose cuts on all CMUO data banks. The following is a description of the two GMUFLT selection cuts.

- Cut on the match between a CMU stub and a CTC track. The muon must match within 10 cm in the $R - \phi$ direction.

- A trigger dependent $p_T$ cut on the CMUO track momentum. For the data used in this analysis, the muon track momentum must be at least 2 GeV/c.

Any CMUO data bank passing these two cuts results in the event being written to the inclusive muon output stream. This output stream is called the MU004 output data stream. Data taken from the 1988-1989 collider run results in ~1000 9-track MU004 data tapes and ~50 8mm MU004 data cassettes. Figure 3.2 shows the integrated luminosity supplied by the Tevatron accelerator and the amount written to tape as a function of time. The figure also shows the time at which the Level 2 DIMUON_CENTRAL-3
trigger was installed into the CDF trigger system.

3.2 Extraction of an Inclusive Isolated Dimuon Data Set

A sample of CMUO-CMUO dimuon events, taken during the last run, is selected from the MU004 V5.1 production stream of the 1988-89 collider run. In order to understand the acceptance of the Drell-Yan events, the Level 2 DIMUON CENTRAL _3 trigger is used to select events. The CMUO-CMUO data set is therefore required to have at least two CMUO banks and a Level 2 DIMUON CENTRAL _3 trigger. To insure that a hard \( \bar{p}p \) collision occurs, there is also a Level 0 Beam-Beam Counter trigger requirement. This helps to eliminate cosmic-ray triggered events. The integrated luminosity for the data sample passing these trigger requirements is \( 2.7 \, pb^{-1} \pm 7\% \)
Figure 3.2: Integrated luminosity delivered by the Tevatron and the amount written to tape, for the CDF detector, versus time, for the 1988-89 Fermilab collider run. The dashed line indicates when the Level 2 DIMUON\_CENTRAL\_3 trigger was installed.
3.2.1 Sources of Fake Muons

At this point, there have been only very loose cuts imposed on the CMUO-CMUO data set. Many of the events in the sample have CMUO banks that are not muons from a primary $\bar{p}p$ interaction vertex. These can be labeled as fake muons. Other real muons come from non-Drell-Yan sources such as heavy flavor semi-leptonic decays, tau decays, and cosmic rays.

Because of the low number of interaction lengths in the central calorimetry, many QCD jets leak or punch through into the CMU detector chambers, creating a CMU stub. This stub is usually matched to one of the tracks in the jet and forms a CMUO bank that is not due to a real muon. The act of a jet punching through to the muon chamber may take two forms. One is called interactive punch through, in which the particle reaching the muon chambers deposits more energy into the calorimetry than a real muon. This type of false muon is easy to eliminate by requiring that the energy in the calorimetry tower into which the muon candidate traverses has a typical muon minimum ionizing energy. The second type of punch through is called non-interactive punch through. Since there is only five interaction lengths in the central calorimetry, there is approximately a 1 in a 150 chance that a pion or kaon may reach the CMU chamber without interacting with the calorimetry. In this case, a cut on the amount of energy in the calorimetry tower does nothing to remove this fake muon. However, this fake muon is usually in or near a jet and requiring that the muon candidate be isolated removes most of the non-interactive punch through.

A second type of fake muon can occur from a pion or kaon that decays-in-flight into a muon. This produces a real muon but not one from a $\bar{p}p$ interaction vertex. These muons must also be eliminated from the CMUO-CMUO dimuon sample. As with non-interactive punch through, most decay-in-flight muons are near or in a jet. Therefore, isolation of the muon eliminates most decay-in-flight events.

For both non-interactive punch through and decays-in-flight, there are some fake muons that will pass isolation requirements and enter into the isolated dimuon sample.
These remaining fake muons will be accounted for in the chapter on the remaining backgrounds in the Drell-Yan data sample.

3.2.2 Drell-Yan Dimuon Selection Cuts

Drell-Yan events produce fairly well isolated muons, in terms of particles traveling along with the muons. Therefore, very tight isolation cuts are imposed to extract possible Drell-Yan dimuon candidates and eliminate non-Drell-Yan sources of muons. The following set of cuts are imposed on the CMUO-CMUO dimuon sample selected from Level 2 DIMUON\_CENTRAL\_3 triggers, to generate a data set of highly isolated CMUO-CMUO dimuon pairs with an invariant mass greater than 11 GeV/c\(^2\). These cuts do not remove cosmic ray dimuons from the sample. The cosmic ray background in the dimuon sample is discussed in chapter 5.

a) Global events cuts

- Event has at least two CMUO banks.
- Event has a Level 0 BEAM\_BEAM\_COUNTER trigger.
- Event has a Level 2 DIMUON\_CENTRAL\_3 trigger.
- Primary event vertex is between \(Z = \pm 60\) cm.

b) Muon track cuts

- Muon \(p_T^1 > 3\) GeV/c and \(p_T^2 > 5\) GeV/c (\(p_T\) cut).
- Muon EM tower energy < 2.0 GeV (EM cut).
- Muon HAD tower energy < 6.0 GeV (HAD cut).
- Sum of track \(p_T\) in a cone of \(R=0.5\) around the muon, excluding the muon track, < 1.0 GeV/c (Isolation cut).
- Matching between CTC track and muon stub < 10 cm in R-\(\phi\) plane (\(\Delta X\) cut).
- Muon propagates to good CMU fiducial region defined by FIDCMU [45].
c) Dimuon invariant mass cuts

- Dimuon invariant mass is calculated with non-beam constrained tracks using V5.1 production tracking.
- Invariant mass is greater than 11.0 GeV/c².

These cuts produce a set of highly isolated dimuon events that will be used for the Drell-Yan analysis. It is still necessary to account for any remaining background.

### 3.2.3 Description of Selection Cuts

The set of cuts used to extract the isolated dimuon sample needs to be described. The list of global event cuts are cuts made on the event and not the muons themselves. The Level 0 BEAM.BEAM.COUNTER trigger and the Level 2 DIMUON.CENTRAL.3 trigger have already been described, as well as the definition of a CMUO bank. There is also the requirement that the longitudinal event vertex from which the muons arise must fall within ±60.0 cm of Z=0 in CDF coordinates. Figure 2.2 shows this distribution for J/ψ events. This cut is used to insure that the collision is a good āp collision and not a collision with beam gas. The cut also insures that the muons are generated near the center of the detector and pass through good regions of the central tracking chamber and projective calorimetry towers. Figure 3.3 shows the event vertex for events passing the dimuon selection cuts except for the primary vertex cut. The cosmic rays have also been removed from this sample using the cosmic ray removal cuts described in chapter 5. The dashed line indicates the placement of the vertex cut used for this analysis.

The muon track cuts make requirements of each muon to insure isolated dimuon pairs. The requirement that one muon $p_T > 3$ GeV/c while the second muon $p_T > 5$ GeV/c is to follow the same $p_T$ requirements used for the CDF $e-\mu$ data set. This data set is primarily used to study the $B-\bar{B}$ mixing analysis but will be used here to estimate the remaining QCD heavy quark background to the dimuon sample. This is discussed in more detail in chapter 5. Figure 3.4 shows the higher $p_T$ muon versus the
Figure 3.3: Distribution of dimuon event vertex without primary vertex cut. Cosmic rays have been removed.

lower $p_T$ muon for events passing the dimuon selection cuts except for the muon $p_T$ cut. Again, the cosmic rays have been removed from this figure. The dashed line indicates the placement of the $p_T$ cuts used for this analysis.

To insures that the muon track is a minimum ionizing particle, a set of muon tower cuts are imposed. The tower cuts require that the tower electromagnetic calorimetry energy, measured by the CEM, through which the muon passes be $< 2.0$ GeV while the tower hadronic calorimetry energy, measured by the CHA, be $< 6.0$ GeV. There is also a matching requirement between the muon CTC track and CMU detector stub be $< 10$ cm in the R-φ plane. As discussed in section 3.1, the GMUFLT production filter already makes this cut on one muon. Requiring it on the second makes the cut symmetric. Figures 3.5, 3.6, and 3.7 show the muon tower electromagnetic energy, hadronic energy, and $\Delta X$ matching distributions for events passing the dimuon selection cuts except for the distribution that is plotted. Again, the cosmic rays have been removed from these figures. The dashed lines indicate the placement of the cut used for this analysis.
Figure 3.4: Larger muon $p_T$ versus smaller muon $p_T$ passing all dimuon selection cuts except muon $p_T$ cut. Cosmic rays have also been removed.

Figure 3.5: Distribution of muon tower electromagnetic energy without electromagnetic energy cut. Cosmic rays have been removed.
Figure 3.6: Distribution of muon tower hadronic energy without hadronic energy cut. Cosmic rays have been removed.

Figure 3.7: Distribution of muon $\Delta X$ track matching without $\Delta X$ matching cut. Cosmic rays have been removed.
Also, there is a requirement that there be very little energy near the muon tracks, i.e. that they be well isolated. This helps remove fake muons and muons from QCD type activity. This variable Isolation is defined as

$$\text{Isolation} = \text{MAX}_{1,2} \left( \sum_{R=0.5} p_T - p_T' \right)$$

(3.1)

where $\sum p_T$ for $R = 0.5$ is the sum of the transverse momentum of tracks in a cone of radius 0.5 in R-$\phi$ space around the muon, $p_T'$ is the muon track transverse momentum, and $\text{MAX}_{1,2}$ means take the larger of the two muon isolations. Appendix B explains the method used to select the radius in R-$\phi$ space and the isolation cut of 1.0 GeV/c.

Figure 3.8 shows the isolation of opposite-signed events passing the dimuon selection cuts without the isolation cut and having an invariant mass between 11 and 40 GeV/c$^2$. Cosmic ray events have also been removed. The dashed line indicates the placement of the isolation cut used for this analysis. Figure 5.13 shows the same distribution with same-signed dimuon events.

The response of the CMU detector chambers is not constant over the entire muon chamber. Therefore, good CMU detector fiducial regions need to be defined. Figures A.18 and A.19 show the regions of good fiducial area for a single set of CMU chambers. A subroutine called FIDCMU [45] is used to determine if a CMUO object bank points to a good fiducial region. The routine FIDCMU is discussed in more detail in the following chapter.

The choice of the lower mass limit of 11 GeV/c$^2$ helps to eliminate two problems of the analysis. First, the mass limit will exclude dimuon events from $J/\psi$ and $\Upsilon$ decays and also to reduce the dimuon background contamination of isolated heavy flavor QCD decays. At lower dimuon invariant masses, the QCD background overwhelms the Drell-Yan signal. Second, the Level 1 central muon trigger efficiency is not fully efficient at lower muon $p_T$ and is also not as well understood as at higher muon $p_T$. Figure 2.11 shows the Level 1 central muon trigger efficiency versus muon track $p_T$. A choice of 11 GeV/c$^2$ mass limit will select higher $p_T$ muons.
Figure 3.8: Distribution of opposite-signed dimuon isolation without isolation matching cut and having an invariant mass between 11 and 40 GeV/c². Cosmic rays have been removed.
<table>
<thead>
<tr>
<th>Cut</th>
<th>Efficiency</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMUO Reconstruction</td>
<td>0.97</td>
<td>± 0.02</td>
</tr>
<tr>
<td>Primary Vertex Cut</td>
<td>0.95</td>
<td>± 0.01</td>
</tr>
<tr>
<td>Track Isolation Cut</td>
<td>0.69</td>
<td>± 0.06</td>
</tr>
<tr>
<td>Tower Energy and ΔX</td>
<td>0.97</td>
<td>± 0.01</td>
</tr>
</tbody>
</table>

Table 3.1: Table of selection cut efficiencies.

### 3.2.4 Efficiency of Selection Cuts

Table 3.1 list the efficiency of the data selection cuts used to select isolated dimuon events above an invariant mass of 11 GeV/c². The Level 2 DIMUON\_CENTRAL\_3 trigger efficiency is included in the calculation of the acceptance of Drell-Yan events and is discussed in the chapter 4.

The overall cut efficiency \( \epsilon_{\text{overall}} \) per event is given by

\[
\epsilon_{\text{overall}} = \epsilon_{\text{CMUO reconstruction}}^2 \times \epsilon_{\text{vertex}} \times \epsilon_{\text{isolation}} \times \epsilon_{\text{tower}}^2 \quad (3.2)
\]

The efficiency of the primary \( p\bar{p} \) vertex cut is determined from figure 2.2. This shows the primary event vertex for good \( J/\psi \) events in the CDF environment.

The efficiency of CMUO reconstruction has two separate components. There is the efficiency of the PRODUCTION\_V5\_1 central tracking code finding a track that passes through the central tracking chamber. For isolated central rapidity tracks (\(-1.0 < \eta < 1.0\)), the efficiency for the PRODUCTION\_V5\_1 tracking code to find the track is 0.99 ± 0.01 [46], independent of the vertex position, polar angle, and event multiplicity. There is also the efficiency for the PRODUCTION\_V5\_1 central muon code finding a CMU stub. This efficiency is determined by looking at events that fired the Level 2 DIMUON\_CENTRAL\_3 trigger but did not have any CMUO banks made [47]. Most of
these events are due to cosmic ray that are out of time or else events that are not real muons. A lower bound on the efficiency of CMU stub finding is set at 0.98 ± 0.02 for good muon events.

The efficiency of the CMUO tower cuts is determined from looking at isolated dimuons from $J/\psi$ events. Dimuons from these vector meson decays are not the same mechanism as the Drell-Yan process. Most of the muons coming from $J/\psi$'s are non-isolated. By requiring the muons from these sources be very isolated, one can simulate Drell-Yan muons, at least in terms of the tower into which the muon passes. Appendix A has the description of dimuons from $J/\psi$ events in the CDF environment. Figures A.12 and A.13 show the electromagnetic and hadronic energy deposited in the tower the muon passes. Figure A.15 shows the $\Delta X$ matching distance multiplied by the $p_T$ of muon. This shows that

$$<\Delta X> = \frac{15.0 \text{ cm}}{p_T}$$

From these figures, one can see that the Drell-Yan tower selection cuts are quite loose, for real muons. One finds the tower cut efficiency from the number of isolated $J/\psi$ muons passing these tower selection cuts.

The track isolation cut, for real dimuons from Drell-Yan events, cuts mostly on the energy deposited by the underlying event to the Drell-Yan. The efficiency of the track isolation cut is determined three different ways. First, by taking CMUO-CMUO $Z^0$ events, that is, dimuon events that have an invariant mass between 70 and 110 GeV/c$^2$, and applying the energy tower cuts and the $\Delta X$ matching cut, one counts number of events passing the isolation cut. Second, one can take these same $Z^0$ events and apply the isolation cuts to both legs to define a good $Z^0$ event. One then plots the maximum isolation for two randomly thrown cones of radius 0.5, in $R - \phi$ detector space, taking care that the cones do not overlap the muons in the event. The third method is the same as the second except instead of $Z^0$ events one chooses Drell-Yan events. By applying all of the selection cuts (including the cosmic ray removal cuts), one is left with what is assumed to be a sample of good Drell-Yan events. By looking at events with an
invariant mass greater than 15 GeV/c^2, the contribution from heavy flavor background is removed. Figure 3.9 shows the efficiency of track isolation from these three methods and also shows the combined average.

Figure 3.10 shows the dimuon invariant mass spectrum for events passing the above selection criteria, separated into opposite and same-signed events. The number of same-signed events shows that there is still a non-Drell-Yan contribution to the mass spectrum that needs to be accounted for. There is also a large portion of cosmic-rays present in this sample. Both of these remaining background are discussed in chapter 5.
Figure 3.10: Dimuon invariant mass plot for all events passing dimuon selection cuts. Cosmic ray events have not been removed.
Chapter 4

Drell-Yan Monte Carlo Data in the CDF Environment

Monte carlo generation and simulation of Drell-Yan events in the CDF environment satisfies two requirements. First, to determine the Drell-Yan differential cross-section, from CMUO-CMUO dimuon events, requires the calculation of Drell-Yan acceptance for the CDF detector, specifically, the central muon (CMU) chambers. This is determined using monte carlo data and a model of the CMU chambers in the CDF detector environment. Second, the efficiency of various cuts can be measured with monte carlo data. The only requirement is that the monte carlo generation and simulation accurately model the true Drell-Yan physics and correct response of the CDF detector.

4.1 Generation and Simulation of Monte Carlo Data

The monte carlo generation and simulation are divided into two separate phases. First, a monte carlo is used to generate Drell-Yan dimuon events which closely resembles real $\bar{p}p$ data. The ISAJET monte carlo, V6.25 [48], is used for this purpose. This is called the generation phase and is independent of how one models the CDF detector. Second, the generated monte carlo data is then feed into a model of the CDF detector that simulates
the detector response. A general purpose simulation model of the CDF detector exists [50], but for most of this analysis, it is not necessary to use, since a simple toy detector simulation will suffice.

A modified version of ISAJET V6.25 [49], that incorporates the MRSB parton distribution functions, is used to generate Drell-Yan and $Z$ events. Drell-Yan plus $Z^0$ events are generated in separate mass regions from 10 GeV/c$^2$ to 160 GeV/c$^2$. The allowed $p_T$ range of the virtual photon is set to be 0.1 GeV/c to 100 GeV/c. 50000 events are generated in the mass range of 10 to 15 GeV/c$^2$, 50000 are generated in the range 15 to 20 GeV/c$^2$, and then 50000 events are generated for every 10 GeV/c$^2$ in invariant mass. This is done to generate large numbers of accepted Drell-Yan events over the entire mass range of interest. ISAJET gives a integrated luminosity and total cross-section for each of these mass regions, thus enabling the separate mass regions to be normalized to each other, to give the correct Drell-Yan and $Z^0$ mass spectrum.

The generation of ISAJET events does not take into account the CDF detector environment. This is done by simulating all of the necessary components of the CDF detector to make the generated Drell-Yan data look like real $p\bar{p}$ data. The following techniques are used in a toy simulation to accomplish this task.

- Smear the event vertex.
- Smear the muon tracks.
- Model the level 2 DIMUON\_CENTRAL\_3 trigger and determine if the dimuon event fires the trigger.
- Propagate the muon tracks to the central muon detector and determine if the track points to a good fiducial region.

### 4.1.1 Vertex Smearing and CDF Detector Simulation

The dimuon events are generated with an event vertex of $Z=0.0$. To simulate real $p\bar{p}$ data, the generated event vertex is smeared to a gaussian with a mean of 0.0 cm and a
For the analysis of CMUO-CMUO data used in the calculation of the differential Drell-Yan cross-section, the tracking code used is the offline production V5.1. The fit to this tracking data is not beam constrained, so therefore the tracking is\( \frac{\sigma_{\text{pt}}}{\text{pt}} = 0.002\text{pt} \). This resolution is used to smear each of the generated Drell-Yan muon tracks.

### 4.1.2 The Level 2 DIMUON\_CENTRAL\_3 Trigger Simulation

Since the calculation of Drell-Yan acceptance versus mass integrates over the generated muon momentum and the level 2 DIMUON\_CENTRAL\_3 trigger is momentum dependent, a model of this trigger must be incorporated into this simulation. Figure 2.11 shows the CMU Level 1 trigger efficiency versus track pt for a single muon leg, while figure 2.12 shows the CFT bin 0 trigger efficiency versus track pt for CTC tracks. The convolution of these two plots gives the Level 2 DIMUON\_CENTRAL\_3 trigger efficiency versus CTC track pt for each muon leg of the dimuon pair. Figure 4.1 shows this trigger efficiency. The data points are the same in figure 2.11. The band about the data points is the uncertainty of the trigger efficiency for a single muon. The toy simulation of the CDF detector incorporates this trigger efficiency for each muon track.

### 4.1.3 Central Muon Detector Fiducial Regions

In order to define Drell-Yan muons that simulate real CMUO-CMUO dimuon events, good central muon detector fiducial regions must be defined. After the generation of the Drell-Yan dimuons and smearing of the event vertex, muons are then propagated from the event vertex out to the radius of the central muon detector (CMU) using the analysis routine called FIDCMU [45]. The routine FIDCMU works by taking the muon 3-momentum and smeared event vertex and then bending the muon track through the
Figure 4.1: Trigger efficiency of one leg of the Level 2 DIMUON\_CENTRAL\_3 trigger. Curves are upper and lower uncertainty used in monte carlo trigger model.

central magnetic field of the central tracking chamber and return magnetic field present in the central hadronic calorimeter. Once the track reaches the radius of the central muon chambers, it is determined if the muon is within the good fiducial region of the CMU.

Good fiducial regions of the CMU detector are defined by looking at distributions of muons from good $J/\psi$ events. Figures A.18 and A.19 in appendix A show the distribution of $\eta$ and $\phi$ for propagated $J/\psi$ muons for all wedges folded into a single wedge coordinate system. The figures also show the actual CMU chamber hits for $J/\psi$ muons. The regions of good fiducial volume are defined by the dashed lines in these figures.

During the data taking run of 1988-89, there was an undetected problem with the central CMU chamber of wedge 2 east. This region is therefore not consisted a good CMU fiducial region and is accounted for in the real data and the monte carlo simulation.
4.2 Comparison of ISAJET Monte Carlo to Real Drell-Yan

In order to use the ISAJET monte carlo along with the toy CDF detector simulation, it must be shown that the generated and simulated Drell-Yan data closely models the real Drell-Yan data. In order to compare monte carlo to real data, an assumption must be made that most of the data passing the selection cuts is Drell-Yan data. Also, the cosmic ray removal cuts discussed in chapter 5 are also used. Figures 4.2 to 4.5 show a comparison of Drell-Yan generated and simulated events, that pass the simulated Level 2 DIMUON_CENTRAL_3 trigger and propagate to good CMU fiducial regions, to real Drell-Yan data. In these plots the solid line is monte carlo and the Drell-Yan dimuon data are the points with statistical error bars. Figure 4.2 shows the generated dimuon parent $p_T$ spectrum normalized to the real data parent $p_T$ spectrum. Figure 4.3 shows the generated dimuon parent rapidity spectrum normalized to the real data parent rapidity spectrum. Figure 4.4 shows the generated muon $p_T$ spectrum normalized to the real data muon $p_T$ spectrum. Figure 4.5 shows the generated muon $\eta$ distribution normalized to the real data muon $\eta$ distribution. These figures show that the ISAJET monte carlo models the real Drell-Yan dimuon data in an acceptable manner for calculating the acceptance\textsuperscript{6}trigger efficiency.

4.3 Drell-Yan Acceptance and Trigger Efficiency Versus Mass

In order to calculate the Drell-Yan differential cross sections, one must determine the detector acceptance for the physics process of interest. For this analysis, one needs to determine the acceptance of Drell-Yan dimuon events into the CMU portion of the CDF detector versus the dimuon invariant mass. Since the Level 2 DIMUON_CENTRAL_3 trigger is modeled in the detector simulation, the actual measurement is acceptance
Figure 4.2: Comparison of ISAJET Drell-Yan monte carlo virtual photon transverse momentum distribution normalized to isolated dimuon data.

Figure 4.3: Comparison of ISAJET Drell-Yan monte carlo virtual photon rapidity distribution normalized to isolated dimuon data.
Figure 4.4: Comparison of ISAJET Drell-Yan monte carlo muon transverse momentum distribution normalized to isolated dimuon data.

Figure 4.5: Comparison of ISAJET Drell-Yan monte carlo muon track \( \eta \) distribution normalized to isolated dimuon data.
Table 4.1: Table of Acceptance\(\times\)Trigger efficiency versus Mass for \(d^2\sigma/dMdY|_{Y=0}\) convoluted with the trigger efficiency, i.e. acceptance\(\times\)trigger.

For the differential cross section, \(d\sigma/dMdY|_{Y=0}\), one defines the acceptance\(\times\)trigger as

\[
\text{Acceptance} \times \text{Trigger}(\text{Mass}) = \frac{\text{Number of good fiducial, good trigger events}}{\text{Number of generated events}}|_{Y_\gamma=0}
\]

where \(Y_\gamma = 0\) is defined as the absolute value of the rapidity of the initial virtual photon being less than 1.0. Table 4.1 gives the acceptance\(\times\)trigger, with errors, for each mass region of interest.

### 4.3.1 Systematic Errors to the Acceptance and Trigger Efficiency

In determining the acceptance\(\times\)trigger efficiency versus invariant mass, one must account for several systematic uncertainties. Sources of systematic errors occur from the errors on the measurement of the Level 2 DIMUON CENTRAL.3 trigger, the choice of parton distribution function used in the ISAJET monte carlo, and the uncertainty of the parent
virtual photon transverse momentum. All of these uncertainty have an effect on the acceptance\textsuperscript{trigger} efficiency.

The systematic error due to choice of parton distribution function leads to a 4\% uncertainty for the acceptance\textsuperscript{trigger}. This is determined by using different parton distribution functions to calculate the acceptance\textsuperscript{trigger}. The parton distribution functions MRSB, MRSE [12], DO [10], and EHLQ [11] are used for this study. The uncertainty due to the parent virtual photon transverse momentum is determined by perturbing the photon distribution within the data errors in figure 4.2. This gives an uncertainty of 4\% for the acceptance\textsuperscript{trigger}. The systematic error due to the trigger is determine by perturbing the model of the trigger used in the simulation within the upper and lower curves of figure 4.1. This results in an 8\% error for the acceptance\textsuperscript{trigger} and is independent of mass. The statistical error is determined from the actual number of monte carlo events entering good fiducial regions and passing the trigger model. This is a 2\% error for the acceptance\textsuperscript{trigger}. Combining these systematic and statistical errors in quadrature gives an overall error in the acceptance\textsuperscript{trigger} efficiency of 10\%.
Chapter 5

Backgrounds in the Drell-Yan Data

Sample

The sample of isolated dimuon events, selected with the cuts in chapter 3, still contains a number of events which are not Drell-Yan events. The main sources of the remaining background are from cosmic rays that overlap real physics events and from QCD heavy-quark semi-leptonic decays that appear isolated. This chapter will also discuss the possible background from $r \rightarrow \mu \nu$ decays which also appear isolated.

5.1 Cosmic Ray Background

The present sample of CMUO-CMUO dimuon events used to determine the Drell-Yan differential cross-section, has a large background contamination due to cosmic rays. These cosmic ray dimuons have the same calorimetry energy signal as real Drell-Yan events but have different angular distributions. Most of the cosmic ray events have tracks which are back-to-back in 3D in the central tracking chamber (CTC). Drell-Yan dimuon events are generally not back-to-back due to the parent virtual photon $p_T$ and the difference in initial parton $p_Z$. Also, cosmic rays have no correlation to the beam line in the x-y plane, hence their impact parameter distribution is relatively flat. A
combination of a back-to-back opening angle cut and an impact parameter cut is highly efficient in removing cosmic ray dimuon events.

Figure 3.10 shows an invariant mass plot of all CMUO-CMUO events, passing the isolated dimuon selection cuts in chapter 3, for both opposite and same signed dimuons. The three dimensional opening angle \((\Delta \phi_{3D})\), between the opposite-signed dimuons, is shown in figure 5.1. This figure has a pronounced peak at 180° indicating a large cosmic ray background. Figure 5.2 is a plot of \(\Delta \phi_{3D}\) versus \(\text{MAX}|D0|\), for opposite-signed dimuons, where \(\text{MAX}|D0|\) is the larger of the two CTC track impact parameters \(|D0|'s). This figure also shows the large number of cosmic rays present in the isolated dimuon data sample. Figure 5.2 also shows the proposed cuts for \(\Delta \phi_{3D}\) and \(D0\) to remove cosmic ray events.

### 5.1.1 Impact Parameter Cut Efficiency

Figure 5.2 shows \(|\Delta \phi_{3D}|\) versus \(\text{MAX}|D0|\) for the low mass Drell-Yan sample before cosmic rays are removed. The cut of \(\text{MAX}|D0| < 0.15\) cm is a good cut for removing many cosmic ray events while keeping Drell-Yan events. The efficiency of this cut can
be found by looking at $J/\psi$ and $\Upsilon$ events that pass the global event cuts and muon track cuts described in chapter 3. These cuts insure that the tracks are good muons coming from a good vertex. Appendix A discusses $J/\psi$ and $\Upsilon$ events in the CDF environment. Figure A.16 shows the MAX|D0| for $J/\psi$ events. There are 278 events passing the MAX|D0| < 0.15 cm cut out of 281 events, giving an event cut efficiency of 98.9% ± 0.6. Figure A.17 shows the MAX|D0| for $\Upsilon$ events. There are 240 events passing the MAX|D0| < 0.15 cm cut out of 247 events, giving an event cut efficiency of 97.2% ± 1.1. The combination of $J/\psi$ data and $\Upsilon$ data yields a MAX|D0| < 0.15 cm cut efficiency of 98.1% ± 0.6.

5.1.2 Back-to-Back $\Delta\phi_{3D}$ Cut Description

Figures 5.1 and 5.2 showed the excess of cosmic ray events in the Drell-Yan dimuon sample and their $\Delta\phi_{3D}$ and MAX|D0| distributions. If the MAX|D0| cut is applied to the Drell-Yan dimuon sample, the plot of $\Delta\phi_{3D}$ has its cosmic ray contamination reduced, as is shown in figure 5.3. This can be compared to the plot of $\Delta\phi_{3D}$ in figure 5.1 before MAX|D0| cut. The cosmic ray background still exists, hence the $\Delta\phi_{3D}$ cut is
still needed. To determine the efficiency of this cut, the Drell-Yan dimuon sample after the MAX|D0| cut is applied will be compared to monte-carlo to determine the number of good Drell-Yan events removed.

**Back-to-Back $\Delta \phi_{3D}$ Cut Efficiency**

Chapter 4 discussed the generation and simulation of Drell-Yan dimuon events in the CDF environment. Comparisons of monte carlo data to real CDF dimuon data shows that the monte carlo models Drell-Yan dimuon production well. The Drell-Yan monte carlo can now be used to determine the efficiency $\Delta \phi_{3D}$ cut. Figure 5.4 shows the $\Delta \phi_{3D}$ opening angle between the muons taken from monte carlo. It clearly shows that actual Drell-Yan events are almost never back-to-back, so the $\Delta \phi_{3D} < 175^\circ$ should be a very efficient cut.

The $\Delta \phi_{3D}$ cut efficiency can now be determined by comparing the monte carlo $\Delta \phi_{3D}$ opening angle to the Drell-Yan data $\Delta \phi_{3D}$ opening angle. Figure 5.5 show the monte carlo $\Delta \phi_{3D}$ normalized to the Drell-Yan dimuon data with the $\Delta \phi_{3D}$ cut shown.
Figure 5.4: Three dimensional opening angle ($\Delta \phi_{3D}$) between opposite-signed dimuons for monte carlo generated Drell-Yan and $Z^\circ$ events.

The figure shows that the $\Delta \phi_{3D}$ cut is 97.1% ± 0.5 efficient.

One can also look at the track impact parameter for events with $\Delta \phi_{3D} > 175^\circ$. From Figure 5.1 and 5.2, a sample of events with $\Delta \phi_{3D} > 175^\circ$ are predominantly cosmic rays and should have a flat MAX|$D0$| distribution. If there are very many good Drell-Yan events in this sample, they would show up as an excess at max|$D0$| ~ 0.0 cm. Figure 5.6 shows MAX|$D0$| for $\Delta \phi_{3D} > 175^\circ$ and the plot has no excess at $D0$ ~ 0.0 cm. Therefore, very few Drell-Yan events are cuts by requiring $\Delta \phi_{3D} > 175^\circ$, as concurred by the Drell-Yan Monte Carlo.

### 5.1.3 Remaining Cosmic Ray Background

Looking at figure 5.2, the remaining background events will have $\Delta \phi_{3D} < 175^\circ$ and MAX|$D0$| < 0.15. This number of events can be found from normalizing this area to the area of $\Delta \phi_{3D} > 175^\circ$ and MAX|$D0$| < 0.15. Referring to the areas marked A,B,C and D on figure 5.2, one can find the remaining number of cosmic in area A from;
Figure 5.5: Comparison of monte carlo and real data $\Delta \phi_{3D}$ opening angle after impact parameter cut of 0.15 cm.

Figure 5.6: Maximum Impact parameter (MAX|D0|) for dimuons with $\Delta \phi_{3D} > 175^\circ$. 
\[ A = B \cdot \frac{C}{D} \]

where

\[ A = \text{number of remaining cosmic rays} \]
\[ B = \text{number of events with } \Delta \phi_{3D} < 175^\circ \text{ and } \text{MAX}|D0| > 0.15 \text{ cm} \]
\[ C = \text{number of events with } \Delta \phi_{3D} > 175^\circ \text{ and } \text{MAX}|D0| < 0.15 \text{ cm} \]
\[ D = \text{number of events with } \Delta \phi_{3D} > 175^\circ \text{ and } \text{MAX}|D0| > 0.15 \text{ cm} \]

Using the numbers from figure 5.2, one gets:

\[ B = 14 \text{ events} \]
\[ C = 18 \text{ events} \]
\[ D = 134 \text{ events} \]

hence,

\[ A = 1.9 \pm 0.7 \text{ events} \]

This results in 1.9±0.7 remaining cosmic ray events in the 81 remaining events in area A. These remaining events can be distributed over the invariant mass range by using a mass spectrum of known cosmic ray events. Figure 5.7 shows an invariant mass spectrum for cosmic ray dimuon events that appear in the MUO04 data stream. The cosmic events are found by requiring the dimuon pair to fail both cosmic ray cuts, i.e. \(|\Delta \phi_{3D}| > 175^\circ \text{ and } \text{MIN}|D0| > 0.15 \text{ cm}\).

The cuts of \(|\Delta \phi_{3D}| < 175^\circ \text{ and } \text{MAX}|D0| < 0.15 \text{ cm}\) remove most of the dimuon cosmic ray background events while retaining almost all of the Drell-Yan signal. Figure 3.10 showed the dimuon Drell-Yan signal before cosmic rays were removed. Figure 5.8 now show the dimuon events from figure 3.10 that pass these two cosmic ray cuts.
Figure 5.7: Dimuon invariant mass spectrum of real cosmic ray events taken from the MUO04 data stream.

Figure 5.8: Dimuon invariant mass with cosmic rays removed.
5.2 τ Background

The dominant source of τ's into dimuons is from Drell-Yan to $\tau^+\tau^-$ and $Z^0$ to $\tau^+\tau^-$ in which the τ's decay into muons. Since both muons would be fairly isolated, the event would look just like a Drell-Yan event. All other combinations of a single $\tau \to \mu$ plus an isolated muon from some other source are assumed to be very small and are not considered. This $\tau^+\tau^-$ to $\mu^+\mu^-$ background should also be small since the branching ratio is only 3% and the muons must pass all of the fiducial and trigger selection criteria.

An estimate of this background can be made by using ISAJET [48] monte carlo to generate $Z^0 \to \tau^+\tau^-$ and $DY \to \tau^+\tau^-$ events and determine how many pass the selection cuts. Since τ's decay into $\mu\bar{\nu}_\mu\nu_\tau$, for this estimate, it is assumed that these muons would pass all of the isolation and matching selection cuts. It remains to be determined how many dimuons from $\tau^+\tau^-$ would enter good muon fiducial regions and also trigger the level 2 DIMUON\_CENTRAL\_3 trigger. ISAJET is used to generate 42.0 pb$^{-1}$ of Drell-Yan and $Z^0$ to $\tau^+\tau^-$ events having an invariant mass between 9 GeV and 125 GeV. Figure 5.9 shows the di-τ invariant mass generated by ISAJET. Of these di-τ events, 3.2% decay into dimuons. Figure 5.10 shows the dimuon invariant mass of muons coming from τ's while figure 5.11 shows their $P_t$. As one can see from figure 5.11, most of the muons from τ decays are at low $P_t$. The dimuons are run through the same acceptance/trigger efficiency program used to determine the Drell-Yan acceptance and trigger efficiency. Because of the low muon $P_t$ spectrum and the small fiducial acceptance of the central muon chambers, few dimuons from di-τ's pass all the Drell-Yan selection criteria. Figure 5.12 shows the dimuon invariant mass spectrum from di-τ's for 42.0 pb$^{-1}$ of ISAJET monte carlo. For 2.7 pb$^{-1}$ of real dimuon data, one would expect 0.8 events from $\tau^+\tau^-$ decays for the mass range of 11 to 110 GeV in invariant mass.
Figure 5.9: Di-$\tau$ invariant mass spectrum from 42.0 $pb^{-1}$ of ISAJET monte carlo.

Figure 5.10: Dimuon invariant mass spectrum from $\tau$ decays.
Figure 5.11: Muon $p_T$ spectrum from $\tau$ dimuons.

Figure 5.12: Dimuon invariant mass spectrum from $\tau$ decays passing fiducial and trigger requirements.
5.3 QCD Background

The background from QCD events that appear isolated falls into two different categories. First, there are the isolated dimuons in which the charge of the individual muon legs are uncorrelated to each other. These are mostly non-interactive punch through events and decays-in-flight. The number of opposite-signed dimuon events to the number of same-signed dimuon events are roughly the same as a function of mass. These type of background dimuon events are labeled as symmetric QCD events.

There are also isolated dimuon events occurring from heavy quark decays, mostly from $B - \bar{B}$. For $B - \bar{B}$ events, the dimuons appear as opposite-signed dimuons, excluding mixing and secondary decays. Even with mixing and secondary decays, there are still more opposite-signed dimuons appearing from $B - \bar{B}$ decays than there are same-signed events.

5.3.1 Symmetric QCD Background

The remaining same-signed events in figure 5.8 show that there is still a non-Drell-Yan background. For non-correlated dimuons, there should be as many same-signed background events as opposite-signed background events. One can account for this symmetric background by subtracting the same-signed mass spectrum from the opposite-signed mass spectrum. Figure 5.13 shows the track isolation for opposite-signed and same-signed dimuons that pass all of the selection cuts of chapter 3, except the track isolation cut, and also pass the cosmic ray cuts presented above. The figure shows the excess of isolated opposite-signed events at low isolation. These are the Drell-Yan events present in the same. The same-signed events appearing at low isolation are due to the remaining symmetric background. Figure 5.14 now shows the dimuon invariant mass spectrum with the same-signed spectrum subtracted.
Figure 5.13: Dimuon track isolation for events passing all selection cuts, except track isolation, and also cosmic ray removal cuts.

Figure 5.14: Dimuon invariant mass spectrum with same-signed mass spectrum subtracted.
5.3.2 Non-Symmetric QCD Background

The background from isolated $B - \bar{B}$ decays contributes mostly to the opposite-signed dimuon spectrum. These events can not be accounted for by subtracting the same-signed spectrum. The background from isolated $B - \bar{B}$ dimuons is determined by studying electron-muon events found by the CDF detector. These electron-muon events have the unique signature that indicates that they come from heavy flavor decays.

One can use the equations

\[
N_\text{<} = N_s \times \epsilon_{\text{isolation}} + N_b \times f \quad (5.1)
\]
\[
N_\text{>} = N_s \times (1 - \epsilon_{\text{isolation}}) + N_b \times (1 - f) \quad (5.2)
\]

where

- $N_\text{<}$ = Number of events less than isolation cut.
- $N_\text{>}$ = Number of events greater than isolation cut.
- $\epsilon_{\text{isolation}}$ = Efficiency of track isolation cut.
- $f$ = Fraction of heavy quark decays passing isolation cuts.
- $N_s$ = Total number of Drell–Yan events.
- $N_b$ = Total number of Non–symmetric QCD events.

By redefining $N_s$ to be the total number of Drell-Yan events passing the track isolation cut and $N_b$ to be the total number of non-symmetric QCD events passing the track isolation cut, then these equations become

\[
N_\text{<} = N_s + N_b \quad (5.3)
\]
\[
N_\text{>} = N_s \times \frac{1 - \epsilon_{\text{isolation}}}{\epsilon_{\text{isolation}}} + N_b \times \frac{1 - f}{f} \quad (5.4)
\]

The value for $\epsilon_{\text{isolation}}$ is known from chapter 3. The value of $f$ is determined from the electron-muon data sample.

The electron-muon data sample is taken from the inclusive muon output data steam (MUO04) [51]. This sample can be used to determine what fraction of dimuons from
Table 5.1: Fraction of $B - \bar{B}$ lepton pair decays passing all selection cuts.

$B - \bar{B}$ decays pass all of the isolated dimuon selection cuts. From the electron-muon data sample, one finds that $11.5 \pm 3.4\%$ of the events pass all of the selection cuts if one makes the assumption that the electron track is a muon track. Since electrons have reconstruction requirements which are different from muons, one can not blindly take electrons and treat them like a muon. A sample of generated and simulated $B - \bar{B}$ monte carlo events that decay into electron-muon pairs as well as muon-muon and electron-electron pairs is used to determine the fraction of $B - \bar{B}$ events that pass the selection cuts. Table 5.1 [52] gives a list of the fraction of $B - \bar{B}$ events passing the selection cuts for electron-muon, muon-muon, and electron-electron events. Because the real electron-muon data agrees well with the monte carlo electron-muon results, one can believe the monte carlo muon-muon and electron-electron results. For the muon-muon data, a value of $f = 8.0\pm5.0$ is chosen.

Equations 5.3 and 5.4 are solved for $N_a$ and $N_b$. The values of $f$ and $\epsilon_{\text{isolation}}$ are now known. The values for $N_<$ and $N_>$ are taken from figure 5.15. Figure 5.15 is the opposite-signed isolation spectrum minus same-signed isolation spectrum of figure5.13.

\[
N_< = 53 \pm 8.9 \text{ events}
\]
\[
N_> = 83 \pm 27.0 \text{ events}
\]

This gives $N_b$ to be

\[
N_b = 8.2 \pm 3.8 \text{ events}
\]
Figure 5.15: Opposite-signed dimuon isolation spectrum minus same-signed dimuon isolation spectrum.

## 5.4 Total Remaining Background

The total remaining background from cosmic rays, $\tau$ decays, and non-symmetric QCD background is divided into the mass bins of interest. The remaining number of cosmic rays are divided into mass bins by using the cosmic ray mass spectrum in figure 5.7. Since there are only 0.8 $\tau$ background events predicted to be in the isolated dimuon sample, the background for $\tau$ events will be assumed to be zero. The remaining number of non-symmetric background events are divided using a spectrum a non-isolated dimuon spectrum. Figure 5.16 is a invariant mass spectrum of non-isolated dimuon events. This is used to normalize the remaining non-symmetric background into mass bins. Table 5.2 shows the remaining background from each source as a function of mass.
Figure 5.16: Opposite-signed minus same-signed dimuon invariant mass spectrum for non-isolated events.

<table>
<thead>
<tr>
<th>Mass Bin (GeV/c²)</th>
<th>Cosmic Rays</th>
<th>Non-Symmetric QCD</th>
<th>Total Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>11-15</td>
<td>0.41±0.17</td>
<td>3.5±1.8</td>
<td>3.9±1.8</td>
</tr>
<tr>
<td>15-20</td>
<td>0.31±0.13</td>
<td>2.3±1.1</td>
<td>2.6±1.1</td>
</tr>
<tr>
<td>20-30</td>
<td>0.39±0.16</td>
<td>1.9±0.8</td>
<td>2.3±0.8</td>
</tr>
<tr>
<td>30-40</td>
<td>0.29±0.13</td>
<td>0.4±0.2</td>
<td>0.7±0.2</td>
</tr>
<tr>
<td>40-50</td>
<td>0.10±0.05</td>
<td>0.0</td>
<td>0.10±0.05</td>
</tr>
<tr>
<td>50-60</td>
<td>0.10±0.05</td>
<td>0.0</td>
<td>0.10±0.05</td>
</tr>
<tr>
<td>60-70</td>
<td>0.03±0.03</td>
<td>0.0</td>
<td>0.03±0.03</td>
</tr>
<tr>
<td>70-110</td>
<td>0.10±0.05</td>
<td>0.0</td>
<td>0.10±0.05</td>
</tr>
</tbody>
</table>

Table 5.2: Remaining background from cosmic rays and symmetric QCD heavy quark decays for each mass bin of interest.
Chapter 6
Calculation of Drell-Yan
Differential Cross Sections and Conclusion

6.1 Differential Cross Section Calculation

The calculation of $d^2\sigma/dM \, dY|_{Y=0}$ now can be found from the following.

$$
\frac{d\sigma}{dM \, dY|_{Y=0}} = \frac{\# \text{Events}}{\text{Lum} \ast \text{Accept} \otimes \text{Trig}(M, Y = 0) \ast \epsilon_{\text{overall}} \ast \Delta M \ast \Delta Y} \quad (6.1)
$$

where

Events = # opposite-signed dimuons minus same-signed dimuons minus opposite-signed background

Lum = Integrated luminosity for the Level 2 DIMUON.CENTRAL.3 trigger

Accept $\otimes$ Trig$(M, Y = 0)$ = Acceptance convoluted with the Trigger efficiency as a function of mass where the virtual photon has a
### Table 6.1: Table of number of opposite-signed dimuon minus same-signed dimuons for each mass bin.

<table>
<thead>
<tr>
<th>Mass range (GeV/c²)</th>
<th># Opposite-same signed events</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 to 15</td>
<td>23 ± 6.9</td>
</tr>
<tr>
<td>15 to 20</td>
<td>19 ± 4.4</td>
</tr>
<tr>
<td>20 to 30</td>
<td>9 ± 3.0</td>
</tr>
<tr>
<td>30 to 40</td>
<td>3 ± 1.7</td>
</tr>
<tr>
<td>40 to 50</td>
<td>1</td>
</tr>
<tr>
<td>50 to 60</td>
<td>0</td>
</tr>
<tr>
<td>60 to 70</td>
<td>0</td>
</tr>
<tr>
<td>70 to 110</td>
<td>15 ± 3.9</td>
</tr>
</tbody>
</table>

rapidity of $-1.0 < Y < 1.0$

$\epsilon_{\text{overall}} = \text{Overall efficiency for all cuts}$

$\Delta M = \text{Width of mass bin for cross section}$

$\Delta Y = \text{Width of virtual photon rapidity region}$

The luminosity, $\epsilon_{\text{overall}}$, and $\Delta Y$ are

- Luminosity $= 2.77\text{pb}^{-1} \pm 7\%$
- $\epsilon_{\text{overall}} = 0.56 \pm 0.06$
- $\Delta Y = 2.0$

Table 6.1 gives the number of raw number of opposite-signed dimuon events minus the number of same-signed dimuon events for each mass bin. The number are taken from figure 5.14. Because of the poor statistics, the differential cross section is calculated for the mass range 11.0 to 40.0 GeV/c² and for the $Z^0$ mass region 70.0 to 110.0 GeV/c².

Table 6.2 gives the number of events with background subtracted, Acceptance*trigger efficiency, $\Delta M$, and Drell-Yan weighted average mass, for the mass bins of interest.
Table 6.2: Table of number of events, acceptance×trigger efficiency, ΔM, and Drell-Yan weighted average mass used to calculate the differential cross section.

<table>
<thead>
<tr>
<th>Mass range (GeV/c²)</th>
<th># events</th>
<th>Accept×trig</th>
<th>ΔM</th>
<th>&lt; M &gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 to 15</td>
<td>19.1±7.1</td>
<td>0.064±0.008</td>
<td>4.0</td>
<td>12.66</td>
</tr>
<tr>
<td>15 to 20</td>
<td>16.4±4.5</td>
<td>0.069±0.007</td>
<td>5.0</td>
<td>17.13</td>
</tr>
<tr>
<td>20 to 30</td>
<td>6.7±3.1</td>
<td>0.068±0.007</td>
<td>10.0</td>
<td>23.85</td>
</tr>
<tr>
<td>30 to 40</td>
<td>2.3±1.7</td>
<td>0.069±0.007</td>
<td>10.0</td>
<td>34.13</td>
</tr>
<tr>
<td>70 to 110</td>
<td>14.9±3.9</td>
<td>0.068±0.007</td>
<td>40.0</td>
<td>90.93</td>
</tr>
</tbody>
</table>

used to calculate $d^2\sigma/dM dY|_{Y=0}$. Table 6.3 tabulates the differential cross sections $d^2\sigma/dM dY|_{Y=0}$ and $M^3 d^2\sigma/dM dY|_{Y=0}$ using equation 6.1. The statistical and systematic errors are separated to show their relative size to the differential cross section. The error for $M^3 d^2\sigma/dM dY|_{Y=0}$ is just the combined statistical and systematic error. The width of the virtual photon rapidity ($ΔY$) is 2.0.

The measured values of $M^3 d^2\sigma/dM dY|_{Y=0}$ are averaged to give one number and is plotted with previous experimental values in figure 1.4. The result is labeled CDF in figure 1.4 and shows no significant deviation from the scaling predicted. Figure 6.1 shows the measured values of $M^3 d^2\sigma/dM dY|_{Y=0}$ plotted with a next-to-leading order theoretical prediction [54] using several versions of Martin-Roberts-Stirling and Morfin-Tung parton distribution functions. The predicted cross section at small invariant mass shows a strong dependence on the choice of parton distribution functions.

The total cross section for $Z^0 → μ^+μ^−$, for the mass region 70 to 110 GeV/c², is found to be

$$\sigma(Z^0 → μ^+μ^-) = 246.3 ± 64.5 ± 40.0 \text{ pb}$$

This agrees within errors with the $Z^0 → e^+e^-$ cross section measurement made at CDF.
Figure 6.1: Calculated values of $M^3 d^2 \sigma/dM dY|_{Y=0}$ compared to next-to-leading order predicted values.
<table>
<thead>
<tr>
<th>Mass range (GeV/c²)</th>
<th>$d^2\sigma/dMdy$ (pb/GeV/c²)</th>
<th>Stat Error</th>
<th>Sys Error</th>
<th>$M^3 d^2\sigma/dMdy$ ((GeV/c²)²nb)</th>
<th>Total Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 to 15</td>
<td>24.0</td>
<td>8.9</td>
<td>4.3</td>
<td>48.8</td>
<td>20.1</td>
</tr>
<tr>
<td>15 to 20</td>
<td>15.3</td>
<td>4.2</td>
<td>2.5</td>
<td>77.0</td>
<td>24.6</td>
</tr>
<tr>
<td>20 to 30</td>
<td>3.2</td>
<td>1.5</td>
<td>0.5</td>
<td>43.1</td>
<td>21.1</td>
</tr>
<tr>
<td>30 to 40</td>
<td>1.1</td>
<td>0.8</td>
<td>0.14</td>
<td>42.7</td>
<td>32.3</td>
</tr>
<tr>
<td>70 to 110</td>
<td>1.77</td>
<td>0.46</td>
<td>0.29</td>
<td>1328.0</td>
<td>410.2</td>
</tr>
</tbody>
</table>

Table 6.3: Differential cross sections $d^2\sigma/dMdy|_{Y=0}$ and $M^3 d^2\sigma/dMdy|_{Y=0}$ from dimuon events.

[53] of

$$\sigma(Z^0 \rightarrow e^+ e^-) = 209.0 \pm 13.0 \pm 17.0 \text{ pb}$$

### 6.2 Drell-Yan Analysis for Future Collider Runs

During the years 1992 through 1993, the Fermilab Tevatron will have another collider run. For the CDF collaboration, there will be two major improvements from the 1988-89 collider run.

First, the integrated luminosity delivered by the accelerator will be approximately 25 $pb^{-1}$. During the last run, the accelerator delivered approximately 10 $pb^{-1}$, of which less than half was written to tape. This gives an overall data taking efficiency of less than 50%. For this upcoming run, it is CDF’s goal to run at least 80% efficient. This would mean a factor of of about 8 increase of data to written to tape.

Second, there is a upgrade to the present central muon detector system that will extend central muon coverage out to an $\eta$ of $\pm 1.0$ but will cover only about 70% in $\phi$. This will increase the muon fiducial region by approximately 45%.

These two improvements for the next collider run will increase the present dimuon
data set by a factor of about 12.

6.3 Conclusion

The differential cross section \( \frac{d^2 \sigma}{dM dY}|_{\gamma=0} \), along with \( M^3 \frac{d^2 \sigma}{dM dY}|_{\gamma=0} \), are calculated for the dimuon invariant mass range from 11 to 40 GeV/c\(^2\) and 70 to 110 GeV/c\(^2\). Comparison is made to a next-to-leading order theoretical prediction and to previous experimental results. The cross section \( \sigma(Z^0 \rightarrow \mu^+ \mu^-) \) agrees with the CDF measured cross section \( \sigma(Z^0 \rightarrow e^+ e^-) \) within errors.

The measured values of \( M^3 \frac{d^2 \sigma}{dM dY}|_{\gamma=0} \), plotted in figure 6.1, appear systematically larger than the predicted values using the latest parton distribution functions (PDF's). This would seem to indicate that there are more quark-antiquark pairs at small values of \( \sqrt{s} \) than are predicted by present PDF's. The systematic discrepancy may be due to lack of understanding of the gluon distribution at small \( x \), which is directly related to number of available sea quarks at small \( x \). The results here seem to indicate that the gluon distribution at small \( x \) is much softer, i.e. many more gluons at small \( x \), than is the predicted. Another possibility is that high order effects beyond next-to-leading order may have a large impact on the theoretically predict cross section. At present, there are no calculations of the Drell-Yan cross section beyond next-to-leading order but work is underway to provide them.

One of the goals of this analysis is to try and determine which, if any, of the present PDF's are favored by the measurement of \( M^3 \frac{d^2 \sigma}{dM dY}|_{\gamma=0} \). Figure 6.2 shows \( M^3 \frac{d^2 \sigma}{dM dY}|_{\gamma=0} \) compared to the largest and smallest predicted values from figure 6.1. This figure indicates that the PDF HMRSB generates the lowest predicted cross section while PDF MT-B1 generates the highest. It is interesting to note that these two recent PDF differ by as much as a factor of 4 at small invariant mass. From this figure, it appears the the PDF MT-B1 is the most favored of all of the presently accepted PDF's, but because it is unclear if the systematic offset of the data is due to parameterization
of PDF functions or higher-order effects, it is difficult to favor any of the present PDF's. It is hoped that future experimental measurements of the Drell-Yan cross section at CDF and improvements in theoretical predictions will allow one to determine the best parameterization of PDF's at small values of $x$. 
Figure 6.2: Calculated values of $M^3 d^2 \sigma/dM dY|_{Y=0}$ compared to largest and smallest next-to-leading order predicted values.
Appendix A

\textit{J/\psi's and \Upsilon's: Dimuons in the CDF Environment}

During the Fermilab collider run of 1988-89, CDF recorded large a number of dimuon events from \(J/\psi\)'s and \(\Upsilon\)'s. These dimuon events appear as large resonances in the dimuon invariant mass spectrum. Since the dimuon signal from these particles is much larger than the background, these dimuons provide a source of real muons measured by the CDF detector. This appendix will show general properties of these muons in the CDF environment.

Figures A.1 and A.2 show the dimuon invariant mass of the \(J/\psi\) and \(\Upsilon\) into CMUO-CMUO dimuons where the only selection requirement is that the event have a Level 2 DIMUON\_CENTRAL\_3 trigger. The figures show the opposite-signed dimuon invariant mass spectrum versus the same-signed dimuon invariant mass spectrum. The \(J/\psi\) 1S and \(\Upsilon\) 1S and 2S states are clearly visible over the same-signed background. One can now make mass cuts around the mass peaks and have a sample of real muons in the CDF environment.

The following plots are for events in the invariant mass windows around the \(J/\psi\) 1S state and around the \(\Upsilon\) 1S state. Only the opposite-signed events are plotted. Figures A.3, A.4, A.5, and A.6 show the parent object \(p_T\) spectrum, the muon \(p_T\) spectrum, the
Figure A.1: Dimuon invariant mass of CMUO-CMUO events at the $J/\psi$ mass. The solid line represent opposite-signed events while the dashed line represent same-signed events.

Figure A.2: Dimuon invariant mass of CMUO-CMUO events at the $\Upsilon$ mass. The solid line represent opposite-signed events while the dashed line represent same-signed events.
three dimensional opening angle between the muons, and the maximum track isolation of both muons for \( J/\psi \) 1S state events. Figures A.7, A.8, A.9, and A.10 show the same information for the \( \Upsilon \) 1S state events.

Because of the inefficiency of the Level 2 DIMUON\_CENTRAL\_3 trigger at low muon \( p_T \) (see figure 2.11), only high \( p_T \) \( J/\psi \) events pass the trigger requirement. The decay muons from \( \Upsilon \) events at rest have enough \( p_T \) to pass the trigger requirements. This is the reason for the lack of low \( p_T \) \( J/\psi \) events in figure A.3.

Figure A.11 shows the distribution of muons from \( J/\psi \) events versus CDF \( \phi \) in units of 15° equivalent to one central wedge per \( \phi \) bin. The flatness of this distribution shows that there is no detector inefficiency as a function of \( \phi \).

As one can see from figures A.6 and A.10, \( J/\psi \) and \( \Upsilon \) events are not well isolated. To use muons from \( J/\psi \) and \( \Upsilon \) events to study various Drell-Yan analysis cuts, a tight isolation cut is imposed. This makes these muons appear more like muons from Drell-Yan events. A maximum track isolation cut of 1.5 GeV/c is imposed on each leg of the \( J/\psi \) and \( \Upsilon \) dimuons. One can now use these muons to find the tower efficiency cuts of chapter 3. Figures A.12, A.13, and A.14 show the muon tower electromagnetic
Figure A.4: $J/\psi$ muon $p_T$ spectrum.

Figure A.5: Three dimensional opening angle between muons from $J/\psi$. 
Figure A.6: Maximum track isolation of $J/\psi$ muons.

Figure A.7: $T$ parent $p_T$ spectrum.
Figure A.8: $\Upsilon$ muon $p_T$ spectrum.

Figure A.9: Three dimensional opening angle between muons from $\Upsilon$. 
Figure A.10: Maximum track isolation of $\Upsilon$ muons.

Figure A.11: Distribution of muons from $J/\psi$ and $\Upsilon$ events versus CDF $\phi$. The bins are in units of 15° equivalent to one central wedge per $\phi$ bin.
calorimetry energy, the muon tower hadronic calorimetry energy, and the $\Delta X$ matching for these isolated $J/\psi$ muons. Figure A.15 shows the $\Delta X$ matching times the track $p_T$ for isolated $J/\psi$ muons. A gaussian fit to the plot shows that the average muon multiple scattering is 15 cm divided by muon $p_T$. This is indicated in equation 3.3. Figures A.16 and A.17 show the maximum impact parameter ($MAX|D0|$) for these isolated $J/\psi$ and $\Upsilon$ events. These figures give the efficiency of the $MAX|D0|$ cut used to remove cosmic rays from the dimuon sample, defined in chapter 5.

The isolated muons from $J/\psi$ events can also be used to define the good fiducial regions of the central muon (CMU) chambers. Figures A.18 show the distribution of CMU track stubs, for $J/\psi$ muons, versus $\phi$ for all central wedges folded into one wedge. The wedge $\phi$ coordinates are in degrees. The dashed lines in these figures define the good fiducial region of the CMU chambers in the $\phi$ direction. Figures A.19 show the distribution of CMU track stubs versus CMU detector $\eta$, again where all central wedges are folded into one wedge. The dashed lines in these figures define the good fiducial region of the CMU chambers in the $\eta$ direction.

Figure A.12: Electromagnetic calorimetry tower energy for isolated $J/\psi$ muons.
Figure A.13: Hadronic calorimetry tower energy for isolated $J/\psi$ muons.

Figure A.14: $\Delta X$ track matching for isolated $J/\psi$ muons.
Figure A.15: \( \Delta X \) track matching times track \( p_T \) for isolated \( J/\psi \) muons.

Figure A.16: Maximum track impact parameter (\( MAX|D0| \)) for isolated \( J/\psi \) muons.
Figure A.17: Maximum track impact parameter ($MAX|D0|$) for isolated $\tau$ muons.

Figure A.18: CMU track stub $\phi$ position for all isolated $J/\psi$ muons. Dashed lines indicate good CMU chamber fiducial region.
Figure A.19: CMU track stub $\eta$ position for all isolated $J/\psi$ muons. Dashed lines indicate good CMU chamber fiducial region.
Appendix B

Determination of the Isolation Cut

The main use of the isolation cut is to remove background events while still selecting Drell-Yan events. This appendix describes a study of different types of isolation versus the isolation cut value. The isolation cut, defined by equation 3.1, is generalized to include calorimetry isolation as well as tracking isolation for various cone sizes. The isolation variable for tracking is defined as

\[
\text{Isolation}_{\text{tracking}} = \max_{1,2} \left( \sum_{R=R'} p_T - p_T^\mu \right)
\]  

while for calorimetry

\[
\text{Isolation}_{\text{calorimetry}} = \max_{1,2} \left( \sum_{R=R'} E_T - p_T^\mu \right)
\]

where

\[
\sum_{R=R'} p_T = \text{Sum of the transverse momentum of tracks in a cone of radius } R' \text{ around the muon.}
\]

\[
\sum_{R=R'} E_T = \text{Sum of calorimetry transverse energy in a cone of radius } R' \text{ around the muon.}
\]

\[
p_T^\mu = \text{Transverse momentum of the muon.}
\]

\[
\max_{1,2} = \text{Take the larger of values of the dimuons.}
\]

(B.3)
In determining the type of isolation used and the value of the isolation cut, the following three guidelines are studied.

1. Maximize the efficiency of the isolation cut.

2. Maximize the ratio of opposite-signed (OS) dimuon events to same-signed (SS) dimuon events, as a function of isolation type and isolation cut value.

3. Minimize the fraction of QCD background passing the isolation cut.

Guideline 1 is studied by looking at the efficiency of different types of isolation versus the isolation cut for dimuon $Z^0$ candidates. There are 22 $Z^0$ candidates that pass all of the dimuon selection cuts in chapter 3 except the isolation cut. Table B.1 shows the number of $Z^0$ passing the isolation cut and the efficiency of the cut.

Guideline 2 is studied by observing the number of opposite-signed and same-signed dimuon events selected for different types of isolation versus the isolation cut value. The dimuons pass all of the selection requirements of chapter 3, except the isolation cut. The invariant mass range is restricted to be between 11 and 40 GeV/c$^2$. Table B.2 shows the number of opposite-signed and same-signed events for different types of isolation versus cut value.

Guideline 3 is studied by using electron-muon ($e-\mu$) data from real and monte carlo $B-\bar{B}$ events events and from monte carlo events. Table B.3 shows the fraction ($f$) of $e-\mu$, $e-e$, and $\mu-\mu$ events from $B-\bar{B}$ decays for an isolation cut value of 1.0 GeV and 1.5 GeV.

Using these three guidelines, the choice of the variable isolation is made to be

$$\text{Isolation} = \max_{R=R'} \left( \sum_{R} p_T - p_T' \right) < 1.0 \text{ GeV/c}. \quad (B.4)$$

which is used in chapter 3. This has the main advantage of having a low fraction of background $B-\bar{B}$ events while still having a large ratio of opposite-signed events to same-signed events. It is also the same definition used by the Drell-Yan dielectron analysis. This last point makes it easier to combine the dielectron and dimuon Drell-Yan differential cross sections.
<table>
<thead>
<tr>
<th>Cut Description</th>
<th>Cut Value (GeV)</th>
</tr>
</thead>
</table>
| $\sum R=0.4 E_T$ (calorimetry) | \begin{align*}
\# Z^o=20 & \quad \epsilon=0.91 \\
\# Z^o=21 & \quad \epsilon=0.91 \\
\# Z^o=21 & \quad \epsilon=0.95 \\
\# Z^o=21 & \quad \epsilon=0.95 \\
\# Z^o=21 & \quad \epsilon=0.95
\end{align*} |
| $\sum R=0.7 E_T$ (calorimetry) | \begin{align*}
\# Z^o=9 & \quad \epsilon=0.41 \\
\# Z^o=13 & \quad \epsilon=0.59 \\
\# Z^o=18 & \quad \epsilon=0.82 \\
\# Z^o=19 & \quad \epsilon=0.86 \\
\# Z^o=19 & \quad \epsilon=0.86
\end{align*} |
| $\sum R=0.4 PT$ (tracking) | \begin{align*}
\# Z^o=18 & \quad \epsilon=0.82 \\
\# Z^o=22 & \quad \epsilon=1.0 \\
\# Z^o=22 & \quad \epsilon=1.0 \\
\# Z^o=22 & \quad \epsilon=1.0 \\
\# Z^o=22 & \quad \epsilon=1.0
\end{align*} |
| $\sum R=0.5 PT$ (tracking) | \begin{align*}
\# Z^o=15 & \quad \epsilon=0.68 \\
\# Z^o=19 & \quad \epsilon=0.86 \\
\# Z^o=20 & \quad \epsilon=0.91 \\
\# Z^o=21 & \quad \epsilon=0.95 \\
\# Z^o=22 & \quad \epsilon=1.0
\end{align*} |
| $\sum R=0.6 PT$ (tracking) | \begin{align*}
\# Z^o=13 & \quad \epsilon=0.59 \\
\# Z^o=16 & \quad \epsilon=0.73 \\
\# Z^o=20 & \quad \epsilon=0.91 \\
\# Z^o=21 & \quad \epsilon=0.95 \\
\# Z^o=22 & \quad \epsilon=1.0
\end{align*} |
| $\sum R=0.7 PT$ (tracking) | \begin{align*}
\# Z^o=9 & \quad \epsilon=0.41 \\
\# Z^o=14 & \quad \epsilon=0.64 \\
\# Z^o=18 & \quad \epsilon=0.82 \\
\# Z^o=18 & \quad \epsilon=0.82 \\
\# Z^o=20 & \quad \epsilon=0.91
\end{align*} |
| $\sum R=1.0 PT$ (tracking) | \begin{align*}
\# Z^o=2 & \quad \epsilon=0.10 \\
\# Z^o=3 & \quad \epsilon=0.14 \\
\# Z^o=9 & \quad \epsilon=0.41 \\
\# Z^o=11 & \quad \epsilon=0.50 \\
\# Z^o=14 & \quad \epsilon=0.64
\end{align*} |

Table B.1: Number of $Z^o$ dimuon candidates and efficiency ($\epsilon$) of isolation cut for various types of isolation cuts and different cut values. All selection cuts in have been made and there are 22 possible dimuon $Z^o$ candidates.
<table>
<thead>
<tr>
<th>Cut Description</th>
<th>Cut Value (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;1.0</td>
</tr>
<tr>
<td>$\Sigma E_T$ R=0.4 (calorimetry)</td>
<td># OS=59</td>
</tr>
<tr>
<td></td>
<td>OS/SS=3.5</td>
</tr>
<tr>
<td>$\Sigma E_T$ R=0.7 (calorimetry)</td>
<td># OS=20</td>
</tr>
<tr>
<td></td>
<td>OS/SS=20.0</td>
</tr>
<tr>
<td>$\Sigma p_T$ R=0.4 (tracking)</td>
<td># OS=88</td>
</tr>
<tr>
<td></td>
<td>OS/SS=3.1</td>
</tr>
<tr>
<td>$\Sigma p_T$ R=0.5 (tracking)</td>
<td># OS=65</td>
</tr>
<tr>
<td></td>
<td>OS/SS=5.0</td>
</tr>
<tr>
<td>$\Sigma p_T$ R=0.6 (tracking)</td>
<td># OS=47</td>
</tr>
<tr>
<td></td>
<td>OS/SS=9.4</td>
</tr>
<tr>
<td>$\Sigma p_T$ R=0.7 (tracking)</td>
<td># OS=35</td>
</tr>
<tr>
<td></td>
<td>OS/SS=35.0</td>
</tr>
<tr>
<td>$\Sigma p_T$ R=1.0 (tracking)</td>
<td># OS=20</td>
</tr>
<tr>
<td></td>
<td>OS/SS=27.0</td>
</tr>
</tbody>
</table>

Table B.2: Number of opposite-signed (OS) and same-signed (SS) dimuons present in dimuon sample for various types of isolation cuts and different cut values. All selection cuts in chapter 3 have been made.
Table B.3: Fraction (f) of $B - \bar{B}$ events passing dimuon selection cuts.

<table>
<thead>
<tr>
<th>Sample</th>
<th>f, Isolation&lt;1.0</th>
<th>f, Isolation&lt;1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e - \mu$ data</td>
<td>0.115±0.034</td>
<td>0.218±0.044</td>
</tr>
<tr>
<td>$e - \mu$ monte carlo</td>
<td>0.100±0.034</td>
<td>0.225±0.042</td>
</tr>
<tr>
<td>$e - e$ monte carlo</td>
<td>0.088±0.038</td>
<td>0.175±0.050</td>
</tr>
<tr>
<td>$\mu - \mu$ monte carlo</td>
<td>0.079±0.044</td>
<td>0.184±0.063</td>
</tr>
</tbody>
</table>
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