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The interference between the long-lived and short-lived neutral kaons (KL and 

Ks) provides an arena for very sensitive tests of CPT symmetry. An observation 

of CPT violation would have a significant impact on physics, as it has been shown 

that CPT is an exact symmetry in almost all local quantum field theories. 

In a fixed target experiment at Fermilab, the E731 collaboration has collected 

large samples of KL and Ks decays into the 7r+7r- and 7ro7ro final states. This experi­

ment uses a regenerator technique, in which one of two KL beams passes through a 

block of material in order to provide a Ks component that is fully coherent with the 

KL state. By measuring the interference between the KL and Ks decays, the phases 

<P+- and <Poo of the two amplitude ratios amp(KL-+ 7r+7r-)/amp(Ks-+ 7r+7r-) and 

amp(KL -+ ?r
0 7r0)/amp(Ks -+ 7r07r0 ) can be determined. CPT symmetry predicts 

that the difference between </>00 and </>+- should be much less than one degree and 

that their average should be close to 43. 7 degrees. 

Using data from a 1987-88 run, we find that <Poo - <P+- = -0.3° ± 2.4°(stat) ± 
l.2°(syst). The values obtained for <P+- and </>00 - 47.7° ± 2.0°(stat) and 47.4° ± 
l.4°(stat) - have larger systematic errors, mostly due to the limited knowledge 

about the phase associated with the Ks regeneration. (This "regeneration phase" 

cancels in the phase difference.) Using the world average value of <P+-, we find that 

2</>+-/3 + <J>00 /3 = 44.5° ± 1.5°. The results are in agreement with the predictions 

of CPT symmetry . 
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Chapter 1 

INTRODUCTION 

Symmetries of Nature play a central role in physics. We find them to be very 

useful tools when constructing models of our universe, and we also appreciate the 

elegance and simplicity of a symmetric theory. On the other hand, any deviation 

from exact symmetry is always very exciting, since it usually leads us towards new 

phenomena and sometimes even a new interaction. In fact, physics would be rather 

dull if there were no strange effects to investigate. With recent experiments in high 

energy physics agreeing so well with the standard model, would it not be interesting 

if some boring old symmetry could be replaced by a new exciting asymmetry? 

There are three symmetry operations in particular that have been of much 

interest in the study of elementary particles and their interactions. These are time 

reversal (T), parity reversal (P) and charge conjugation (C). Initially, these were all 

thought to be exact, but then it was discovered in 1957 that the weak interaction 

violates both P and C.[1] Since the C and p· violations are closely related, the 

combined operation of charge conjugation and parity reversal ( CP) remained a 

good symmetry. For example, consider the 71"+ -+ µ.+vL decay, where the neutrino 

is always left-handed. Parity reversal changes the direction of momentum vectors, 

but leaves spin vectors unchanged. Consequently, a reflection of the decay in the 

P mirror would lead to a right-handed neutrino, which is not allowed. A reflection 

in the C mirror, on the other hand, results in the decay 71"- -+ µ.-;;L with a left­

handed anti-neutrino, which is not allowed either. Only the combined reflection 

CP results in the allowed decay 71"- -+ µ.-;:;R, with a right-handed anti-neutrino. In 

the standard model, the weak interaction couples only to left-handed neutrinos and 

right-handed anti-neutrinos, thus explaining the "maximal" violation of the P and 

C symmetries. 

It did not take very long, however, until a crack in the CP mirror appeared. 

1 
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If CP symmetry were exact, the long-lived neutral kaons would never decay into 

two pions, but in 1964 that particular decay mode was in fact observed.[2] Unlike 

the P and C violations, the deviation from perfect CP symmetry is a very small 

effect (10-3 level), and its origin remains uncertain. In the standard model, the 

effect is assumed to arise from a non-zero phase in the weak interaction quark-quark 

couplings (Kobayashi-Maskawa matrix).[3] It has also been proposed tha.t the effect 

is due to an entirely new interaction.[4] 

Meanwhile, the stakes have been raised by the CPT theorem[5-7], which shows 

that the combination of all three operations is an exact symmetry in almost all local 

quantum field theories. This result does not imply that CPT violations are impos­

sible, only that the consequences of a deviation :from exact symmetry would be 

more far-reaching. Any experimentalist who is thirsting for "new physics" should 

certainly continue to test the predictions of CPT symmetry. One such prediction is 

the equality between particle-antiparticle masses and lifetimes, and direct measure­

ments of mass and lifetime differences (6M/M and 6f /r) typically provide limits 

at the io-3-10-4 level. Another prediction is that the magnitudes of the magnetic 

moments of particle and anti-particle should be equal. A comparison of the "g 

minus 2" measurements for the electron and the positron gives a limit at the 10-11 

level. For a compilation of CPT tests, see page 46 of reference 8. Since the mass 

difference between K 0 and K 0 is limited by the difference (flm) between KL and 

Ks, and with flm/mx = 7 x 10-15 , the kaons are expected to set a particularly 

strong limit. Recalling that CP violation has only been observed in the neutral 

ikaon system, one might even argue that this is the best place to look for a CPT 

I · 1 t· v10 a ion. 

So here you are, reading the introduction to a recent experimental test of CPT 

symmetry in the neutral kaon system. The remainder of this first chapter will tell 

~ou about the basic ideas of the experiment, while the following chapters describe 

~he various aspects - apparatus, analysis, etc. - in more detail. 

-
.. 

-
-
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1.1 Neutral Kaons 

Excellent reviews of the neutral kaon system together with the CP and CPT 

phenomenology can be found in the literature.[9-14] Here, a very brief outline will 

be presented in order to introduce the predictions of CPT symmetry that can be 

tested experimentally. For simplicity, all the relations given in this introduction 

assume CPT invariance. See chapter 2 for a somewhat more detailed review of the 

algebra. 

Because the strong interaction conserves strangeness (S), the K 0 (S = +1) 

and K 0 (S = -1) are the neutral kaon eigenstates during production. The kaons 

decay thanks to the weak interaction which allows !::i.S = ±1 transitions. They 

also mix with each other through intermediate states with S = 0 (e.g., 27r and 37r). 

Taking into account the small ( f ~ 2 x 10-3 ) CP violation in the K 0-Ko mixing, 

the vacuum eigenstates are written 

Ks= [(1 + E)K0 + (1 - E)KO]/ .J2(1 + IEJ2) 

KL = [(1 + E)K0 
- (1 - E)KO]/ .J2(1 + jfj2) 

The Ks state is mostly CP-even, allowing it to decay into the CP-even 27r final 

states. In fact, this is the reason why Ks is the short-lived state (rs ~ 0.89 x 

10-10 sec). The long-lived KL state (rL ~ 5.2 x 10-s sec) is mostly CP-odd, but the 

small CP-even impurity introduced by f permits it to decay occasionally into the 

27r states. This "indirect" CP violation was first observed in 1964.[2] 

There are two different 27r final states ( 7r+7r- and 7r07r0), and we define two 

complex parameters 77+- and 7700 as the ratios of the KL and Ks decay amplitudes: 

77 = amp(KL-+ 7r7r)/amp(Ks-+ 7r7r) 

Neglecting the small (~ 5%) violation of the !::i.I = 1/2 rule, we have the two 

relationships 

11+- = 177+-leilf>+- = f + f 1 

1100 = l77ooleilf>oo = f - 2f1 

which are often visualized in the Wu-Yang diagram (Figure 1.1). The param-
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Im 

Re 

Figure 1.1: Wu-Yang diagram. 

eter f
1 represents any additional CP violation arising directly from the 27r de­

cay amplitudes (known as "direct" CP violation). By measuring the ratio of 

177+-1 and 11100 I, the quantity Re( f' / f) can be determined through the relationship 

177+-1 2 /111001 2 ~ 1+6Re(f'/f). The most recent result[15] - which was obtained 

from the same data set that is discussed in this thesis - is consistent with zero: 

Re(E'/f) = -0.0004±0.0014(stat)±0.0006(syst). Another recent measurement[16] 

by the N A31 collaboration at CERN shows a three sigma deviation from zero: 

Re( f' / f) = 0.0033 ± 0.0007( stat) ± 0.0008( syst ). Since it is also known that the 

argument off' is close to the argument of E, it follows that lf'I is much smaller than 

IEj. The magnitude a.nd relative a.ngle of € a.re greatly exaggerated in Figure 1.1 

for clarity. 

1.2 The CPT Predictions 

CPT symmetry results in predictions for the phases of E and€, which ca.n be 

tested by measuring the phases of 77+- and 1/oo· It should be stressed that these 

phases are meaningful quantities only because certain other phases have been fixed 

-
-
-
-
... 

... 

-
-
-
-
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by convention. The CPT requirements can, of course, be formulated in a phase­

independent way. The expression for E is 

1 (K0 1HIK0
) - (K0 1H/K0 ) 

E= 
2 (mL - ms)+ i(rs - rL)/2 

Here, H = M - ir /2 is the Hamiltonian of the K 0-K0 system, and mL, ms, rL 

and rs are the KL and Ks masses and decay rates. The mass and decay matrices 

( M and r) are both hermitean, making the numerator equal to 2i Im M12 +Im r 12 • 

Using results from the 37r and semileptonic decay modes, one can show that the 

contribution to E from the decay matrix is very small compared to the contribution 

from the mass matrix. Consequently, the phase of E - which is measured as 

2</>+-/3+¢00 /3- should be close (within a degree) to the argument of rs/2+iAm. 

This "natural angle" is equal to 43. 7 ± 0.2°. 

The other prediction is obtained by considering the phase of~. This parameter 

is written as 
, i Im A 2 i(6 _ 6 ) 

E = ---e i o 
../2ReAo 

where A1 is the decay amplitude of K 0 into a 271" final state of isospin I with 

a phase shift 51 from final state interactions. Using the experimental value[l 7] 

52 - 50 = -45 ± 10°, we see that ~ is nearly parallel with E. Since Re(~/ E) is known 

to be very small, it then follows that the difference between <P+- and </>00 should be 

much less than one degree. However, the world average values[S] </>+- = 44.6±1.2° 

and ¢00 = 54 ± 5° violate both predictions at about two standard deviations. 

Considering the importance of CPT symmetry, it is desirable to make more precise 

measurements of the two phases, particularly </>00 • 

1.3 Where's the Phase? 

Thanks to the remarkably small mass difference, Am~ 3.5x10-e eV, between 

the KL and Ks states, it is possible to observe interference between the Ks ___... 7r7r 

and KL ---. 7r7r decay amplitudes. In fact, with .Am ~ 0.5 in units of Ks lifetimes, 

the mass difference is very well adjusted for an interference experiment. Recalling 

the definition of 1/ as the ratio between the KL and Ks amplitudes, and assuming 
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that there is at least some coherence between the Ks and KL components, it follows 

that the phase of 1/ becomes observable in the 71'71' decay rate via the interference 

term. The amount of coherence depends on whether the Ks component comes 

directly from the kaon production target or is being regenerated from a KL state. 

This experiment uses Ks from a regenerator, but let us first consider the interference 

between Ks and KL from the target. 

Kaons are produced in a target as K 0 or K 0 , and with K 0 ,...., Ks + KL and 

K 0 ,...., Ks - KL, the 71'71' decay rate a.s a function of proper time t from the target is 

proportional to 

where rs,L are the Ks,L decay rates and ¢.,, stands for either <P+- or <Poo. The 

"dilution factor" D = (N - N)/(N + N), where N and N a.re the K 0 and KO 

fluxes, enters because the interference terms from K 0 and K 0 have opposite signs. 

In other words, the amount of coherence between Ks and KL is determined by 

IDI. The decay rate is plotted in Figure 1.2 for the case of a. K 0 at the target 

(i.e., D = +1). The pure Ks and KL terms and their sum are indicated by dashed 

lines. The factor D is always positive - if the target is made of ordinary matter -

since it is easier to produce a K 0 than a KO. This production asymmetry increases 

with the ratio of kaon energy to incident proton energy and also with the targeting 

angle. The NA31 experiment at CERN uses this method, and for them D varies 

from about 0.1 at low kaon energies to about 0.4 at higher energies. 

In our experiment, we wait until most of the target Ks have decayed and let 

the resulting (almost pure) KL beam pass through a regenerator. This recreates a 

Ks component which is fully coherent with the KL. The regeneration phenomenon 

is discussed in more detail at the end of chapter 2, and it is sufficient to note for 

now that the kaon state emerging from the regenerator in the forward direction is 

described by KL+ pKs, where pis called the coherent regeneration amplitude. The 

71'71' decay rate as a function of proper time from the regenerator is proportional to 

-
-
-

-
.. 

-

,. 

-
-
-
-



-

--· 

1.6 

1.2 

0.8 

0.4 

0. 

-0.4 
-0.8 

-1.2 

-1.6 

0 

' ' ' ' ' ' 

K0 at t=O 

.... ,, ,, 
~ 

' '' .... ' .... - - - - - - - - - - - - - - - - - - - "'" - ------- - -~------------! 

4 8 

' ' ' 

12 

' ' ' ' ' ' 
16 

cos (6mt-c;o,,) 

20 24 

.__ ___ _.._ ____ .1..-___ ___._ _____ .1..-_____ __,_ ______ ~ 

0 4 8 12 16 20 24 

t [K5 lif etimesJ 
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which is plotted in Figure 1.3. The magnitude of p depends on the thickness of 

the regenerator and on the kaon energy. In our case, IPI varies from about 53 at 

a kaon energy of 40 GeV to about 2% at 160 GeV. The decay rate plots show just 

how fortunate we are with the size of ~m. 

In order to compare the statistical power of the two methods for extracting </>m 

we need to look at the magnitude of the interference term ( ...... e-rst/2 ) relative the 

magnitudes of the pure Ks term ("' e-rst) and the pure KL term ("'constant). For 

the proper times that we are interested in here, we can assume that rL ~ rs/580 

is zero. Ignoring for a moment the cosine factor, let us consider the ratio of the 

interference term to the sum of the other two terms. This ratio has its maximum 

at the proper time t0 defined as the time where the Ks and KL terms are equal. 

In the case of Ks from the target, t0 is determined by e....:rsto = 1111 2 , and we find 

after some simple algebra that the ratio is equal to D. In the case of Ks from a 

regenerator, to is given by IPl 2 e-rsto = 1111 2 and we find that the same ratio is now 

equal to one. This shows explicitly how the factor D dilutes the sensitivity to the 

interference term for target Ks, while there is no such dilution for regenerated Ks 

because of the full coherence between Ks and KL. (The two ratios can be compared 

directly_ with each other only for a given KL flux, and it should be remembered that 

the regenerator attenuates this flux through absorption.) 

For times larger than t0 , the statistical power quickly decreases as the KL 

term stays constant and the interference term dies out. In the other direction, the 

Ks decays dominate the rate, but it is very important to note that the magnitude 

of the interference term is proportional to the square root of the Ks term, implying 

that the statistical power per proper time interval remains constant all the way 

to t = 0. However, since the total decay rate increases, the statistical power per 

recorded event decreases exponentially towards t = 0. For the target Ks method, it 

is best to define the start of the decay volume by a veto counter and avoid the huge 

number of Ks decays at the earliest proper times. (Such a veto counter will also 

eliminate junk from the target.) For the regenerator method, there is no problem 

with too many Ks, as IPl 2 is very small compared to one. The magnitude of pis 

essentially proportional to the length of the regenerator up to a certain limit. A 
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Figure 1.4: The E731 Basic Design. 

190 

thinner regenerator is better, not because IP! is smaller, but because there is less 

absorption. However, if IP! becomes too small (comparable too j771), the interference 

term drowns in the KL flux. The important point is that once the decay volume 

is defined and the data recorded, the statistical power is constant from the start of 

the decay volume until t ::::::: t 0 • The effect of the cosine factor is to modulate the 

sensitivity to the phase. For example, when the the cosine changes slowly (near 

±1), there is less statistical sensitivity to </J,,. 

1.4 The Experiment 

A very schematic view of our experiment is shown in Figure 1.4. The beam.­

line and the detector will be described in more detail in chapter 3, and only the 

major features are introduced here. Two neutral kaon beams - with an average 

kaon energy around 70 Ge V - are produced at the target by the 800 Ge V protons 

from the Fermilab Tevatron. By the time the kaons reach the regenerator, almost 

all the Ks have decayed. Being this far away from the target also means that 

most lambdas have decayed and that the accidental activity is quite low. After the 

regenerator we have a "regenerated" beam which is a coherent mixture of KL and 
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Ks, and a "vacuum" beam which is pure KL. It is in the regenerated beam that the 

phase of 1J can be measured from the interference between KL and Ks. The vacuum 

beam has no such phase information, but it can be used to normalize the incident 

kaon :flux. This normalization is possible because the events in the regenerated 

and vacuum beams are recorded simultaneously and are affected equally by dead­

time and losses due to accidental activity. Changes in detector performance or in 

the electronics over a period of time also have the same effect on regenerated and 

vacuum events. However, since there are small differences between the top and 

bottom beams, it is necessary for the regenerator to alternate frequently between 

the two positions. For example, the incident top and bottom beams have slightly 

different intensities, momentum spectra, profiles and angular divergence, and there 

are most likely small differences in detector acceptance for events from the top 

and bottom beams. But because the regenerator alternates, there are no such 

differences between what we call the regenerated and vacuum beams, since they 

are averaged over the top and bottom positions. Having just one beam and moving 

the regenerator in and out would certainly avoid the differences arising between 

two separate beams, but the dead-time and accidental losses would be different for 

regenerated and vacuum events. Only the "Double Deluxe" recipe, with two beams 

and alternating regenerator, cancels virtually all systematic differences between 

events from the regenerated and vacuum beams. 

When the kaons pass through the regenerator, there is both coherent and 

incoherent scattering. The coherently scattered kaons, which peak sharply in the 

forward direction, emerge with the same beam profile and angular divergence as the 

incident beam, while the incoherently scattered kaons (elastic and inelastic) emerge 

with finite transverse momentum and form a background under the forward peak. 

It is the coherently scattered kaons that are described by the expression KL + 
pKs, where p is the coherent regeneration amplitude and where the relative phase 

between Ks and KL is simply given by the phase of p. The relative phase between 

the incoherently scattered Ks and KL is not as simple, because of the more complex 

processes involved in the incoherent scattering. For the phase measurement, it is 

therefore necessary to extract the coherent "signal" by subtracting the incoherent 
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Figure 1.5: Decay vertex of 7ro7ro events in the two beams. 

"background." By instrumenting the regenerator with scintillator and phototubes, 

we reject a good fraction of the inelastically scattered kaons at the trigger level. 

1.5 The Data 

The decay vertex distributions for reconstructed 7ro7ro events are shown in 

Figure 1.5. (The longitudinal vertex position is measured from the production 

target, which is located 123 meters upstream of the regenerator.) The flat KL 

shape in the vacuum beam and the falling Ks shape in the regenerated beam are 

quite visible, even though the distributions have not been corrected for detector 

acceptance. (The decay length is 3.8 m for a 70 GeV Ks and about two kilometers 

for a KL.) For the regenerated beam, there is an edge around 123 m due to the veto 

counters at the end of the regenerator. A little before the regenerator, there is a 

lead mask with two holes for the beams, which causes the acceptance for upstream 

decays in the vacuum beam to fall o:ff quickly. Since the decay distributions are 

integrated over kaon energies from 40 GeV to 120 GeV, the interference effects 

towards the downstream end of the regenerated beam are not visible in this plot. 

Note that the kaon fluz is mostly KL even in the regenerated beam, and that this 
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flux is about 6% of the vacuum beam flux because of absorption in the regenerator 

and an upstream absorber. Only a small fraction (lpl 2 ~ 10-3 ) of the KL are 

regenerated into Ks, but this is enough to make the 7r7r decay rates in the two 

beams comparable, since the KL --+ 7r7r rate is suppressed by 1111 2 ~ 5 x 10-6 • There 

are, of course, large numbers of KL decays into the 37r states (7r+7r-7ro and 7ro7ro7ro) 

and the semileptonic states (7r±e=Fv and 7r±µ=Fv), and these will have to be dealt 

with by the triggers and during the event reconstruction. 

The two charged pions from the 7r+7r- decays are tracked and momentum 

analyzed with a spectrometer consisting of an analysis magnet and four drift cham­

bers. The "charged" tngger is essentially a two-track trigger based on scintillator 

hodoscopes with a muon veto to reject the ?rµv decays. The decay vertex is ob­

tained directly from the tracking, and the invariant mass and the kaon energy are 

calculated by assuming the (charged) pion mass for both tracks. Both the 7r+7r-7ro 

and the ?rev are cut in the analysis, the former by the invariant mass and the 

latter by electron identification in the lead glass. The transverse kaon momentum 

is calculated and used for the subtraction of the incoherent kaons and the small 

remaining semileptonic background . 

The four photons that result from a 7ro7ro decay are detected with a calorimeter 

consisting of an array of lead glass blocks. Each photon shower deposits energy in 

a "cluster" of blocks, and the number of such clusters is determined by a trigger 

processor. The "neutral" trigger relies on the total energy in the lead glass and 

on the number of clusters. From the energies and positions of the four photon 

clusters, it is possible (assuming the 7ro mass) to calculate the distance from the 

lead glass to the decay vertex and also the invariant kaon mass. The kaon energy 

is just the sum of the four photon energies. There is a background from 7ro7ro7ro 

decays with two photons missing the calorimeter or merging with other photons. 

This background is suppressed by using veto counters to catch escaping photons 

and by trying to distinguish the single-photon clusters from those that result when 

photons merge. For the subtraction of incoherently scattered kaons, we must use 

the center of energy at the lead glass instead of the transverse kaon momentum. 

The remaining 7ro7ro7ro background under the invariant mass peak is also subtracted. 
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The triggers and the data taking are described in more detail in chapter 4, 

and all calibration issues are discussed in chapter 5. The detailed event analysis 

is presented in chapter 6, together with the background subtractions. We do not 

calculate the proper time of the decay for each event. Instead we bin the data 

according to decay vertex and kaon energy in 1 m by 10 GeV bins. Corresponding 

Monte Carlo distributions are obtained in order to determine the acceptances. The 

simulation of the beam and the detector is described in chapter 7 together with 

some comparisons between the data and the Monte Carlo. 

There are a couple of different ways to extract the phases of 1/+- and 1/oo from 

the data distributions. One way would be to divide the number of regenerated and 

vacuum events in each vertex and energy bin, and extract the phases from a fit. 

This would eliminate most of the acceptance uncertainty, but the division would 

also result in a loss of statistical power. We choose instead to fit the data distribu­

tions directly against the Monte Carlo distributions. This gives better statistical 

precision, but on the other hand requires the acceptances to be well understood. 

The details of the fitting procedure can be found in chapter 8, together with a dis­

cussion of systematic uncertainties. The final results with conclusions are presented 

in chapter 9, and that's it! 
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Chapter 2 

PHENOMENOLOGY 

This chapter is intended to be a summary of the relevant neutral kaon phe­

nomenology - which according to reference 11 "boils down to multiplication and 

addition of complex numbers." Most of the algebra can be found in the earlier 

work(18-20], but in order to get the most up-to-date information on the status of 

CP and CPT symmetry, one should start by consulting the more recent reviews[9-

14]. The notation used in this chapter is a mix of that in references 10-12. 

2.1 Mixing of Neutral Kaons 

Because of the mixing introduced by the weak interaction, the neutral kaon 

eigenstates in vacuum will be linear combinations of the strong interaction eigen­

states K 0 and K 0 • In the absence of CP violation, and with the convention 

CPIK0 ) = IK0 ), the vacuum eigenstates would be the CP-even state (K0 +K0 )/,./2 
and the CP-odd state (K0 - K 0 )/,./2. Not assuming anything, we can write the 

observed eigenstates, Ks and KL, as perturbations of the odd and even states: 

Ks ex !even) + eslodd) and KL ex lodd) + ELleven). Including normalization, we 

write 

Ks = ((1 + es)K0 + (1 - es)K0
]/ J2(1 + lesl2

) 

KL = [(1 + EL)K0 
- (1 - EL)K0

]/ y'i-(1 + leLl 2
) 

Using the Wigner-Weisskopf approximation[21], which is valid for times larger 

than li/mK ~ 10-24 sec, the time evolution of a neutral kaon is described by 

dA/dt = -iHA, where A = (a,a) is the time dependent amplitude vector with 

K 0 and KO components. His the Hamiltonian of the K 0-K0 system and can be 

written in terms of the mass and decay matrices as H = M - ir /2. (We generally 
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work in the rest frame of the kaon, so that the elements of M and r can be associ­

ated with invariant masses and decay rates.) Since the kaon has zero spin, H can be 

thought of as a two-by-two matrix operating on the two-component vector A. The 

eigenstates Ks and KL have corresponding eigenvalues ).s,L = ms,L -if s,L/2 where 

ms,L and f s,L are the Ks,L masses and decay rates. The four complex numbers Es, 

EL, ).s and ).L are determined by the equations HIKs,L) = ).s,LIKs,L), and it turns 

out to be convenient to write 

Es= E+ A 

EL= E- A 

Assuming that the magnitudes of Es and EL are small, we find that (to first order 

in E and A) 

).s - ).L = H12 + Hn =Mu+ M21 - i(f 12+f21)/2 

and 

1 (K0 IHIK0
) - (K0 IHIK0 ) 1 i(M12 - Mn)+ (f 12 - f21)/2 

E = - = - --'-------'---'----;..,,-
2 ).L - ).S 2 (f s - fL)/2 - i(mL - ms) 

A= !_ (KOIHIKO) - (K0 IHIK0
) = !_ i(Mu - M22) + (fu - r22)/2 

2 ).L - ).S 2 (rs - rL)/2 - i(mL - ms) 

CPT symmetry requires the K 0 and K 0 masses and lifetimes to be equal, which 

means that A is a CPT-violating parameter. 

It is useful to introduce the angle 

cJ = arctan 2Am/r s = 43. 7 ± 0.2° 

where Am= mL-ms and Ar= rs-rL ~rs. Decomposing E and A into parallel 

and perpendicular components with respect to cJ and assuming that Mand r are 

both hermitean, we see that 
-ImM12 

Ell= v'2Am 

Imr12 
E.L = v'2rs 
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and 

~ _ Mu-Mii 
.L - 2vf2~m 

~ - ru - r"" 
u - 2v!2rs 

ms -mL = 2ReM13 
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The CPT-violating components of~ are proportional to the K 0-K0 mass and decay 

rate differences. Since the K 0 and K 0 are not vacuum eigenstates, their masses 

and lifetimes are not directly measurable quantities. The components of the CP­

violating parameter f depend on the relative phase between the K 0 and K 0 states, 

which has not yet been explicitly fixed. This relative phase has been constrained 

implicitly, however, since the assumption that f is small forces the arguments of 

Mu and ru to be very close to zero. Finally, we observe that the eigenstates Ks 

and KL are in general not orthogonal: 

(KslKL) = fs + fL = 2Ref - 2ilm~ 

This section has mostly been an exercise in linear algebra. In the next two 

sections, the mixing parameters f and ~ will be related to observable quantities. 

2.2 Decays of Neutral Kaons 

CP violation has been observed in the 271'" decay modes ( 71'"+71'"- and 71'"011'"0 ) and 

in the semileptonic modes (11'"ev and 11'"µv). Since the 271'" states are CP-even, the 

KL --+ 271'" amplitudes are suppressed compared to the Ks --+ 271'" amplitudes, and 

we define 
_ amp(KL --+ 71'"+11'"-) 

17+- = amp(Ks--+ 71'"+11'"-) 

_ amp(KL--+ 71'"011'"0 ) 
1100 -- amp(Ks --+ 11'"011"0) 
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both of which have been experimentally determined. It is useful to write the 27r 

final states in terms of states with definite isospin: 

\,,-+,,.-) = /fi2r,l=O) + fa\2,,-,1=2) 

\ ,,-
0 
,,.•) = Jfi2r, I =0) - /f 12,,-, I =2) 

We can now define a few more amplitude ratios: 

_ amp(KL--+ 27r,l=O) 
Eo -

- amp(Ks--+ 27r,l=0) 

_ 1 amp(KL--+ 27r,l=2) 
f2--

- vf2amp(Ks--+ 27r,l=0) 

_ 1 amp{ Ks--+ 27r, 1=2) 
w--

- vf2 amp(Ks--+ 27r,l=0) 

The E's are related to the 11's by 

2 1 
Eo = 311+-{1+w)+31100{1- 2w) 

1 1 
f2 = 311+-(l + w) - 31100{1 - 2w) 

or, the other way around, 
Eo + E2 

71+- = 1 + w 

Eo - 2E2 
1/oo= l-2w 

Everything will be expressed in terms of the K 0 and K 0 amplitudes 

. amp( K 0 --+ 27r, I) = Are161 

where the final state phase shifts 51 have been separated from the more fundamental 

weak interaction amplitudes Ar. We now find that 
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where 

and 
1 A2 + A2 i(o -o ) w=- e 2 o 

v'2 Ao+ Ao 
We now explicitly fix the relative phase between the K 0 and K 0 states by 

requiring that the phases of Ao and Ao are equal. As a result, r0 is a real quantity, 

and since CPT symmetry requires that Ao = A~, it follows that r0 parametrizes 

CPT violation in the 211" (1=0) decay amplitudes. The parameter w represents the 

small violation of the l:l.I = 1/2 rule. If one assumes that r0 is zero, the relationships 

between the 71's and the e's can also be written 

€ 
11+- = fo +--

1 +w 
2€ 

1100 = fo - 1 - 2w 

e' = ~(11+ -1100)(1 - w - 2w2
) 3 -

The equation e0 = EL + r0 relates f - l:l. to the experimentally determined e0 , but 

for Re( f - l:l.) there is a complication due to r0 • 

We now turn to the 311" decay modes (11"+11"-11"0 and 11"011"011"0 ). Since the 311" final 

states are mainly CP-odd, it is natural to define 

_ amp(Ks __. 11"+11"-11"0 ) 

71+-o = amp(KL __. 11"+11"-11"0 ) 

- amp(Ks __. 11"011"011"0) 
11000 -- amp(KL __. 11"011"011"0) 

These parameters are expected to be comparable in magnitude to 11+- and 1100, but 

only upper limits exist so far. 

In the semileptonic decay modes, CP violation has been observed by measuring 

the charge asymmetry 6 defined by 

_ r(KL .-. 11"-z+v) - r(KL .-. 11"+z-v) 
~ = --'-~~~~~~~~~~~~----:-

r (KL .-. 11"-l+v) + f(KL .-. 11"+l-ii) 
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where l is either e or µ. One can write 

6t = 2 Re EL - Re(2Yt + Zt - it) 

where 
amp(K0 -+ 1r+z-v)• - amp(K0 -+ 1r-z+v) 

Yt = ~~'====---=--=--=-'---=~----''-------=~~~~ 
amp(KO-+ 7r+l-v)• + amp(KO-+ 7r-l+v) 

parametrizes CPT violation in the semileptonic decay amplitudes, and where 

_ amp(K0 -+ 7r-z+v) 
z,-~--'-~~~~~ 

- amp(K0 -+ 7r-l+v) 

__ amp(K0 -+ 7r+l-ii) 
Zt=~--'---=--=~~~ 

amp(K0 -+ 7r+l-v) 

represent violations of the l:iS = l:iQ rule. CPT symmetry implies Yt = 0 and 

it = z;. By assuming that the l:iS = l:iQ rule is exact and that there is no CPT 

violation in the semileptonic decay amplitudes, one gets the familiar relationship 

6t = 2 Re EL. We have here another relationship between Re( E - l:i) and an experi­

mentally determined quantity (6t), but now there is a complication due to y1• 

The K 0 and K 0 states can be expressed in terms of the Ks and KL: 

K 0 ~ [(1 - EL)Ks + (1 - Es)KL]/,./2 

K 0 ~ [(1 + EL)Ks - (1 + Es)KL]/,./2 

where quadratic and higher terms in ES,L have been dropped. In pp annihilations, 

it is possible to tag initial K 0 and K 0 states. By comparing their decay rates as 

functions of proper time, relationships for E and l:i can be obtained without any 

complications from the parameters r0 and Yt· For example, the decay rate of an 

initial K 0 state at large proper times into any final state is proportional to 11- Es 12 , 

while the corresponding rate for an initial K 0 state is proportional to ll+Esl 2• The 

ratio of these rates is thus equal to 1 - 4Re(E + !:i). 

2.3 The Bell-Steinberger Relation 

Consider an arbitrary kaon state aslKs) +aLIKL) at t = 0. Since Ks and KL 

are the vacuum eigenstates, the time evolution in vacuum of this state is expressed 
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by ase-i.\stlKs) + aLe-i.\LtlKL)· By invoking conservation of probability, one finds 

that 

i(AL - As)(KslKL) = ~)amp(Ks-+ f)]•[amp(KL-+ /)] 
I 

where f runs over all decay channels. This equation is usually c1lled the Bell-

Steinberger relation[22], and it can also be derived from the eigenvalue equations 

HIKs,L) = As,LIKs,L) by assuming that M and r are hermitean. Neglecting rL 

compared to rs, we can write this relation as 

where 

(1 + i 2~m)(Re f -ilm~) = L o:(f) 
s I 

1 
o:(f) = -[amp(Ks-+ f)t[amp(KL -+ !)]. 

rs 
Note that the argument of (1+2i~m/rs) is equal to~. The most important o:'s 

can be evaluated as 

o:( 27r, I =0) = fo 

o:(27r,l=2) = 2w•f2 = 2w•f1 + 2lwl 2fL 

( 
0 0 0) - rL r(KL -+ 7r07r07r0) • 

o; 7r 7r 7r - rs r(KL-+ all) 7/ooo 

( 
+ - 0) - rL r(KL -+ 7r+7r-7r0) • 

o; 7r 7r 7r - rs r(KL-+ all) 7/+-o 

rL r(KL -+ 7rlv) • • • 
o:(7rlv) = rs r(KL-+ all) (c51 + 2~ + z1 - f1) 

The sum is dominated by o:(27r,l=O), and we write 

(1 + i
2
~;)(Ref-ilm~) = Eo +ii 

where ii is the sum of all o:(f) except o:(27r,l=O). Together with the equation 

fo = fL +ro = E- ~ +ro from the previous section, we can solve for the components 

off and~. 

fll = foll+ Re Ci cos~ 

E.i = -Im Ci cos~ 

~II= Re Ci cos~+ r0 cos~ 

~.L = -fo.L - Im Ci cos~ - r0 sin~ 
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2.4 Predictions of CPT Symmetry 

If CPT symmetry is exact, ~ and To vanish, and the equations for the com­

ponents of E and ~ simplify to 

E .l = EQ.i = - Im a cos ~ 

The experimental limit for Im a constrains the perpendicular component of Eo. 

Since Eo = 2TJ+-/3 + 1/oo/3 (neglecting w), CPT symmetry predicts 

2 1 
-</>+- + -</>oo ~ ~ 
3 3 

Another consequence of CPT invariance is that Ar= Aj, and from the expression 

for E', we have arg E' = D2 - Do± 11" /2. Together with the experimentally determined 

D2 - Do and Re( E' / E), this leads to the prediction 

</>+- ~ </>oo 

Finally, we note that since CPT invariance requires To and Yl to be zero, the rela­

tionship D = 2 Re Eo is also a prediction of CPT symmetry. 

2.5 Regeneration 

An interesting and very peculiar phenomenon occurs when a neutral kaon 

beam passes through matter. When the effects of both the strong and the weak 

interactions are taken into account, the eigenstates are neither the production states 

K 0 and K 0 nor the vacuum states Ks and KL. The purpose of this section is to 

summarize the quantitative description of how neutral kaons evolve in matter. In 

this context, the effect of CP violation is negligible, and one can use the approximate 

relationships Ks~ (K0 + K 0 )/V2, and KL~ (K0 
- K 0 )/0,. 

Consider first an arbitrary initial kaon state aK0 +bK0 • When passing through 

matter, the K 0 and K 0 components interact differently with the nucleons. For 

example, the reaction K 0 + n --+ A + 11"0 has no counterpart for the K 0
• It follows 

that the initial state will turn into a different linear combination of K 0 and K 0 • In 
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particular, an incident pure KL state will turn into a mixture of KL and Ks, and 

this is called regeneration of Ks.[23] 

The scattering amplitudes of the K 0 and the KO are usually denoted f(fJ)/k 

and f(fJ)/k, where k is the wave number of the kaon. It is the difference between f 

and f that causes regeneration. At energies of interest, the kaon wavelength is very 

small compared to the typical distance between nuclei in matter, with the result 

that different scattering centers act coherently only in the forward direction. This 

means, in particular, that there is a forward peak of regenerated Ks, and this peak 

is known as coherent regeneration.[24] 

Because there is coherence only in the forward direction, it is convenient to 

think of the kaon scattering as a combination of transmission (described by an index 

of refraction) and incoherent scattering off individual nuclei (elastic or inelastic). 

In this experiment, we are only interested in the coherent transmission, and we 

will treat the incoherent scattering as a background. The optical theorem relates 

the indices of refraction for K 0 and K 0 to the forward scattering amplitudes f(O) 

and f(O). The general description of the time evolution of the K 0 -K0 system in 

matter is then obtained by combining the effect of the two indices of refraction with 

the weak interaction Hamiltonian. Here, we are interested in what happens to a 

pure KL state passing through a block of matter (usually called the regenerator). 

The result of the general treatment is that an initial KL state turns into the state 

KL+ pKs, ignoring an attenuation factor common to KL and Ks. The coefficient 

pis known as the coherent regeneration amplitude and is given by 

p = 7riN Lg[f(O) - f(O)J/k 

where N is the density of scattering centers and L the length of the regenerator. 

The geometric factor g = (1-e-"')/z, where z = (1/2-it:J..m/rs)L/As with As the 

Ks decay length, results from the integration over the length of the regenerator. 

(At the energies that we are concerned with here, g is close to unity.) From the 

expression for p, it. is seen that the phase of p (known as the regeneration phase) 

can be written </>p = 7r /2 + </>1 + </>g· Here, </>1 is the argument of [f(O) - f(O)]/k, 

and </>g is the phase of the geometric factor g (which is calculated from well known 
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parameters). 

The coherent regeneration of Ks can be studied with Regge-pole theory.[25] 

The result is two predictions for p, one for the magnitude and one for the phase. The 

magnitude of [/(O) - f(O)]/k is predicted to have a power law dependence on the 

kaon momentum, which means that we can write IPI ex Pia. The other prediction 

states that ¢1 = -(2 - 0}1r /2, and this is also a prediction for <PP (since the phase 

of g is well known). These predictions are supported by previous experiments[26] 

and, as will be seen later, by our own data. The value of a is around 0.6, from 

which it follows that ¢1 is approximately -126°. 
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Chapter 3 

APPARATUS 

Why are high energy detectors so big? Maybe it is because there are so many 

people in each collaboration. If they all build something, then pretty soon there is 

a lot of stuff. Or maybe it is the other way around. Anyway, this chapter describes 

the E731 stuff, all of which can be found in the Meson Center experimental area 

at Fermilab. Additional information can be found in references 27-30. The various 

signals that are used in the triggers are introduced here, but how they combine 

into actual triggers is discussed in the next chapter, together with rates and other 

aspects of the data collection. 

3.1 Beamline 

The primary beam of 800 Ge V protons from the Tevatron strikes a beryllium 

target, with a targeting angle of about five milliradians in the horizontal plane. 

Beryllium is chosen because the absorption of neutrons relative to the absorption 

of kaons tends to increase with lower atomic number. The choice of targeting angle 

further improves the kaon to neutron ratio (which increases with the angle) without 

losing too much kaon flux. The K 0 to K 0 ratio also depends on the targeting angle, 

but since we use a regenerator to produce Ks from KL, that ratio is not important. 

After the target, there are sweeping magnets to deflect charged particles, and 

a six meter copper collimator which is also the beam dump. The two holes in the 

collimator measure one by one centimeter and are separated by 1.8 centimeters at 

the downstream end, about fifteen meters from the target. Right after the colli­

mator, both beams pass through absorbers made of twenty inches of beryllium and 

three inches of lead. The beryllium once again improves the kaon to neutron ratio, 

while the lead converts photons into electron-positron pairs which are removed by 
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additional sweeping magnets. In the beam that will go through the regenerator, 

there is also a "moveable absorber" consisting of another eighteen inches of beryl­

lium. This absorber and the regenerator both alternate between the two beams, 

and together they reduce the kaon flux by a factor of fifteen. This is necessary in 

order to make the two beams have roughly comparable 7r7r decay rates after the 

regenerator. Further downstream, additional collimators define the final beam size. 

The slab collimators between the beams also prevent cross-over from one beam to 

the other. 

Around 122 meters from the target, there is a lead mask with two 10-by-10 

centimeter holes for the beams. This mask can be thought of as defining the start 

of the decay volume, since it causes the acceptance for upstream decays to fall off 

quite rapidly {see Figure 1.5). A side view of the decay volume and all detector 

elements is shown in Figure 3.1, where the longitudinal scale is compressed by a 

factor of 10 in order to make the figure fit on one page. (But remember that in the 

kaon rest frame, the detector looks even more compressed.) The vacuum ends at 

the thin vacuum window, but in order to prevent multiple scattering and maintain 

good tracking resolution, the spaces between the drift chambers are filled by three 

helium bags. 

There is actually a total of three magnets, but only the analysis magnet ap­

pears in the figure. Right before the lead mask {at about 120 m), there is a sweeping 

magnet which is used when only 7r07r0 decays are recorded. Since we prefer to col­

lect 7r+7r- and 7ro7ro decays at the same time, this magnet is usually off. After the 

first trigger plane (at about 139 m), there is a "separator" magnet which can be 

used in a particular type of n-0 n-0 trigger where one of the photons is converted in 

a lead sheet. The resulting electron-positron pair is then separated by the magnet 

and triggered on by the scintillator hodoscopes. This one is also off most of the 

time, since the standard trigger for the 7ro7ro decays relies on the total energy and 

number of clusters in the lead glass calorimeter. All the magnets are on, however, 

during the special lead glass calibration runs when photons from a copper target 

are converted into electron pairs by a thin copper foil. (For these runs, the lead in 

the absorbers is removed.) The analysis magnet and the separator magnet deflect 
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Figure 3.2: Schematic view of the regenerator. 

the electrons in the horizontal direction, while the sweeping magnet deflects them 

in the vertical direction. By varying the magnet currents, all lead glass blocks are 

illuminated by electrons. 

3.2 Regenerator 

Right at the beginning of the decay volume, one of the beams passes through 

the regenerator. It is here that the (almost) pure KL beam turns into a coherent 

mixture of KL and Ks. Figure 3.2 shows a schematic view of the regenerator, which 

consists of four 19 centimeter blocks of boron carbide (B4C). The regeneration 

phenomenon was discussed in chapter 2, and we recall that an incident KL state 

turns into the amplitude e-L/2A(KL + pKs ), where Lis the length of the regenerator 

and A the kaon interaction length. The coherent regeneration amplitude pis given 

by p = 1riN Lg(f- ])/k, where N is the density of scattering centers, g a geometric 

factor close to unity, and (f - f)/k the difference between the K 0 and K 0 forward 

scattering amplitudes. Our regenerator has a total length equal to 2A in order to 

maximize the absolute size of the Ks flux, which is proportional to L 2e-Lf A. This 

choice is good for the Re(~/£) determination for which the experiment is optimized, 

because in that measurement the total number of Ks decays in the regenerated 

beam is compared to the total number of KL decays in the vacuum beam. For the 
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interference measurements, it would be better to have a thinner regenerator and 

not attenuate the flux as much. The magnitude of pis determined from the data, 

and with a B4C density of 2.5 g/cm3 , the magnitude of(! - f)/k is found to be 

a.bout 6 milliba.rn per B4C molecule (for 70 GeV kaons). 

In addition to the coherent signal, the regenerator also produces incoherently 

scattered kaons which are not wanted in the analysis. The inelastic pa.rt of this 

background can be suppressed by rejecting events with charged particles emerging 

from the regenerator, and for this purpose, scintilla.tor counters are installed after 

ea.ch boron carbide block. The phototube signals are added and discriminated to 

form the Regenerator Anti signal {RA), which is used to veto triggers (see chap­

ter 4). The fourth and last scintillator layer also serves as a hardware-defined edge 

for the decay distribution in the regenerated beam. The piece of lead after the 

fourth block converts photons, so that there is an edge for the 7ro7ro decays as well 

as for the 7r+7r- ones. (However, the edge is shifted slightly upstream for the neutral 

decays.) 

As explained in the introduction, it is necessary to have the regenerator al­

ternate between the two beams if one wants to compare the decay rates with and 

without the regenerator. At Fermila.b, the beam is on for twenty seconds every 

minute, and the regenerator and the upstream absorber move from one position to 

the other during the forty seconds between beam pulses. 

3.3 Trigger Hodoscopes 

There a.re two sets of scintilla.tor hodoscopes, both of which are used in the 

7r+7r- trigger. The first set, which consists of two planes of one millimeter thick 

scintilla.tor, is located at a.bout 138 m where it separates the upstream and down­

stream parts of the decay volume. The scintilla.tor has to be very thin in order to 

maintain a good resolution for the decay vertex, which is determined by extrapo­

lating the two charged tracks to their intersection point. The two planes are known 

as the T and V hodoscopes and have transverse dimensions of 50 cm {horizontal) 

by 62 cm (vertical). Both planes are made out of six scintillator pieces (vertical 
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for T and horizontal for V), and each piece is equipped with phototubes at both 

ends. The twelve output signals for each plane are summed together and discrimi­

nated to form the T and V trigger signals which are used in the 71'+71'- trigger. The 

discriminator level is set to require two minimum ionizing particles. 

Since the T and V counters are required in the 71'+71'- trigger, the decay dis­

tribution is cut off at 138 m and this causes a certain loss of statistical power in 

the determination of <P+-. If the experiment were optimized for the phase mea­

surement, the trigger counters would be located much further downstream. For the 

71'
0

71'
0 decays, both the upstream and the downstream decay volumes can be used, 

hut it will be necessary to take into account regeneration and absorption in the 

trigger counters. 

The second set of trigger counters also consists of two scintillator planes, which 

are located at around 180 m. These planes, which are both about one centimeter 

thick, are known as the B and C hodoscopes. (Since they are located after the 

spectrometer, their thickness does not affect the tracking resolution.) Figure 3.3 

shows the layout of the two hodoscopes, whose transverse dimensions are about 

1.8 by 1.S meters. Most of the B counters are 10 centimeters wide, except for a 

few 17 centimeter ones on the sides. The C counters are all 15 centimeters wide. 

The phototube signals are discriminated at a level requiring one minimum ionizing 

particle, and the discriminated signals are then added together in different ways to 

make trigger signals. The lB (and lC) signals are logical sums over all 30 B (or 

24 C) counters, thus requiring at least one minimum ionizing particle. The 2B and 

2C signals require at least two counters to have a minimum ionizing particle. The 

Bw and BE signals are logical sums over the west half (Bl-BS. and Bl6-B23) and 

east half (BS-Bl5 and B23-B30) of the B hodoscope. Note that the two middle 

counters belong to both halves. The Cu signal sums the upper two thirds of the C 

hodoscope (Cl-CS, Cl3-C20), and CD is a sum of the lower two thirds (C5-Cl2, 

Cl7-C24). The Bw, BE, Cu and CD signals are used in the trigger to require a 

symmetric two-track topology (see chapter 4.3). 
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Figure 3.3: Beam's view of the B (top) and C (bottom) hodoscopes. 
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3.4 Spectrometer 

The trajectories of charged particles are measured with four drift chambers, 

two on each side of the large aperture analysis magnet. With this configuration, 

the direction of a track is known both before and after the magnet, and the particle 

momentum is then calculated from the track deflection at the magnet. The main 

component of the magnetic field is in the vertical direction, and all particles with 

unit electric charge receive a transverse momentum kick of about 200 MeV /c in the 

horizontal plane. The polarity of the field can be changed by turning the magnet 

upside down or - more easily - by reversing the current. Of course, we have 

never tried the first method, but we do reverse the current periodically during the 

data taking. 

The drift chambers all have two z planes (vertical wires) and two y planes 

(horizontal wires). The spacing between sense wires is 12.7 millimeters (half an 

inch), and the two planes in each view - also called complementary planes - are 

offset by half of that amount, so that the left-right ambiguities can be resolved. The 

field wires are arranged in a hexagonal pattern around the sense wires, with the two 

complementary planes sharing the field wires in between them. This way, the two 

planes are only 11 millimeters apart, making the chambers particularly compact 

(about three inches from window to window). Together with thin windows (25 

micrometers) and the helium bags between the chambers, this reduces the multiple 

scattering of charged particles and improves the resolution. Except for the field 

wires, there is nothing else to separate the z and y views from each other. The 

transverse size of the chambers increases from about 100 sense wires per plane 

for the first chamber to about 150 sense wires per plane for the fourth one. The 

chamber gas is a 50/50 argon-ethane mixture at atmospheric pressure, with a small 

amount of ethanol. 

The wire pulses propagate to the amplifier and discriminator cards that are 

mounted on the chamber edges. Twisted pair cables then take the signals to 32-

channel TDC modules which reside in special purpose Camac crates. These TDC's 

have a 10-bit range with a resolution of one nanosecond, but we only need the range 
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0-250 ns. A nice feature of this TDC system is the ability to "autotrim" all channels 

and to test the calibration with a built-in reference clock. By autotrimming the 

TDC's regularly during the data taking, we keep them calibrated to within 1-2 ns 

over the entire 0-250 ns range. Almost all drift times are less than 150 ns (see 

Figure 5.2), but there is a tail extending above 200 ns. The TDC's operate in 

common stop mode, with start signals from the wires and a stop signal derived 

from the trigger, and with the timing adjusted so that hits close to the wire will 

result in a digitized time around 240 ns. The TDC's do not restart on a second 

pulse unless it arrives more than 250 ns later, but even so there is a risk that late 

pulses will kill the real signal and increase the inefficiency. Fortunately, most of the 

late pulses can be suppressed by inhibit signals derived from the trigger. 

The special crate controllers do a sparse read-out of the TDC modules and 

transfer the data to interface modules in regular Camac crates. The transfer time 

depends on the number of words (i.e., the number of wire hits), but a typi~al total 

time for digitization and data transfer is around 400 microseconds. The Camac 

read-out of the TDC data then takes another 300 microseconds on average. This 

total acquisition time for the drift chamber data is comparable to the read-out time 

for other systems which is mostly done via Fastbus. 

The TDC modules also provide a "fast OR" of the wire signals, and this is 

useful for the trigger. The Chamber 2 :r: planes are divided into two halves, east 

and west. Since good 7r+7r- decays should have zero transverse momentum and 

therefore one track on each side, we form a coincidence between the east sum and 

the west sum. Allowing for some inefficiency, a logical sum of the two coincidences 

(one per plane) is taken. This is the Chamber 2 east-west topology condition that 

is used in the charged trigger (see chapter 4.3). 

3.5 Calorimeter 

The electromagnetic calorimeter consists of 804 lead glass blocks, which are 

stacked according to Figure 3.4. Each block is 5.8 x 5.8 cm2 across and 61.0 cm deep. 

The depth is equal to 20 radiation lengths. There are two holes for the beams, since 
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the lead glass is not able to withstand the high rates that would result if the beams 

were to pass through it. The blocks closest to the beam holes suffer some radiation 

damage, which increases the light attenuation in the glass and changes the energy 

response. Fortunately, it is possible to reverse almost all of the damage by shining 

ultraviolet light at the lead glass. This "curing" was performed periodically during 

beam down time. 

The energy from an electromagnetic shower is typically contained in a three­

by-three "cluster" of blocks. The light from each block is collected by a phototube 

which is attached to the back of the block, and the 804 phototube signals are sent to 

96-channel Fastbus ADC modules with 15-bit resolution. The 150 ns ADC gate is 

derived from the trigger, and the gains are set so that 1 GeV corresponds to about 

200 counts. The long gate reduces the sensitivity of the gains to timing drifts, but it 

increases the risk of having out-of-time accidental photons contaminate the signal. 

However, the phototube signals are also summed in groups of nine and digitized 

with a 30 ns gate. These "adder" signals can be used to tell whether a cluster of 

energy was in time with the trigger or not. All adder signals are summed together 

to form a total energy signal, which is discriminated for use in the trigger. The 

ETH1 signal corresponds to an energy of about 28 GeV, while the ETLo signal has 

a much lower threshold. 

Special pedestal events are recorded in between beam pulses. (The beam is 

on for twenty seconds each minute.) Average pedestals are calculated for all ADC 

channels and down-loaded into the Fastbus data acquisition system. During real 

events, these pedestals are subtracted from the digitized signals, and only channels 

above a certain threshold are read out. (Pedestal events are also taken while the 

beam is on, and these can be used for studying intensity related pedestal shifts and 

similar effects.) 

The 804 phototube signals are also fed into a trigger processor known as the 

Hardware Cluster Finder, where they are digitized by flash ADC's. A threshold 

corresponding to an energy of 1 Ge V is applied to each signal, and the processor 

determines how many energy clusters there are in the lead glass by looking for 

"islands" above threshold. This number of clusters is used in the trigger (see 
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chapter 4.3). Because of the very short ADC gate, there is very little sensitivity to 

accidental clusters. 

3.6 Background Rejection 

One important feature of the detector is the large number of photon veto 

planes that are used for suppressing the background from KL -+ 1t'o1t'o1t'o decays. 

These veto counters can be seen in Figure 3.1 as the unlabelled detector planes 

which are distributed along the decay volume and the detector in order to cover as 

much solid angle as possible. Each set of veto counters provides a trigger signal, 

which is usually referred to by the initials given below. Some of them are used in 

the triggers to veto photons and/or charged particles that would otherwise escape 

the detector. The phototube signals are digitized by ADC's (or at least latched.) 

and can be used in the analysis for background suppression. 

The first three (counting from upstream) are the Pinching Anti (PA), Sweeping 

Anti (SA) and Mask Anti (AM). These are all made of scintillator and detect 

photons thanks to the metal - beam pipe or lead mask - that is in front of them. 

The next five are all inside the decay volume and are known as VAl, VA2, DRAC /N, 

VA3 and VA4 (for Vacuum Anti and Decay Region Anti). The four VA's consist 

of a scintillator layer followed by two lead-lucite sandwiches. DRAC /N is made of 

a scintillator layer followed by a lead-scintillator sandwich. (When you get hungry 

on shift, you go out to the beam-line for a bite.) All five are able to distinguish 

between photons and charged particles thanks to the first layer of scintillator. The 

next two veto planes are the Magnet Anti (MA, in front of the analysis magnet) 

and the Lead Glass Anti (LGA, right after the last drift chamber). Like the VA's, 

they consist of a scintillator layer followed by two lead-lucite sandwiches. 

Right in front of the lead glass is the Collar Anti (CA), which is made of 

copper and scintillator. CA forms a collar around the beam holes with a width 

equal to one half of a lead glass block. A couple of meters behind the lead glass 

is the Back Anti (BA) which covers both beams and is made of lead and lucite 

in several layers. It is thick enough so that a photon shower should not have a 
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signal in the last layer. This way, the photons can be distinguished from neutron 

interactions, and the trigger signal that identifies photons is known as BA;. 

At the end of the detector there is the traditional muon filter - three meters 

of steel - followed by a scintillator hodoscope known as MU2, with transverse 

dimensions (width and height) of 2.5 m x 2.4 m. The signal from MU2 is used for 

vetoing KL -+ 7rµv decays. Before the muon filter, there is another scintillator 

hodoscope (roughly 2.1 m x 2.1 m) which is named MUl, even though it is not 

used for muon identification. It is used instead as a hadron veto together with 

the 12 cm lead wall. The lead glass (61 cm) and the lead wall contribute about 

twenty radiation lengths each, which is enough to contain almost all photon showers. 

Hadrons, on the other hand, have their shower maximum at MUl. Both the lead 

wall and the hodoscope have a single large hole (16 cm x 40 cm) for the two beams. 
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Chapter 4 

DATA COLLECTION 

Our experiment took data during a fixed target run at Fermilab which lasted 

from July 1987 to February 1988. This chapter describes the typical running con­

ditions and how the data were collected. 

We started out alternating between charged mode (K --+ 7r+7r-) and neutral 

mode ( K --+ 7r0 7r0 ) data taking, but towards the end of the run we collected all 

K --+ 7r7r decays simultaneously. The data sets from these different running periods 

are labelled alphabetically from A to H. The analysis presented in this thesis is 

based on data from the G set which contains about 20% of our total data sample. 

It was during the G set that most of the simultaneous data taking occurred, which 

means that the study of systematic errors is easier for this data set than for the 

other sets. 

4.1 Beam 

During fixed target running at Fermilab, the 800 Ge V protons are extracted 

from the Tevatron in "spills" which occur once per minute and last about twenty 

seconds. Each one-minute machine cycle starts with the injection of protons into the 

Tevatron followed by acceleration to the maximum energy. This batch of protons 

is then extracted at a nearly uniform rate during the twenty second spill. The 

extracted beam is split into many beams which are steered onto the various targets 

in the experimental areas. Our target typically receives 1012 protons per spill. The 

time distribution within the spill of reconstructed K --+ 7ro7ro decays is shown in 

Figure 4.1. (This is summed over all spills in the G set.) The dips in the distribution 

are present whenever the neutrino experiments are running. Since they prefer short 

39 
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Figure 4.1: Event distribution within the spill, summed over G set data. 

bursts of high intensity, all available beam is steered onto their targets twice each 

spill. 

There is a very fine structure to the beam within each spill since the protons 

circulate in the Tevatron in bunches as opposed to a continuous stream. This 

is called the RF (radio frequency) structure. As a bunch of protons passes the 

extraction point, a small fraction is shaved off and sent to the experimental areas 

where it becomes known as a "bucket". The buckets are separated by about twenty 

nanoseconds and each one is roughly two nanoseconds wide. With an accelerator 

radius of one kilometer, there are about one thousand bunches in the ring and each 

bunch circulates a million times during a spill. As a result, we have 109 buckets 

per spill hitting the target, with an average of one thousand protons per bucket. 

The question now arises whether all buckets are equally populated. To study 

this issue, we looked at the number of out-of-time coincidences between two separate 

groups of counters in the MU2 hodoscope, one group at the top and one at the 

bottom of the counter bank. Let Ntop and Nt>ot be the scaler counts for the two 

signals, and let Ncoi.n be the number of coincidences between top and bottom, 

where one of them is delayed by an amount equivalent to several buckets. If all 
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buckets have the same beam intensity, the quantity Ne"PN"°t/ Nco1n is equal to the 

total number of buckets in the spill. Any intensity variation on time scales larger 

than a few buckets would introduce a correlation between the two signals, and the 

value of Ne"PN"°t/ Nco1n would decrease and become equal to the effective number of 

populated buckets. The average value measured during the data taking is 0.93x109 • 

This does not rule out large intensity variations from bucket to bucket, but it shows 

that any such variation is random. 

There is also a very large scale structure to the beam intensity due to such 

things as magnet failures and other accelerator problems that cause the beam to be 

off. This structure is too irregular and unpredictable to be discussed here. An event 

census shows that there were 17 ,103 spills in the analyzed data ( G set) with at least 

one good 7ro7ro event. The G set data taking lasted 23 days or 33,000 minutes, from 

which it follows that 52% of the time was used taking analysis quality data. The 

remaining 48% was spent calibrating the detector, taking special study runs, fixing 

problems, and occasionally waiting for beam. 

4.2 Rates 

Before going into the details of the triggers, we should look at the hardware 

signals that are available. These signals come from the various detector elements 

and can be used in the triggers either in coincidence with other signals or in veto. 

Descriptions of how they are formed can be found in the relevant sections of chap­

ter 3. In order to measure the rates in the detector, each signal is connected to 

a scaler channel. The gate for the scalers is open during the spill and the total 

counts are read out at the end of each spill. Table 4.1 is a list of these hardware 

signals and their average rates during the data taking (G set). The averages are 

taken over events and not over time, which ensures that low intensity spills with 

no events do not contribute. In calculating the rates, an effective spill time of 20 

seconds is assumed·(see Figure 4.1). MC6SEM is a beam monitor that tells us the 

total number of protons on target during a spill. The average beam intensity for 

the G set data is 8 x 1011 protons on target per spill, which translates to 40 GHz. 
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Figure 4.2: Beam intensity as measured by the muon hodoscope. 

A few other hardware signals are also available but not scaled. In addition to 

lB and lC, the Band C hodoscopes provide 2B, 2C (at least two particles in Band 

C respectively), BE, Bw (one particle in the right or left half of B), Cu, CD (one 

particle in the upper two thirds or lower two thirds of C), and BS (five minimum 

ionizing particles in at least one B counter). 

Not surprisingly, the beam intensity varies from spill to spill. Figure 4.2 shows 

the total scaler count per spill from the MU2 hodoscope with one entry for each 

reconstructed K -+ 7ro7ro event. During spills with average intensity, we find, on the 

average, fifteen good 7ro7ro events from the regenerated beam (coherent kaons only) 

and about eight from the vacuum beam. (This is for kaon energies between 40 and 

160 GeV and a decay vertex between 110 and 150 meters from the target.) With a 

typical dead-time of 45% and an acceptance of 15% , this implies that there is an 

average of 90 KL -+ 7ro7ro decays per spill in the vacuum beam (energy and vertex 

range as above). Using the known KL decay length and the branching ratio into 

7r0 7r0 , one calculates that there is a Hux of six million KL (40-160 GeV) per spill 

in the vacuum beam through our decay volume. The kaon Hux in the regenerated 

beam is about 6% of the vacuum beam Hux, but since a small fraction of those 
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Table 4.1: Rates. 

Signal Threshold Rate Ref. 
(MIP = minimum ionizing particle) 

v - 2 MIP in V hodoscope 980 kHz 3.3 
T 2 MIP in T hodoscope 1020 kHz 3.3 
lB 1 MIP in B hodoscope 1560 kHz 3.3 
lC 1 MIP in C hodoscope 1890 kHz 3.3 

ETH1 28 Ge V in the lead glass 61 kHz 3.5 
ET Lo 6 Ge V in the lead glass 180 kHz 3.5 
MUl 2 MIP in MU 1 hodoscope 590 kHz 3.6 
MU2 1 MIP in MU2 hodoscope 1390 kHz 3.6 
CA 6 GeV (,...., 25 MIP) in CA 28 kHz 3.6 

BA-y 6 GeV in BA 240 kHz 3.6 
PA 1 MIP in PA scintillator 210 kHz 3.6 
SA 1 MIP in SA scintillator 250 kHz 3.6 
AM 1 MIP in AM scintillator 190 kHz 3.6 
RA 1 MIP in RA scintillator 600 kHz 3.2 
VAl 1 MIP in VAl scintillator 1850 kHz 3.6 
VA2 1 MIP in VA2 scintillator 1150 kHz 3.6 

DRAC 1 MIP in DRAC scintillator 1250 kHz 3.6 
VA3 1 MIP in VA3 scintillator 1040 kHz 3.6 
VA4 1 MIP in VA4 scintillator 960 kHz 3.6 
MA 1 MIP in MA scintillator 550 kHz 3.6 
LGA 1 MIP in LGA scintillator 890 kHz 3.6 
VA4-y ,...., 0.3 GeV in VA4 lead-lucite 590 kHz 3.6 
LGA-y ,...., 1.0 GeV in LGA lead-lucite 460 kHz 3.6 

MC6SEM Number of protons on target 4 x 1010 sec-1 
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kaons are Ks with much higher 27r decay rates, the number of observed decays is 

larger than in the vacuum beam. 

4.3 Triggers 

We will now look at how the triggers are formed. The charged trigger (for K -+ 

7r+7r-) and the neutral trigger (for K -+ 7r0 7r0
) are the ones that the analysis is based 

on. We also took some data with a variety of other triggers in order to study and 

calibrate the detector. The subtriggers are referred to here by their abbreviations 

(like MU2 for the muon hodoscope). Please see chapter 3 for descriptions of the 

relevant detector components. 

4.3.1 Charged Trigger 

The charged decays result in one positive and one negative pion which both 

produce a track in the spectrometer and minimum ionizing signals in the four trigger 

hodoscopes. (The V and T hodoscopes at the end of the upstream decay volume, 

and the B and C hodoscopes after the spectrometer.) The pions often shower in 

the lead glass or the lead wall. The chance of anything making it through the muon 

filter to the muon veto counters (MU2) is very small, and the probability that a 

pion will decay into a muon before the muon filter is also small. 

First-level charged trigger: 

(V + T) · B+- · C+- · MU2 ·RA· PA· AM· VA2 · VA3 · VA4 · LGA-y 

where B+- = 2B ·BE· Bw (at least two B counters hit, at least one in the east half 

and at least one in the west half) and C+- =Cu· CD (at least one hit in the upper 

two thirds and one hit in the lower two thirds). 

Second-level charged trigger: Chamber 2 east-west topology condition. 

The timing is defined by the accelerator RF signal (see section 4.3.4). By 

taking the logical sum of the V and T hodoscopes, we are much less sensitive 

to inefficiencies in either one. The total transverse momentum of the two pions 

should be zero, both before and after the Analysis Magnet (assuming both pions 
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Table 4.2: Rates for the charged trigger. 

Trigger Stage Rate 
(V + T) · LGA-y 1350 kHz 

after B+- · C+- ·PA· AM· RA 8.3 kHz 
after VA2 · VA3 · VA4 4.2 kHz 

after MU2 2.6 kHz 

experience the same field). We therefore add the topological requirements in the 

B and C hodoscopes. The Chamber 2 topology trigger is not formed in time for 

a coincidence, and is therefore applied at the second level. The first-level trigger 

starts the data acquisition, and if the Chamber 2 condition is not satisfied, the 

read-out is aborted and a fast clear is issued to all systems. 

The KL --+ ?rµv decays are rejected by the MU2 veto, and inelastically pro­

duced kaons in the regenerator by the RA veto. The remaining vetoes reject events 

with particles leaving the detector at relatively large angles. (PA, AM, VA2, VA3 

and VA4 are scintillator vetoes, while LGA-y is a lead-lucite veto.) Table 4.2 shows 

the average rates at various stages of the trigger as measured by scalers during 

the data taking. The Chamber 2 topology requirement vetoes 29% of the events 

accepted by the first-level trigger. 

In addition to the 7r+7r- decays, the trigger also accepts a large fraction of 

the ?rev and 7r+7r-7r0 decays. In previous runs of the experiment, these modes were 

rejected by inserting a lead curtain in front of the B hodoscope during charged 

mode running. The electron from a ?rev decay and the photons from a 7r+7r-7r0 

decay would shower in the lead, and the events were vetoed with the B5 signal. 

It would not be good to use the lead curtain during the simultaneous running of 

charged and neutral modes, since the photons from the neutral decays would start 

to shower in the curtain instead of in the calorimeter. Furthermore, the 7rel/ and 

7r+7r-7ro decays are useful for calibration. Therefore, we did not use this technique 

at all, except for a few special runs. 
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4.3.2 Neutral Trigger 

The neutral decays result in two neutral pions which immediately decay into 

two photons each. (A 20 GeV 7r
0 has a decay length of about four microns.) The 

four photons shower in the lead glass calorimeter, giving a large total energy (ET) 

to trigger on. 

First-level neutral trigger: 

ETH1 · V · BA-y · VA4-y · LGA-y ·CA· MU!· RA· PA· AM· VA2 · VA3 · VA4 

Second-level neutral trigger: Four or six clusters found in the lead glass by the 

Hardware Cluster Finder. 

The timing is defined by the accelerator RF signal (see section 4.3.4). The 

threshold for the ETH 1 signal corresponds to a total energy of about 28 Ge V in the 

lead glass. (In the analysis we use events with kaon energies above 40 GeV.) The 

ma.in problem for this trigger is what to do with the large numbers of KL--+ 7r+7r-7ro 

and KL --+ 7r07!'07!'0 decays that also deposit a large energy in the calorimeter. The V 

veto rejects 7r+7r-7ro decays from the upstream decay volume, while the downstream 

events are mostly accepted. (V is one of the two trigger hodoscopes at the end of 

the upstream decay volume.) The 7r+7r-7ro decay mode is very valuable for checking 

the lead glass calibration, and many of the upstream events are accepted by the 

charged trigger. The decays accepted by the neutral trigger, however, turn out to 

be less useful, since this trigger favors events where the charged pions shower and 

therefore interfere with the electromagnetic showers. 

The 7ro7ro7ro decays with all six clusters in the calorimeter can be reconstructed, 

and because of the large number of these events, they provide more information 

about the detector acceptance than the 7ro7ro decays. For this reason, we accept 

events with four or six clusters found by the Hardware Cluster Finder. The number 

of clusters found is not available for the first-level trigger, so this requirement is 

added at the second level. If at least one photon from a 7r
0 71'0 7r

0 decay escapes the 

lead glass or if two or more photon showers merge, the event is of no use. In the case 

where the resulting number of clusters in the lead glass is four, these events form a 

background to the 7ro7ro signal. To reduce this background at the trigger level, we 
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Table 4.3: Rates for the neutral trigger. 

Trigger Stage Rate 
ETH/. v 29 kHz 

after PA· AM· RA· VA2 · VA3 · VA4 23 kHz 
after MUl 4.0 kHz 
after BA")' 3.0 kHz 

after CA· VA4"Y · LGA"Y 1.6 kHz 

add the lead-lucite vetoes BA")', VA4")' and LGA"Y in order to reject events with one 

or more photons missing the lead glass. (BA")' identifies photons that go through 

the beam holes. VA4")' and LGA"Y are positioned to cover solid angle outside the 

lead glass.) 

The CA veto rejects events where a photon hits the calorimeter near the beam 

holes. If this edge were not hardware defined, it would be difficult to understand the 

acceptance in the region around the beam holes. The MUl veto kills events with 

large hadronic showers in the lead glass, such as neutron interactions. {The lead 

glass is followed by a lead wall and the MUl scintillator hodoscope. Electromagnetic 

showers are absorbed in the glass and the wall, while hadron showers reach their 

maximum at MU!.) Inelastically produced kaons in the regenerator a.re vetoed by 

RA. The remaining scintillator vetoes {PA, AM, VA2, VA3 and VA4) reject events 

with charged particles leaving the detector at relatively large angles. Table 4.3 

shows the average rates at various stages of the trigger as measured by scalers 

during the data taking. 10% of the first-level triggers have four clusters, and 73 

have six. 

In previous runs of the experiment, a different kind of trigger was used for 

the neutral decays. One of the four photons was converted into an e+e- pair by 

inserting a thin lead sheet between the T and V trigger hodoscopes. The separator 

magnet opened up the two tracks, and the analysis magnet made them reconverge at 

the calorimeter. The trigger would look for two charged tracks (very much like the 

?r+?r- trigger), with the T(rigger) counters in coincidence and the V(eto) counters 

in veto. The requirement of exactly one conversion cuts the signal significantly, and 
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it is not possible to use the downstream decay volume. It would be difficult to take 

charged and neutral mode data simultaneously, since the charged mode mass and 

vertex resolutions are worsened by scattering of the pions in the lead sheet. Also, 

the required magnet currents for the conversion technique are very different from 

the standa.rd charged mode magnet settings. 

4.S.S Other Triggers 

There were also a few special purpose triggers, which were usually prescaled 

and taken together with the main triggers (charged and neutral). Their timing 

was also defined by the accelerator RF signal, except for the :fl.asher, pedestal and 

end-of-spill triggers. 

The 7rµ11 ("Kµ3") trigger was essentially the same as the charged trigger, 

with MU2 in coincidence instead of in veto, and without the Chamber 2 topology 

condition. The rate was about 1.6 kHz. 

There was a muon trigger (B · MU2) with an average rate of 600 kHz. 

In order to study the accidental activity, an accidental trigger was formed (on 

purpose, not accidentally) by taking a coincidence between two small scintillator 

counters. These were located downstream of the target, but at an angle from the 

beam direction, so that a particle going through the counters would not go through 

any part of the detector. This way, the accidental trigger was correlated with 

beam activity in general, but uncorrelated with activity in any particular detector 

element. 

Pedestal events were taken about once per second, both during the spill and in 

between spills. The timing was defined by a radioactive source to avoid correlations 

with any other frequency (e.g., 60 Hz). 

Flasher events were also ta.ken a.bout once per second, with a light source 

illuminating each block in the lead glass array. These events provided short-term 

gain tracking for the lead glass blocks. 

There were end-of-spill events in order to read out the scalers and some miscel­

laneous information such as magnet currents and readings from the beam intensity 

and beam profile monitors. 
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4.3.4 Trigger Timing 

As mentioned previously, the timing of the triggers is defined by the accelerator 

RF, which is a signal with the same frequency as the bucket structure in the beam. 

This method avoids the timing jitter in the trigger signals due to the size of the 

trigger counters (usually long scintillator counters). However, since the RF signal 

is generated far away from our experiment (and is sent to us through long cables), 

it becomes crucial to monitor the relative timing between the RF and events in 

our detector. Any change in the electronics generating or transmitting the RF, for 

example, could easily ~ntroduce a phase shift in the signal. Temperature changes 

could change the propagation speed in the cables and have a significant effect on 

the timing. 

To monitor the RF timing we measure the interval between a particular event 

in the detector and the RF signal using a TDC. The event chosen is a coincidence 

between one of the B counters and one of the C counters, because it defines a small 

area of scintillator and therefore minimizes the jitter. These measurements are 

accumulated independently of the data taking, and if the RF drifts relative to the 

beam events, we adjust its timing (typically by 0.5-1.0 ns) by adding or removing 

short delay cables. 

4.4 Data Acquisition 

The charged and neutral triggers were taken simultaneously during the G set. 

In order to get roughly equal numbers of reconstructed 7r+7r- and 7ro7ro events, the 

charged trigger was prescaled by a factor of eight. (The charged mode branching 

ratio is about a factor of two higher, and the average final acceptance for 7r+7r­

decays is almost three times higher than for 11"011"0 decays.) The neutral mode 

second-level trigger accepted all four and six cluster events during the G set data 

taking. In earlier data sets, the six cluster events were usually prescaled by a factor 

of eight. The muon trigger (prescaled by 218), the accidental trigger (prescaled 

by 20) and the Kµ3 trigger (prescaled by 50) were also connected. The flasher, 

pedestal and end-of-spill events were included in all data sets. 
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All triggers are combined into one unified first-level trigger. This signal starts 

the data acquisition system and defines the gates for the ADC's and the latches 

and also the stop signal for the drift chamber TDC's. Since it is necessary in the 

analysis to know the trigger type for the event, each trigger is also connected to 

one channel in a latch module for later reference by the off-line software. The 

neutral mode second-level trigger (from the Hardware Cluster Finder) comes about 

twenty microseconds after the first-level trigger, while the charged mode second­

level trigger (Chamber 2 east-west logic) is ready within one microsecond. In either 

case, if the second-level condition is not satisfied, the read-out is aborted and all 

systems cleared. 

The ADC's reside in two Fastbus crates, one for the lead glass channels and 

one for all other channels. Each crate is read out by a crate controller, which 

transfers the data to a Fastbus memory buffer. All other data (including the drift 

chamber TDC's) come from Ca.mac crates and are read out by a microprocessor­

based Camac module acting as a branch driver. The data is transferred from the 

memory of this module through a Fastbus/Camac interface and a Fastbus crate 

controller into another memory buffer. The three memory buffers are read out by 

a PDP 11/45 computer and combined into one single event record which is written 

to tape. The average event size is about six hundred 16-bit words. The transfer 

of data between Camac and Fastbus and from the memory buffers to the tape is 

asynchronous with the basic read-out and does not contribute to the dead-time. 

The data acquisition was dead for about one millisecond after each trigger, 

which resulted in an average dead-time of 45% during the G set. Triggers that 

arrived randomly (e.g., the neutral triggers) had a 55% chance of being accepted, 

while the prescaled charged triggers were accepted 67% of the time. (The effective 

prescale factor was about six and a half instead of eight.) The delay time for the 

second-level triggers (not greater than 20 µs) made a negligible contribution to the 

overall dead-time. 
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4.5 Monitoring 

- The scaler rates were displayed by the microprocessor-based module that also 

-
-

-

did the Camac read-out. A fraction of the events written to tape were transferred 

to a µVAX, which accumulated histograms of basic variables from most of the 

detector systems. No event reconstruction was done at this stage. One tape from 

each eight-hour shift was analyzed off-line by a standard monitoring job. Checking 

the output from this job kept the next shift busy. 
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Chapter 5 

CALIBRATION 

As described in chapter 4, the data acquisition system collects all event in­

formation from the read-out electronics and writes event records to tape. These 

records consist entirely of digital information, such as ADC counts, TDC counts 

and various other bits and bytes. Before doing any analysis, it is necessary to 

convert this stream of ones and zeroes into useful quantities like the momenta and 

directions of charged tracks in the spectrometer and the energies of electromagnetic 

showers in the calorimeter. How to accomplish this is the subject of the following 

sections. 

5.1 Coordinate System 

We use a Cartesian coordinate system with the z axis along the beam direction, 

which happens to point almost directly north. The plane perpendicular to the 

beam is spanned by the horizontal z axis and the vertical y axis. Positive z is 

west and positive y is up, which makes our coordinate system a right-handed one. 

(Surprisingly, this has no effect on the measurements of CP and CPT violation.) 

The origin is chosen to be at the center of the target, and the z axis passes by 

definition through the center of the lead glass calorimeter. Positive and negative 

z are also referred to as beam left and beam right, respectively. The positions of 

all beam and detector elements in this coordinate system are determined through 

surveys. Muon tracks are also used to locate many parts of the detector. 

53 



54 

5.2 Analysis Magnet 

The main field component of our analysis magnet is B
11 

(vertical), which 

bends the tracks in the horizontal plane. The transverse momentum kick is about 

200 Me V / c with the standard magnet current of about 1700 amperes. 

The magnet was calibrated with the ZIPTRACK apparatus which is a Fermi­

lab tool for mapping magnetic fields. All three field components were measured at 

points in a three dimensional grid with a step size of two inches in z and y and one 

inch in z. The field strength was also measured with an NMR probe and found to 

be 3.8 kilogauss at the center. 

In the data analysis, the small Bw: and Bz components are neglected, while B
11 

is represented by a look-up table giving the effective transverse momentum kick as 

a function of z and y. This table is obtained directly from the field measurements, 

but with the overall scale adjusted to make the average invariant kaon mass in the 

K -+ 11'+1!'- decays come out right. Because the absolute field strength changes 

slightly after each field reversal, a separate fudge factor is derived for each period 

between reversals. (The polarity of the field was changed regularly during the data 

taking to reduce the systematic uncertainty for the measurement of the charge 

asymmetry 5 in 7rev decays.) 

5.3 Drift Chambers 

There a.re four drift chambers, each with two z planes (vertical wires) and two 

y planes (horizontal wires). The two planes in each view a.re offset by one half of the 

distance between sense wires, so that the left-right ambiguity can be resolved. The 

wire spacing is half an inch in all the planes, which together with the offset between 

complementary planes gives a fundamental cell width d of 6,350 micrometers. 

Figure 5.1 illustrates schematically a track passing through the two comple­

mentary planes of a view. (Only sense wires a.re shown.) One wire in each plane 

is hit, and the drift times (t1 , t2 ) are measured by the TDC's. If the track fitting 

algorithm were to use only the positions of the hit wires, the single plane resolu­

tion would be 2d/ v'I2 = 3. 7 mm. By using the drift times to calculate the drift 
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Figure 5.1: A track passing through two complementary planes. 

distances between the wires and the track, the resolution is greatly improve~. 

5.3.1 Time to Distance Conversion 

Figure 5.2 shows the drift time distribution for hits in one of the sixteen planes. 

(The figures illustrating the drift chamber calibration are made from all two-track 

events on one raw data tape.) Since the TDC's operate in common stop mode, the 

drift time is obtained by inverting the digitized time, using a somewhat arbitrary 

origin. The sharp edge of the distribution corresponds to zero drift distance (i.e., 

hits near the wire), and the largest drift times correspond to the maximum drift 

distance ( = d). If only we knew the drift velocity everywhere, we would also be 

able to convert any other drift time into a drift distance without any difficulty. 

However, since the velocity is not very well known, another approach is necessary. 

The solution comes from observing that the track illumination becomes uni­

form when the wire plane is collapsed onto the fundamental cell. Knowing then that 

the space distribution of the hits in Figure 5.2 is uniform, the mapping from time 

to space is obtained by integrating and normalizing the time distribution. More 

specifically, if a fraction z (0 ~ z ~ 1) of the hits have a drift time less than t, then 

t corresponds to a drift distance of :z: • d, where d is the cell width. 

To guarantee a uniform distribution in the space variable, only hits from good 

tracks should be entered in the time distribution plot. This means that the track 
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Figure 5.2: Drift time distribution. 

finder has to be running when the time to distance calibration is done. On the 

other hand, the track finder usually requires time to distance conversions, so how 

does one ever get started? -The easiest way is probably to find a preliminary time 

to distance conversion by using all hits (not just track hits). This would be good 

enough to run the track finder, and then the final calibration could be obtained. 

A more serious concern about the assumption of uniform distribution, is the 

possibility that the wire inefficiency depends on the distance of the track from 

the wire. If a track has no hit in a particular plane, it is not represented in the 

time distribution plot for that plane, possibly causing the corresponding space 

distribution to be non-uniform. Fortunately, the time distribution of these missing 

hits can be created by using the drift times of the hits in the complementary plane. 

(The chance of missing both hits is very small.) For each missing hit, one takes the 

drift time of the complementary hit and translates it back into a drift time for the 

missing hit. The mapping from a time in one plane to a time in the other plane 

is obtained from the large -number of events with hits in both planes. The missing 

hits are then added to the existing hits before the time distribution is integrated 

and normalized. The final time to distance calibration is given as a look-up table 
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Figure 5.3: Inefficiency versus distance from the wire. 

with one :r: value for each nanosecond of drift time. (The step size of the TDC's is 

one nanosecond.) 

It is worth pointing out that the time distribution (if properly normalized) is 

also a plot of the drift velocity as a function of position in the cell (as given by 

the drift time). Since most of the area is under the :flat portion of the curve, it 

follows that the drift velocity is constant throughout most of the cell. The velocity 

is typically around 50 µm/ns and normally does not vary more than a few percent 

during the run. In order to track the variations, the time to distance calibration 

is updated periodically. To avoid any problems from possible timing differences 

between triggers, the calibration is always done using events from the real data 

triggers (charged and neutral). 

The procedure for finding the distribution of missing hits also gives informa­

tion about the plane inefficiency. Figure 5.3 shows the fraction of hits that are 

missing (i.e., the inefficiency) as a function of the distance from the wire. The plot 

is for the first (i.e., most upstream) y plane in Chamber 1. As can be seen in the 

figure, this plane has an inefficiency of about five percent. All other planes average 

around one percent. 
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Figure 5.4: Sum of drift distances for one plane pair. 

5.3.2 Resolution 

By comparing the two track position values obtained from the two comple­

mentary planes, we can calculate the resolution. It is easy to see in Figure 5.1 

that the sum of the two drift distances (with a small correction for the track angle) 

should be equal to the cell width d. This "sum of distances" for one pair of wire 

planes is plotted in Figure 5.4 (after subtracting d). Changes in the drift velocity 

makes the peak move away from zero, indicating a need for a new calibration. The 

resolution is now obtained directly from the width of the peak. Cutting at ±1000 

µm, the "rms" is typically 150-160 µm, which is equivalent {through a .J2) to a 

single plane resolution of 110-120 µm. 

A change in the relative timing between the tracks and the TDC stop signal 

(i.e., the trigger) would also affect the sum of distances. This can be used to 

eliminate out-of-time tracks. If a track is not in time with the event, all drift times 

(and therefore all sum of distances) are shifted. We remove a track if at least two 

of the sum of distance values are more than 1000 µm off. 

A final check is to plot the average track residual as a function of the drift 

distance. This is done in Figure 5.5 for one of the wire planes. It appears very 
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difficult to make the average residual be exactly zero without fudging the time to 

distance calibration. However, the discrepancy is small compared to the effects 

caused by normal variations in drift velocity over time. The large deviations from 

zero at the end-points are caused by the track fitting algorithm. Since the fitted 

track position is essentially the average of the hit positions from the two planes, 

the tracks tend to be pushed away from the cell boundaries (by an amount related 

to the resolution). For example, if the drift distance in one plane is very close to 

zero, the fitted track position is almost always further away from the wire, and 

this makes the average residual non-zero. (The effect can be hidden by plotting 

the average residual against the fitted track position instead of against the drift 

distance.) The "rms" of the track residual is equal to the plane resolution divided 

by ../2. 

5.3.3 Track Finding 

The track finding consists of identifying which hits belong to a track, and 

then fitting a line to those hits in order to obtain the track parameters. Since the 

vertical wires ( z view) provide information only in the zz plane and the horizontal 

wires (y view) only in the yz plane, we have essentially two completely independent 

tracking systems. From the z view, we get lines in the zz plane (called z tracks), 

and from the y view, lines in the y z plane (called y tracks). Both z and y tracks 

are lines in two-dimensional spaces, specified by two parameters each (usually a 

slope and an intercept). Combining an z track with a y track, we then get the four 

parameters necessary to completely determine a track in our three-dimensional 

space. In addition to the separation between the z and y views, the z tracks are 

split into two segments, one upstream and one downstream of the analysis magnet 

(which bends the tracks in the horizontal plane). 

For example, in the upstream z view, there are four wire planes, two in cham­

ber 1 and two in chamber 2. All combinations of one hit from a chamber 1 plane 

and one hit from a chamber 2 plane are tried, with a straight line drawn through 

the wires that were hit. The two remaining planes are then searched for hits close 

enough to this line, and the track is accepted if at least three out of the. four planes 
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have good hits. After resolving (wherever possible) the left-right ambiguities, the 

drift times are converted into drift distances and added to the wire positions to get 

the final z values of the hits. The z values are simply the z positions of the wire 

planes (measured in the survey), and the track parameters are then obtained from 

a least square fit to the ( z, z) points. 

The downstream z view is treated exactly the same way, and complete z tracks 

are found by matching the upstream and downstream segments at the analysis 

magnet. The transverse separation between the segments at the magnet is required 

to be below a certain value, and any remaining left-right ambiguity is resolved by 

minimizing this separation. 

In the y view, where there is no bending, we look for tracks going through 

all four chambers. Combinations of hits from two different wire planes are tried, 

and the remaining six planes are searched for consistent hits. A track is accepted 

if five out of the eight planes have good hits. Here, we can resolve the left-right 

ambiguity for "single" hits (hits without a hit in the complementary plane) by 

choosing the sign that agrees best with a line determined by the hits in the other 

chambers. After all ambiguities are resolved, the drift distances are added to the 

wire positions to get the final y values of the hits, and the track parameters are 

obtained from a least square fit to the (y, z) points. 

For all hits belonging to a track (z or y), a residual can be calculated. This 

residual is simply the difference between the projection of the track in the wire 

plane and the actual position of the hit as given by the sum of the wire position 

and the drift distance. Track "chi-squares" are calculated by summing the squares 

of the residuals and dividing by the number of hits minus two. (The tracks are 

obtained from a two parameter fit.) To get real chi-squares, one should also divide 

by the square of the single plane resolution. 

5.3.4 Track Matching 

So far, we have only discussed how to find the z and y tracks separately. In 

order to find the complete tracks (in three-dimensional space), it is necessary to 

match the z and y views with each other. If there is more than one track in the 
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spectrometer, it is impossible to tell, based on chamber information alone, which 

:z: track belongs to which y track. By correlating the tracks with hits in the B and 

C hodoscopes, we get a fairly good matching of :z: and y tracks. The most reliable 

match is obtained by using the cluster positions in the lead glass calorimeter. It 

should be pointed out that this method does not require that all tracks hit the 

calorimeter. 

Once the tracks are matched, it is possible to correct for two small effects. 

One of these comes from the signal propagation time along the sense wires, and the 

other effect arises if, for example, the :z: wires are not exactly vertical. In both cases, 

corrections are made by using the known track position from the other view. The 

final track parameters are obtained from a new fit to the corrected hit positions. 

If there are enough hits in the y view, we also fit for upstream and downstream 

y segments. The bending at the magnet of y tracks is small but not exactly zero, 

so the resolution is improved slightly by using separate track parameters upstream 

and downstream. 

5.3.5 Momentum Determination 

Finally, we determine the magnitude of the momentum vector from the deflec­

tion at the magnet of the :z: track and the known transverse momentum kick. The 

direction of the momentum vector is, of course, the same as the direction of the 

track. The kick depends on the transverse track position at the magnet according 

to the look-up table obtained from the magnet calibration. This transverse position 

is taken from the intersection point of the upstream and downstream segments with 

a correction to account for the fact that the track bends along a smooth curve. 

5.4 Calorimeter 

When the calorimeter data is analyzed, the first step is to translate the ADC 

counts into energy values. This is done using a gain file which specifies the con­

version factor from counts to Ge V for each lead glass block. Figure 5.6 shows a 

typical example of the energy deposit from the four electromagnetic showers of a 
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11"
0

11"
0 decay. Energies above 1 GeV have been rounded to the nearest GeV and 

energies below 1 GeV to the nearest tenth of a GeV. (An empty block has an en­

ergy less than 0.05 GeV.) Figure 5.7 shows a fairly typical 11"+11"- decay where one 

of the pions showered while the other one went straight through (resulting in a 

minimum ionizing signal). Hadron showers are usually more spread out than the 

electromagnetic ones. 

Assuming for the moment that a good gain file already exists, the second 

step consists of identifying the clusters and calculating their energies and positions. 

The energy of a cluster is obtained by summing over the blocks belonging to it 

and correcting for things like the non-linear response of the lead glass and the 

"missing" energy for clusters close to the edge. The cluster energy is then checked 

using calibration events in order to determine the final gain file. 

5.4.1 Cluster Finding 

The clusters are found by searching for local energy maxima in the lead glass 

array. If a block has a larger energy than each of its eight neighbors (and if this 

energy is above 0.2 GeV), it is taken to be the center block of a cluster. For the 

determination of the cluster energy, we then use the nine blocks in a three-by-three 

array centered on this particular block. In order to be counted as a genuine cluster, 

the total energy in the nine blocks is usually required to be at least 0.5 Ge V. 

Sometimes two photons are so close to each other in the lead glass that there 

is only one energy maximum, and in this case we say that the photons have fused. 

This is of particular concern for the analysis of the 1t"o1t"o decay mode, where 311"0 

decays with fusions form a background. In order to reduce this background, a num­

ber of criteria have been developed to identify fusions. These empirically derived 

conditions are based on quantities like the ratio of corner block energy to center 

block energy, the ratio of side column (row) energy to middle column (row) energy 

and the amount of energy outside the three-by-three array. 

For certain triggers (i.ncluding the 11"o1t"o but not the 1t'+1r-), the event record 

contains information from the Hardware Cluster Finder (HCF). Figure 5.8 shows 

the event from Figure 5.6 as seen by the HCF. A threshold of 1 GeV is applied to all 
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blocks, and the HCF determines how many islands there are above this threshold. 

The first block encountered in each cluster is considered to be the "seed" block and 

is marked with a circle in the figure. Since the HCF uses a much more narrow gate 

than the regular ADC's, it is much less likely to find accidental clusters, and the 

off-line search is therefore improved by looking only near the seed blocks. 

It might be of some interest to note that the local maximum definition of a 

cluster makes it possible to use a parallel architecture for a cluster finding trigger 

processor. For each block, eight energy comparisons would be made, and an output 

signal formed to indicate whether a local maximum exists or not. The comparisons 

could be made either between the digital output from fast AD C's or between analog 

signals obtained by integrating the charge from the phototubes. Some straightfor­

ward logical circuitry would then sum all the individual block signals to get the 

number of clusters. This procedure would be quite fast, especially if an analog 

energy comparison was chosen. 

5.4.2 Cluster Energy and Position 

The get the final cluster energy, it is necessary to make a number of corrections 

to the basic three-by-three sum. Most of the corrections are based on detailed 

studies of electromagnetic showers using the EGS Monte Carlo. First of all, there 

are several ways in which the three-by-three sum does not include all the energy. 

If a cluster is close to the beam holes or the outside edge of the array, one or more 

of the nine blocks is missing. Block energies below the sparse read-out threshold 

are lost, and so is the small amount of energy deposited outside the three-by-three 

array. In all of these cases, the missing energy is predicted from the EGS studies 

and added to the cluster energy. Secondly, if two clusters overlap, the energy in 

the shared blocks has to be divided between them. This can also be done using 

detailed knowledge of the shower shape. The most important correction is due to 

the non-linear response caused by the light attenuation inside the block and the 

shower leakage at the end of the block. A photon with higher energy has a shower 

maximum deeper inside the block, resulting in less attenuation but more leakage. 

There is also a difference between electrons and photons since the latter need an 
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initial conversion before showering and therefore has a deeper shower maximum. 

The sizes of these effects are determined from the EGS studies. There is also a 

correction for the loss of energy if the shower starts in the B or C hodoscopes, 

which are located right in front of the calorimeter. If a cluster position is found to 

correlate well with hits in the B and C counters, the cluster energy is increased by 

three percent. 

The cluster position is determined by comparing the energy sums in the three 

columns {for z) and the three rows (for y). The position is always taken to be 

inside the center block {which, after all, is the maximum), but pulled towards the 

side with the most energy. How much the position is shifted from the middle of the 

center block towards the edge depends on the ratio of energy in the side column 

{row) to the energy in the middle column {row). This algorithm is designed to make 

the distribution of cluster positions uniform across the block. There is also a small 

final correction to the cluster position due to slight imperfections in the stacking of 

the lead glass blocks. For electron clusters, the position can be compared with the 

more precise value obtained by extrapolating the track to the lead glass, and the 

resolution {z or y) is found to be about three millimeters. Note that the resolution 

would be much worse if all the energy was contained in one block, since with a 

block width of 5.8 cm one would get 5.8/v'I2 = 1.7 cm. 

5.4.3 Energy Calibration. 

The absolute energy determination is done with special calibration data taken 

periodically throughout the run. During these calibration runs, a thin copper foil 

inserted in the beam converts photons into electron-positron pairs which are then 

deflected by the magnets in such a way that all the lead glass blocks are illuminated. 

The observed cluster energy is compared with the known electron momentum, which 

is measured in the spectrometer with a precision of about one percent. The energy 

of a cluster is shared between several blocks, but since a particular block can be 

combined with other blocks in different ways, the individual block gains are sorted 

out from an average over all events. The energy resolution is found to be given 

roughly by 2.53 + 53/../E for photons and 1.53 + 53/./E for electrons (E in 
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Ge V). The resolution is worse for photons because of the variation in conversion 

depth (i.e., how far into the block the photon converts) which results in an extra 

uncertainty in the light output. 

Between the calibration runs, the gains are tracked using the flasher events 

which are taken once a second with a common light source illuminating all the 

blocks. Gain variations in individual blocks are monitored by assuming that the 

average gain of all blocks stays constant over time. The average excludes blocks in 

the inner part of the array near the beams, since the gain of these blocks is known 

to decrease with time due to radiation damage. During the data taking, all blocks 

are gain matched to within 5% of each other, which is necessary in order to have 

the Hardware Cluster Finder work properly. (The gains are held at about 200 ADC 

counts per GeV.) 

Additional checks of the calibration can be made with the electrons from 7rev 

decays and with the photons from 7r+7r-7ro decays. In the latter case, the decay 

vertex is known from the tracking, and we can calculate the invariant 7r0 mass from 

the observed photon energies in the lead glass. By comparing with the nominal 7ro 

mass, the calibration can be adjusted. The final check of the absolute energy scale 

comes from the edge at the regenerator of the 7ro7ro decay vertex distribution. (This 

edge occurs because of the veto counters at the downstream end of the regenerator.) 

Since the distance of the 7ro7ro decay vertex from the lead glass is proportional to 

the overall energy scale, the location of the decay distribution edge provides a direct 

check of the absolute calibration. It is found necessary to decrease all energies by 

about 0.5% in order to get a good agreement. 

5.5 Photon Vetoes 

There are twelve planes of photon veto counters, whose purpose is to detect 

photons from 7ro7ro7ro decays going outside the lead glass calorimeter. See chap­

ter 3.6 for a list of these counters. Some of the vetoes are included in the trigger 

(chapter 4), but most of them are used in the off-line analysis for background sup­

pression. One might ask, do they really need to be calibrated? The ones that are 
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in the trigger need some gain matching for the phototubes within each group of 

counters, but this can be done well enough with muons. Since veto counters are 

only used to cut events, it is sufficient for the analysis to optimize these cuts, and 

it does not seem necessary to know exactly how many counts result from a 1 GeV 

photon. The main reason why we like to have an absolute calibration of the photon 

vetoes is that we want to study the background from 7ro7ro7ro decays with the Monte 

Carlo. In order to simulate this background correctly, the same cuts have to be 

applied to data and Monte Carlo events, which means that the absolute energy 

scale has to be known when the Monte Carlo events are generated. 

Most of the photon veto counters are positioned along the side of the detector 

(see Figure 3.1), in order to catch photons that escape with a relatively large angle. 

Such photons have quite low energies, typically around a few GeV or less. The 

Collar Anti counters (which form a collar around the beam holes in front of the 

calorimeter) and the Back Anti counters (behind the beam holes) see much more 

energetic photons, since they cover the small angle region. Photons hitting the 

CA or BA counters have energies similar to or higher than the ones that hit the 

calorimeter, and the average energy of the latter ones is around 20 GeV. The 

absolute calibration of the CA and BA counters is done with electrons - either 

from 7re11 decays or from the special electron beam data that is also used for the 

lead glass calibration. The electron energy is known from its track momentum, 

which is measured in the spectrometer. 

Unfortunately, it is not possible to calibrate all of the photon vetoes with 

electrons (or muons), since the drift chambers do not cover enough angle to provide 

the necessary position and momentum determinations. We use instead the large 

number of 7r+7r-7ro decays that are accepted by the charged two-track trigger. If 

one of the two photons from the neutral pion hits the calorimeter and the other one 

goes outside to one of the photon veto counters, the decay can be used to calibrate 

that veto counter. The track information from the spectrometer gives the momenta 

of the two charged pions and also the decay vertex. Together with the energy of the 

photon that is in the calorimeter, this is enough information to calculate the energy 

and direction of the "missing" photon. Requiring the total transverse momentum to 
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be zero, we get the transverse momentum of the missing photon, and by assuming 

that the total invariant mass is equal to the kaon mass, we find a solution for the 

longitudinal momentum. (There are usually two solutions, but one can pick the 

one that makes the photon-photon mass be closest to the neutral pion mass.) 

This somewhat complicated reconstruction scheme can be checked with Monte 

Carlo 7r+7r-7ro events. Figure 5.9 shows the energy distribution of the photons that 

go outside the calorimeter. (This is the energy generated by the Monte Carlo.) 

Using the algorithm specified above, the missing photon is reconstructed from the 

other three particles, and the generated and reconstructed energies are compared. 

The ratio is plotted in Figure 5.10. The reconstruction seems to work reasonably 

well, even though the average is shifted slightly from one. The resolution of the 

reconstructed energy is not very good, because the energy of the missing photon is 

small and is calculated as the difference between two larger numbers. 

For the real data events that are used in the calibration, the invariant photon­

photon mass is shown in Figure 5.11. This plot is made after a few other cuts 

have been applied in order to clean up the event sample. The mass is required 

to be within 10 MeV of the true 7ro mass. For the remaining events, we plot the 
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Figure 5.9: Energy of photons missing the calorimeter. (Monte Carlo) 
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Figure 5.12: Observed energy versus the predicted energy. 

observed number of counts in the photon veto counters against the predicted energy 

of the missing photon. Figure 5.12 shows such a plot for the VA3 counters. The 

observed energy is expressed in "muon equivalents," which roughly correspond to 

the number of counts that result from a minimum ionizing particle. The events 

with almost zero observed energy are events where the missing photon did not 

actually hit the counter that was predicted from the reconstructed momentum 

vector. These events are eliminated by requiring the observed energy to be above a 

certain minimum. The counter gains are then determined from the ratio of observed 

energy to predicted energy. 



-
74 -

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-



-

-

-
-

-

-

-

-

Chapter 6 

DATA REDUCTION 

As in most high energy experiments, there is a huge amount of raw data, 

and it becomes necessary to do the data reduction in several steps. During the 

data taking (from 7 /87 to 2/88), we wrote 5,000 tapes of raw data. These are 

standard 9-track open-reel magnetic tapes with a density of 6,250 bpi (bits per 

inch per track) and a length of about 2,400 feet. As mentioned at the beginning 

of chapter 4, the analysis and results presented in this thesis are based on 203 of 

the total data sample (i.e., about 1,000 tapes). For this particular data set, all 

triggers were recorded simultaneously. Each of these 1,000 tapes has about 50,000 

raw data events from the charged trigger (chapter 4.3.1) and another 50,000 events 

from the neutral trigger (chapter 4.3.2). There is also a small number of events 

from the other miscellaneous triggers such as the muon and accidental triggers 

(chapter 4.3.3). One tape corresponds to 25-30 minutes of data taking (i.e., 25-30 

spills). 

Only a small fraction of the raw data events are r+r- and r 0r 0 decays. Most 

of the charged triggers are rev and 7r+7r-7r0 decays, and most of the neutral triggers 

are 7ro7ro7ro and 7r+7r-r0 decays. In order to separate the different event categories 

from each other and to eliminate events that do not reconstruct well, the raw data 

tapes go through a first-pass analysis which is also known as the "crunch." This 

took place during the summer of 1988, and the total size of the data sample was 

reduced to about 200 tapes. The reduction in the number of tapes is partially due 

to the elimination of bad events that are of no interest, but it is also due to a 

compression of the _data. This compression (by a factor of 2-3) is possible because 

the data acquisition system - which has to work fast - does not write the data 

to tape in the most compressed form possible. The main benefit of the crunch 

is the separation of the various event categories. After the separation, there are 
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Figure 6.1: Number of drift chamber hits for charged triggers. 

only fourteen tapes each for the 7r+7r- and 7ro7ro categories, and these tapes are 

then processed further in order to extract the :final signal. The other tapes, which 

contain events like 7re11 and 7ro7ro7ro, are also analyzed further in order to study the 

detector and to check the calibration. 

This chapter describes in detail the reconstruction and analysis of the 7r+7r­

and 7ro7ro decays (charged and neutral mode, respectively), from which the phases 

of T/+- and T/oo are extracted. Only the :final event selection is described here. 

6.1 Charged Mode Analysis 

The charged trigger is designed to :find events with two charged particles (see 

chapter 4.3.1). Figure 6.1 shows the total number of hits in the drift chambers 

for raw data events from this trigger. Since there are sixteen wire planes in the 

spectrometer, an ideal two-particle event will have 32 hits, and this is indicated 

by the dashed line. (The bin immediately to the right of the dashed line has 

1

exactly 32 hits.) It follows from the figure that most of the triggers do have two 

tracks and also that there are not very many extra hits from accidental activity or 
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Figure 6.2: Track momentum for two-track events (two entries per event). 

noise. How to determine the particle trajectories from the wire hits and how to 

calculate the momenta of the tracks were discussed in chapter 5.3. For the 7r"+7r"­

analysis, we require that the events have exactly two tracks and that these two 

tracks have opposite charge (i.e., that they are bent in opposite directions by the 

analysis magnet). About 673 of the raw triggers satisfy these conditions and will 

be referred to as two-track events. For about 83 of the triggers, the number of 

chamber hits is too large for the reconstruction code. Around 233 have less than 

two complete tracks, and only 23 have more than two tracks. The sum-of-distance 

cut (see 5.3.2) eliminates out-of-time tracks and reduces the chance of finding extra 

accidental tracks. Out of the events that have exactly two tracks, only half a percent 

do not have oppositely charged tracks. 

6.1.1 Reconstruction of Two-Track Events 

We will first look at how the two-track events are reconstructed. The figures 

that illustrate this reconstruction are all made from one raw data tape. (The full 

data sample is about 1,000 raw data tapes.) Figure 6.2 shows the distribution 
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of track momenta for two-track events. The momentum resolution is about one 

percent, which is mostly due to multiple scattering. The internal chamber resolution 

(100 micrometers per plane) leads to an uncertainty that is proportional to the 

momentum and is a.bout 0.3% for a 20 GeV /c track. 

The first step in the reconstruction is to find the decay vertex by projecting 

the two tracks upstrea.m to their intersection point. Due to the finite tracking 

resolution, the tracks do not actually intersect, and we find instead the point of 

closest approach. The decay vertex is taken as the midpoint of the shortest line 

segment connecting the two tracks. Since the tracks are almost parallel with the 

z axis (i.e., the beam direction), this line segment is nearly perpendicular to the 

z axis. The length of the segment (also called the distance of closest approach) is 

typically 1-2 millimeters, which means that the transverse vertex resolution is of 

the order of a millimeter. The z component of the vertex, however, has a resolution 

of about 20 centimeters, due to the small angle between the tracks and the z a.xis. 

It is possible to do a more sophisticated vertex fitting. Tracks with low momentum, 

who are more likely to scatter, and tracks with missing hits could be assigned lower 

weights. Such an algorithm would pick another point than the midpoint on the 

shortest line segment between the tracks, and this might improve the transverse 

resolution somewhat. However, in the case of two tracks, the z component of the 

vertex would not change. 

Assuming now that the two tracks are the only final state particles, we obtain 

the momentum of the particle that decayed by summing the two track momenta: 

p = P1 + P2· The total momentum vector p is projected backwards in order to 

find the transverse position at the regenerator. By comparing this position with 

the known location of the regenerator (up or down), the event is assigned either to 

the regenerated beam or to the vacuum beam. For example, if the sign of the y 

component is positive and the regenerator is in the lower position, the event comes 

from the vacuum beam. (The regenerator moves between the top and bottom 

beams every spill.) It should be stressed that exactly the same cuts are applied to 

all events regardless of their origin, and that the transverse position is only used for 

separating the regenerated a.nd vacuum event samples from ea.ch other. For good 
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Figure 6.3: Transverse momentum squared for all two-track events on one raw data 
tape ( G set data). 

11'+11'- events, the two beams are very well separated (see Figure 6.19), and there 

is no ambiguity in selecting which beam the event comes from. But events with 

an extra neutral particle (e.g., 11'+11'-11'0 and 7rev decays) will often project outside 

the beams, unless the transverse momentum of the neutral particle is taken into 

account. For these event categories, the transverse vertex position can be used 

instead. 

The transverse momentum of the two-track system is calculated with respect 

to a line from the target to the projected position at the regenerator. The transverse 

momentum is equal to the transverse component of p with respect to that line. 

Figure 6.3 shows p} for all two-track events. Most of the events with non-zero 

transverse momentum are 11'+11'-11'0 and 7rev decays, but there is also a contribution 

from 7r+11'- decays of kaons that scattered incoherently at the regenerator. 

We now introduce the hypothesis that the two-track event is a K --+ 7r+7r­

decay. The kaon energy is then given by E = JP~ + m! + JP~ + m!, where m'll' 

is the 7r± mass and Pi = IPil, and the invariant mass is obtained directly from 

m 2 = E 2 - p 2 (double precision recommended). Since m'll' is much smaller than p1 
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and P2, it is more instructive to write m 2 to first order in m!/p~: 

m 2 = m!(2 + Pi + p2
) + 2P1P2(l - cos 8) 

P2 P1 

Here, 8 is the angle between p 1 and p 2 • The invariant mass is shown in Figure 6.4. 

The number of 11"+11"- decays is comparable in the two beams, but due to the big 

difference in KL Hux, there are about fifteen times more 11"+11"-11'"0 and 11"e11 decays in 

the vacuum beam than in the regenerated beam. Of these two decay modes, it is 

only the 7re11 mode that is really a background to the 11"+11"- signal. The two-track 

invariant mass for 11"+11"-11"0 decays is at least a 11"0 mass below the K mass. There is 

also a small contribution to the background from A --+ yrr- and A --+ p7r+ decays. 

The following section will describe the cuts that are used to separate the 11"+11"­

signal from the other decay modes. 

6.1.2 Identification of the 11"+11"- Signal 

To suppress the background from 11"e11 decays, it is necessary to distinguish 

electrons from pions, and this is done by using the lead glass. For tracks that 

match a cluster in the lead glass, we calculate the ratio of the cluster energy to the 

track momentum, and this ratio is known as the track E/p ("E over p"). That a 

track matches a cluster means that the projected track position at the lead glass 

is within 7 cm of the cluster position. If a track does not match a cluster, E/p 

is considered to be zero. Figure 6.5 shows the E /p distribution for all two-track 

events (or rather, for all tracks in two-track events that match a cluster). The 

electrons from 7re11 decays deposit all their energy in the lead glass and show up as 

the peak a.t E/p = 1. Pions, on the other hand, do not always shower in the lead 

glass. The broad distribution is due to the pions that do shower, while the peak 

near zero corresponds to pions that only deposit a minimum ionizing signal. The 

electrons are rejected by requiring both tracks to have an E /p less than 0.8. 

Because the trigger hodoscopes and the drift chambers are rectangular in 

shape (essentially squares), some tracks project into one of the four corners not 

covered by the circular lead glass. There are also a number of tracks that go 

through the beam holes in the lead glass. Since the E/p cut does not work for 
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Figure 6.4: Invariant 71"+71"- mass for all two-track events on one raw data tape. 
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Figure 6.5: Energy from the calorimeter divided by the track momentum. One 
entry for each track that matches a cluster. 

those tracks, we require that all tracks hit the lead glass. This geometric cut is 

illustrated by the dashed line in Figure 6.6. The tracks are required to be half a 

block away from the edge, in order to ensure a good energy resolution. One might 

wonder why we do not keep all tracks and accept a higher background. In fact, 

since most of the tracks hit the lead glass, the background would not be intolerably 

high. The problem is that the E /p cut also removes the good pion tracks that are 

in the tail of the pion E /p distribution, and this means that the acceptance for 

good 7r+7r- decays would depend on whether the tracks hit the lead glass or not. 

To include this effect in the Monte Carlo, it would be necessary either to simulate 

the pion showers or to find an empirical constant describing what fraction of good 

events are killed by the E /p cut. We prefer to use the geometric cut and loose some 

signal. 

Another complication with the E / p cut occurs if the two tracks have almost 

the same z position at the lead glass. In this case, the matching of z a.nd y tracks 

is not very reliable, and it is not clear which track momentum (p) belongs to which 

cluster energy (E). For this reason, we cut an event if the track :z: positions at the 
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Figure 6.6: Geometric track cut at the lead glass for two-track events. 
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lead glass are within 2 cm of each other. Note that there is no problem if the y 

positions are close, since the track momenta are determined from the z tracks. 

Most of the 7rµv decays are vetoed at the trigger level by the muon hodoscope 

behind the muon filter. The discriminated signals from the muon counters are also 

latched individually, and just in case there is some inefficiency in the trigger veto, 

an event is cut if any latch is on. Since low energy muons might not make it through 

the muon filter, we also require that both track momenta are above 7 GeV /c (see 

Figure 6.2). This cut removes some signal as well, but once again it is easier to cut 

than to simulate the probability that a muon is not vetoed. 

In order to reject the lambda decays, we also calculate the invariant mass 

assuming that the two-track event is a A -+ yrr- (or A -+ p7r+) decay. Since 

the proton and pion masses are different, it is necessary to choose which track is 

the proton. It turns out that it is safe to assume that the track with the highest 

momentum is the proton. This is because there is not much energy available in the 

center of mass frame for the proton a.nd the pion, and their momenta in the lab frame 

are therefore dominated by the boost from the lambda frame to the lab frame. Since 

the proton has a much higher mass, it also has the higher momentum. It is then 

possible to tell the difference between a A and a A by checking which way the proton 

is bent by the magnetic field. Denoting the higher track momentum by p,, a.nd the 

lower by p .. , the energy of the lambda is given by E = .JP2,, + m; + Ji + m!. 

The invariant mass is calculated from m 2 = E2 - p2, but once again it is more 

instructive to write m2 to first order in m!/P! and m!/p!: 

This relation sets a lower limit of 3.1 (and an upper limit of 14.6) for the ratio p,,/Pw· 

Figure 6. 7 shows the invariant yrr mass for two-track events with an energy above 

100 GeV a.nd a track momentum ratio greater than 3. (Only high-energy lambdas 

will survive until the start of the decay volume.) The lambda peak in the figure 

agrees very well with the nominal mass of 1.1156 GeV /c2 • Recall from chapter 5 

that the absolute scale of the momentum determination is adjusted to make the 

invariant mass of K -+ 7r+11"- decays be equal to the kaon mass. The fact that the 
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Figure 6.7: Invariant two-track mass for the lambda hypothesis. 

invariant mass of the much more asymmetric A -+ yrr decays is also right, gives 

us some confidence in the calibration. The lambda decays are rejected by cutting 

events with a p7r mass between 1.10 and 1.13 GeV /c2 (but only if the momentum 

ratio is above 3 and the energy above 100 GeV). It should be noted that the two 

calculated values for the two-trackenergy (kaon hypothesis and lambda hypothesis) 

are essentially equal, since the energy is dominated by the track momenta. Thls 

means that the lambda cut only affects the data in energy bins above 100 GeV. 

After the cuts described in thls section, the invariant mass plot looks like 

Figure 6.8. The 7r+7r-7ro decays are easily eliminated by a mass cut. Comparing 

with Figure 6.4, it is seen that about 403 of the 7r+7r- signal has been lost. Thls is 

mostly due to the geometric track cut related to the E /p cut and also to the track 

momentum cut. After a mass cut, the background in the pi distribution will be 

due to incoherently scattered kaons in the regenerated beam and the few remaining 

7re11 decays in the vacuum beam. 
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Figure 6.8: Invariant 7r+7r- mass for two-track events (one raw data tape) after the 
7rev, 7rµv and and A cuts. Regenerated beam (top) and vacuum beam (bottom). 
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6.1.3 Miscellaneous Cuts 

A number of cuts are used to clean up the K -+ 7r+7r- sample. The fig­

ures represent the full data sample, and the cuts are usually indicated by arrows. 

Figure 6.9 shows the distributions of the various track quality variables after all 

other cuts. For each upstream and downstream track segment, there is a "chi­

square" which is the sum of the squared residuals divided by the number of degrees 

of freedom for the track fit (see 5.3.3). With a single hit resolution of 100 µm, 

one should divide by 10-s to get real chi-squares. The magnet offset variable is 

calculated by projecting the upstream and downstream :i: tracks to the magnet. 

Ideally, they should intersect in the middle of the magnet, but in general there 

is an offset between them due to multiple scattering and the chamber resolution. 

In order to find the number of standard deviations, the offset is divided by the 

empirically derived amount 220 + 2700/p µm, where pis the track momentum in 

GeV /c. The vertex quality variable is the distance of closest approach divided by 

the distance between the vertex and the first drift chamber and by the empirically 

derived quantity (24.5 + 8500/p~ + 8500/p~) x 10-5 , where p1 and p2 are the two 

track momenta in GeV /c. 

There are a number of aperture cuts, which are illustrated in Figures 6.10-14 

(after all non-aperture cuts). The projections of the two tracks are required to 

be inside the edges of the circular vacuum window (6.10), the rectangular T and 

V hodoscopes (6.11), the rectangular aperture of the analysis magnet (6.12) and 

the rectangular muon hodoscope (6.13). The :i: projection cut at z = 162m (6.14) 

ensures that the tracks do not hit one of the frames holding the helium bags. 

As mentioned in chapter 4, the charged trigger includes an east-west topology 

requirement that is based on the hits in the Chamber 2 :i: planes. In principle, this 

requires that there is one track on the east side and one on the west side. However, 

it is possible for an event with both tracks on the same side to pass the trigger, 

if there is noise or accidental activity on the other side. Extra hits may actually 

save events that would otherwise not be accepted. Since this never happens in the 

Monte Carlo, where exactly two tracks are generated, it is necessary to re-apply the 

east-west condition in the data analysis. By requiring that the condition is satisfied 
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Figure 6.10: Track projection (:i:2 + y2) at the vacuum window (z=159 m). 

by the hits that are associated with the two tracks, we make sure that data and 

Monte Carlo events are treated equally. 

The charged trigger has the RA trigger signal in veto, in order to reject kaons 

that scatter inelastically in the regenerator. The timing of the RA signal is measured 

by a TDC with a 0.1 ns resolution and shown in Figure 6.15 after all other cuts. 

The TDC is started by the event trigger and stopped by the RA signal, with a 

quite arbitrary origin for the time scale. Each peak corresponds to a bucket in the 

beam structure (see chapter 4.1), and the bucket which is in time with the trigger 

is empty because RA is in veto. Since the rate of the RA signal is around 600 kHz, 

most of the entries are overflows. In fact, out of 226,000 entries in the figure, there 

are about 215,000 overflows. Just in case there is some inefficiency in the RA veto, 

we cut an event if the time is inside the interval indicated by the arrows. 

6.1.4 Final Data Sample and Background Subtraction 

After all cuts, we use the invariant 71"+71"- mass (m) and the transverse mo­

mentum squared (p}) for identifying the final K -+ 71"+71"- sample and subtracting 

the background. The signal region is defined by 484 < m < 512 Me V / c2 and 
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Figure 6.12: Track projection (z and y) at the analysis magnet (z=169m). 
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Figure 6.14: Track :z: projection at z = 162 m. 
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Figure 6.15: Time distribution of the RA trigger signal. 
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p} < 250 Me V2 
/ c2 • The signal events are binned according to their energy ( E) and 

longitudinal vertex position (z), with a bin size of 10 GeVxl m. Only events in 

the range 30 < E < 130GeV and 123 < z < 137m are used in the final analy­

sis. Figure 6.16 shows the invariant mass for both beams after all other cuts have 

been applied (including the p}, E and z cuts). The events in the low-side tail are 

radiative 7r+'ll"-"}', and there is a very small remaining background from ?rev decays. 

The transverse momentum squared is plotted in Figure 6.17 after all other cuts 

(including m, E and z ). In the regenerated beam, the background is dominated by 

incoherently scattered kaons decaying into 7r+7r-. For the p~ range in the figure, the 

elastic scattering dominates over the inelastic. In the vacuum beam, the background 

comes from the remaining 1rev decays. The background level is determined from a 

fit, with exponential terms describing the different contributions. The amount of 

background does not seem to depend on the kaon energy or the decay vertex, and 

it is found to be 0.13% in the regenerated beam and 0.32% in the vacuum beam. 

Since the 7r+7r-"Y decays form a tail on the signal, they do not get subtracted. The 

radiative part of this decay mode is the same for Ks and KL, so it does not matter 

if it is subtracted or not. The non-radiative part ("direct emission") is small enough 

so that the difference between Ks and KL is negligible. 

Figure 6.18 shows the distribution of kaon energies after all other cuts. There 

is a small difference between the regenerated beam and the vacuum beam, since 

the regeneration amplitude depends on the ka.on energy. Figure 6.19, finally, shows 

the transverse position of the kaon at the regenerator after all cuts. This is the 

variable that is used for deciding which beam an event comes from. As seen in 

the figure, there is no overlap between the two beams. (This plot is not corrected 

for the regenerator motion, and the two peaks correspond to the top and bottom 

beams.) After all cuts (but before the background subtraction), there are 198,264 

signal events in the regenerated beam and 40,925 in the vacuum beam. 
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6.2 Neutral Mode Analysis 

The neutral mode trigger is based on the total energy in the lead glass and the 

number of clusters found by the Hardware Cluster Finder (see chapter 4.3.2). The 

trigger accepts both four and six cluster events, which occur with roughly equal 

frequency. The six cluster triggers are 7ro7ro7ro decays, and most of the four cluster 

triggers are also 7ro7ro7ro decays, but with two photons either missing the lead glass 

or merging with other photons. It is the goal of the neutral mode analysis to find 

the 7ro7ro signal among the four cluster triggers. 

The Hardware Cluster Finder recognizes clusters as "islands" of lead glass 

blocks with energies above a threshold of 1 Ge V, which means that it is not able 

to separate overlapping clusters. The software cluster finding algorithm, which 

looks for energy maxima in the lead glass array, finds that about 203 of the four 

cluster triggers actually have more than four clusters (i.e., more than four energy 

maxima). The procedure for finding the clusters and determining their energies and 

positions is described in more detail in chapter 5.4.1. If two photons are so close to 

each other that there is only one energy maximum - this is called fusion - not 

even the software cluster finder can separate them. As mentioned in chapter 5, a 

number of fusion criteria have been developed to tell whether a cluster is a single 

photon or not. If these criteria are applied to the events which have four clusters 

(according to the software algorithm), about half of them are found to have at least 

one fusion. The remaining events (about 10,000 per raw data tape) might be called 

four-photon events, even though a significant fraction are still fusions. The next 

section describes how the energies and positions of the four photons are used in 

order to reconstruct the decay. 

(The fusion criteria are applied here early in the analysis in order to make 

the point that a lot of the four cluster triggers have more than four photons in the 

lead glass. If they are used instead at the end of the analysis for suppressing the 

background, only about 23 of the remaining events are cut. This is because most 

fusion events are also eliminated by other cuts.) 
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6.2.1 Reconstruction of Four-Photon Events 

The four photons are considered to come from one single vertex since the ?ro 

decay length is so short (4 µm at 20 GeV). Let us first derive a relationship for 

the invariant mass of n photons originating at a single point. We will assume that 

the distance between this common vertex and the calorimeter is much larger than 

the size of the calorimeter, and in particular that all angles between the photon 

momenta and the beam direction ( z axis) are small. (The decay volume ends more 

than twenty meters before the lead glass which has a radius less than one meter.) 

Denoting the photon energies and momenta by Ei and Pi, with IPil = Ei, we find 

that 

m 2 = (~= Ei)2 
- CE Pi)2 = L 2EiE;(l - cos Bi;) 

i<j 

where Bi; is the angle between Pi and p;. Using the small angle approximation, one 

has 2(1- cos Bi;)= Bl;= rl;/z2 where ri; is the separation between photons i and j 

at the calorimeter and z the distance between the vertex and the calorimeter. The 

final result for the invariant mass is thus 

2 i E 2 m = - EiE,·r·· 
Z

2 ,, 
i<j 

Since all the Ei and ri; are measured by the calorimeter, this is a relationship 

between the invariant mass and the longitudinal component of the vertex posi­

tion. Unfortunately, because of the small angles, there is no information about the 

transverse vertex position. 

Applying the above result to all four photons, we have a relationship between 

z and the ka.on mass. Knowing that the four photons are actually two pairs of 

photons coming from two real pions, and applying the m-z relation to the two 

photon pairs, we also have two relationships between z and the pion mass. The 

only slight complication is that there are three different ways of pairing the four 

photons. The standard approach in our analysis is to - for each pairing - assume 

the pion mass for both photon pairs and to calculate two z values with errors 

based on the uncertainties in the cluster energies and positions. A chi-square is 

calculated for the hypothesis that the two photon pairs come from the same vertex, 
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and the pairing with the lowest chi-square is the winner. The final vertex position 

is obtained from a weighted average of the two z values from the best pairing, and 

the invariant kaon mass is calculated using this vertex position. The resolution for 

the longitudinal vertex position is about one meter, which is five times worse than 

for the 7r+7r- analysis. 

The invariant mass for all four-photon events on one raw data tape is shown 

in Figure 6.20. The background is dominated by KL - 7ro7ro7ro decays which are 

fifteen times more common in the vacuum beam because of the big difference in 

KL Hux. The center of energy at the calorimeter is used to distinguish between the 

regenerated and vacuum beams. For example, if the center of energy of the four 

photons is in the upper half of the lead glass and if the regenerator is in the lower 

position, the event is assumed to be from the vacuum beam. The total kaon energy 

is simply the sum of the four photon energies. 

Note that the vertex position and the invariant kaon mass (via z) depend 

on which pairing is chosen, and only the kaon energy is pairing independent. An 

alternative approach is to assume the kaon mass for the four-photon system and 

obtain a pairing independent vertex position. Given that vertex, two pion masses 

can be calculated for each pairing, and the pairing with the best combination of 

pion masses is selected. With this approach, the average of the two pion masses 

corresponds to the kaon mass of the standard approach and the difference between 

the pion masses to the chi-square. 

6.2.2 Kinematic Cuts 

In this section, we describe the cuts that are based on variables derived from 

the photon energies and positions or, in other words, cuts using only the calorimeter 

information. Each plot is made after all other cuts and corresponds to the whole 

data set. Figure 6.21 shows the distribution of photon energies. All four photons 

are required to have an energy above 1.5 GeV. The position of the photons in the 

lead glass is plotted in Figure 6.22 relative the outer edge of the lead glass. The 

distance from the edge is defined in such a way that, for example, all points on the 

dashed line in Figure 6.6 are half a block from the edge. The bumps occur because 
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Figure 6.20: Invariant mass for all four-photon events on one raw data tape. Re­
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the cluster position algorithm (see 5.4.1) is not perfectly tuned. It is particularly 

difficult to assign positions to clusters near the edge, since there are no blocks on 

the other side of the edge. All four photons are required to be at least 0.53 blocks 

from the edge. (A block is 5.8 cm wide.) 

As mentioned above, a chi-square is calculated for the hypothesis that both 

photon pairs originate at the same vertex. The chi-square, which is plotted in 

Figure 6.23, is required to be less than 4. Since there are three possible photon 

pairings, the question arises whether the one with the lowest chi-square is really 

the correct one. H the difference in chi-square between the two best pairings is less 

than 8, we also calculate the invariant kaon mass for the second best pairing. This 

mass is plotted in Figure 6.24, and there is indeed a. peak a.t the kaon mass. If the 

mass is between 470 and 526 MeV /c2 , the event is cut. 

6.2.3 Other Cuts 

We now turn to the cuts that rely on other detector elements. The photon 

veto counters are particularly importa.nt for the background suppression, since they 

often ca.tch missing photons from 7ro7ro7ro decays. Some of these counters are in veto 
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Figure 6.24: Invariant kaon mass for the second best pairing when the chi-square 
difference between the two best pairings is less than 8. 

already in the trigger (chapter 4.3.2). Figures 6.25 and 6.26 show the photon veto 

cuts. The number of counts is expressed in "muon equivalents," and a photon 

energy of one GeV typically corresponds to 5-10 muons. The energy distribution 

in the Collar Anti (CA) counters is shown in Figure 6.27, where the cut is indicated 

by an arrow. The number of counts in the CA counters is also expressed in muon 

equivalents, with a photon energy of one GeV roughly equal to four muons. These 

counters form a collar around the beam holes in front of the lead glass. Because of 

the holes, the energy and position resolutions for photons become worse near the 

inside edge of the lead glass, but the CA defines a convenient edge half a block 

away from the holes. There is also a cut with the SA (Sweeping Anti) counters. 

The signals from these counters is discriminated and latched, and the cut requires 

that none of the counters is on. 

There is a cut to eliminate events with charged particles in the detector. 

Figure 6.28 shows the number of drift chamber hits for events with at least one 

counter hit in both the B and C hodoscopes. (The signals from the B and C 

counters are latched.) The event is cut if there are fifteen or more chamber hits. 

Figure 6.29, finally, shows the timing of the RA trigger signal. If the time is between 
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Figure 6.29: Time distribution of the RA trigger signal. 

the arrows, the event is cut. This is the same cut as is used in the 7r+7r- analysis 

(see Figure 6.15). 

6.2.4 Final Data Sample and Background Subtraction 

As in the charged mode analysis, there is an invariant kaon mass that can 

be used for background subtraction, but unlike the charged mode, there is no p} 

variable available. Instead we use the center-of-energy of the four photons at the 

lead glass to indicate if the transverse momentum is non-zero. Figure 6.30 shows the 

center of energy after all other cuts have been applied. This is also the variable that 

is used for deciding which beam an event comes from. The figure is corrected for the 

regenerator motion, so that one peak (the taller one) corresponds to the regenerated 

beam and the other one to the vacuum beam. The two peaks are well separated, but 

the incoherently scattered kaons, which originate in the reg,enerated beam, form a 

background under both peaks. (This does not happen in th1e charged mode, where 

the transverse vertex position is available.) By drawing concentric squares around 

the two beam centers, a "ring number" is determined. This quantity is simply the 

area of the square on which an event falls in the center of energy plot, and it is 
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shown in Figure 6.31 for both beams after all other cuts. The ring number imitates 

the p} variable, but since it is not possible to remove the finite width of the beam, 

there is no sharp peak at zero. 

It is this ring number that we use together with the invariant mass (m), in 

order to identify the final K -+ ?r'o?r'o sample and subtract the background. The 

signal region is defined by 480 < m < 516 MeV /c2 and a ring number less than 112 

cm2
• The signal events are binned according to their energy (E) and longitudinal 

vertex position (z), with a bin size of 10 GeVxl m. Only events in the range 

40 < E < 120 GeV and 121 < z < 147m are used in the final analysis. Figure 6.32 

shows the invariant mass for both beams after all other cuts have been applied. 

The background in the vacuum beam (0.993) is dominated by ?r'o?r'o?r'o decays. For 

the regenerated beam, the background is so small (0.043) that there is also a 

significant contribution from nuclear interactions (producing two neutral pions) in 

the regenerator and in the trigger hodoscopes at the end of the upstream decay 

volume. 

The background subtraction in the ring number variable is helped by a Monte 

Carlo simulation of the incoherent scattering. The shape of the observed p} dis­

tribution for ?r'+?r'- decays is plugged into the Monte Carlo, and a prediction of 

the background shape in the ring number variable is obtained. Both the size and 

the shape of this prediction agree very well with the observed background. The 

predicted shape is then used to extrapolate the observed background under the co­

herent peak, and the level of the background is found to be 2. 73 in the regenerated 

beam and 2.83 in the vacuum beam. The mass and ring number subtractions are 

done simultaneously to make sure that the backgrounds are treated correctly. The 

?r'o?r'o?r'o decays, for example, form a background in both variables and would be 

over-subtracted if the mass and ring number subtractions were done separately. 

The background levels quoted above are averages over all bins, and the actual 

subtractions are done separately in each energy and vertex bin. The incoherent 

background increases with the kaon energy, since at higher energies, a larger p} 

range stays inside the beam region at the lead glass. The ?r'o?r'o?r'o events (when 
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Figure 6.33: Invariant 7ro7ro mass in the vacuum beam with an alternative z cut. 

reconstructed as 7ro7ro decays) are pushed towards the lead glass, so that this back­

ground increases with the decay vertex. One might wonder what would happen 

if the decay vertex was calculated by assuming the kaon mass instead of the pion 

mass, and if this alternative z value was used to bin the signal events. With the 

same 121-147 m cut, the invariant ma.ss (calculated using the traditional z value) 

would then appear as in Figure 6.33, where it can be seen that the background is 

not quite as steep as before. The size of the background is the same, however. 

Figure 6.34 shows the distribution of kaon energies after all other cuts. As 

in the charged mode, there is a small difference between the two beams, since the 

regeneration amplitude depends on the kaon energy. After all cuts (but before the 

background subtractions), there are 195,428 signal events in the regenerated beam 

and 76,177 in the vacuum beam. 
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Chapter 7 

DETECTOR SIMULATION 

We want to use the decay vertex distributions in th.e regenerated beam to 

determine the phases of the interference terms, but before c:xtracting those phases, 

it is necessary to acceptance-correct the data. This is best dlone by doing a detailed 

Monte Carlo simulation of the experiment. The simulation consists of generat­

ing a large number of kaon decays and finding out what fraction of these decays 

reconstruct successfully and survive all the analysis cuts. 

7 .1 Event Generation 

The kaons are generated at the target as either a K 0 or a K 0 state. For the 

kaon energy and production angle distributions, we use functions that have been 

obtained in other kaon experiments. Those experiments looked at charged kaons, 

while our experiment uses neutral kaons, and this is proba'lbly the reason why the 

predicted kaon energy spectrum does not completely agree with what we observe. 

To correct for this difference, the Monte Carlo energy spectrum is multiplied by a 

polynomial which is determined by comparing the data a.IJLd Monte Carlo energy 

distributions for 7r+7r- decays. This adjusted energy spectrum is then used for 

generating both 7r+7r- and 7ro7ro decays. 

The kaon that is generated at the target is propagated through the beam­

line, in order to obtain the correct beam shape. All collimators are simulated, 

and scattering in the various absorbers is also taken into account. The Ks and KL 

amplitudes of each kaon at the start of the decay volume are calculated by including 

all effects from absorption, regeneration and the probability of the kaon decaying 

before reaching the decay volume. The magnitudes and relative phase of the Ks 

and KL amplitudes are then used to obtain the correct dec:ay vertex distribution, 
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including the Ks-KL interference. (In the Monte Carlo, nominal values are used 

for the parameters that we wish to determine. The phases of 11+- and 1700 , for 

example, are set to 45 degrees.) The decay vertex is picked randomly for each 

kaon, in such a way that a large sample of Monte Carlo events will have the correct 

vertex distribution. 

The directions and energies of the decay products are generated in the kaon 

rest frame. For two-body decays, it is sufficient to pick a random direction for 

the back-to-back momentum vectors, but other decay modes need to be generated 

according to some specific phase space factor. The decay products are boosted to 

the lab frame and are then traced individually from the decay vertex until they 

decay into other particles or escape the detector or get absorbed in some detector 

element. The neutral pions, for example, decay immediately into two photons, 

which are then traced until they escape or get absorbed. The charged pions, on 

the other hand, do not decay very often before the end of the detector, but the 

simulation does include this possibility. When the particles pass through the various 

thin layers of material (trigger hodoscopes, vacuum window, chamber windows), 

the multiple scattering of charged particles is simulated, and the small probability 

of photon conversion is taken into account. Electrons that scatter also produce 

bremsstrahlung photons. The bending of charged particles at the analysis magnet is 

determined by looking up the transverse momentum kick in the magnet calibration 

tables. 

As the particles are traced through the experiment, the detailed response of 

the various detector elements is also simulated. For the various trigger hodoscopes, 

the projected positions of charged particles are used to determine exactly which 

counters in the hodoscopes are hit. (The positions and efficiencies of the counters 

are known from muon events.) The inefficiency of the B and C hodoscopes is 

dominated by the small gaps between the scintillator counters. These gaps can 

be observed with muon events, and their locations and widths are included in the 

Monte Carlo. The gaps ate typically a millimeter wide, leading to an inefficiency 

of about one percent. 

Charged particles produce wire hits in the drift chambers, with efficiencies that 
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are typically around 99% and determined from real data. A handful of wires are 

known to be dead or to have low efficiencies, and this information is also included in 

the Monte Carlo. After resolution smearing, the transverse :positions of the particles 

are converted into drift times by using the time to distance~ calibration backwards. 

The wire hits and the drift times are written to the event record, so that Monte 

Carlo events can be reconstructed the same way as data events. In particular, the 

Monte Carlo events are run through the same track finding algorithm as the data. 

For the trigger simulation, the hits in the second chamber a.re also checked to see if 

the east-west topology_ trigger is satisfied. As the charged particles go through the 

chambers, the contributions to multiple scattering from the chamber windows and 

from the field and sense wires are taken into account. 

For photons and electrons, energy clusters need to be generated in the lead 

glass calorimeter. Recall that very detailed shower simuldions, studying the non­

linear energy response of the glass and the transverse distribution of energy among 

the blocks in a cluster, were done for the lead glass calibration. This type of 

simulation requires a lot of computer time and is too slow for the general Monte 

Carlo. However, the summarized information from the deta.iled shower studies can 

be used by the Monte Carlo to simulate the total energy re:sponse of the glass, i.e., 

for a given true shower energy, simulate the observed total energy of the cluster. The 

transverse energy distribution is then simulated by simply picking a representative 

cluster (a three-by-three array of block energies) from a large cluster library, which 

has been compiled using clusters from real KL--+ -,r0 -,r0 -,r0 events. The block energies 

in this array are then scaled so that the desired total cluster energy is obtained. 

No hadron showers are simulated by the Monte Carlo. In particular, charged 

pions are always represented by a minimum ionizing signal in a single lead glass 

block, while in the real world charged pions quite often pr1:>duce large showers. 

Based on the simulated detector response, the varicius trigger requirements 

can be evaluated. For example, the calculations made by the cluster finding trigger 

processor are simulated in the Monte Carlo. If the event passes the trigger, the 

simulated event information is written to tape using the sa.m.e form.at as real data 

events. After the data and the Monte Carlo have been analyzed using the same cuts, 
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the two event samples are compared to see if the simulation is accurate enough. 

7 .2 Comparison with Data 

Figures 7.1-18 show how the data and Monte Carlo decay vertex distributions 

agree in the vacuum beam. In that beam, the vertex distributions do not depend 

on the parameters that we wish to determine in this experiment (in particular, the 

phases <P+- and </Joo). The normalization of the two event samples is done only once 

for each decay mode and not for each energy bin. The chi-square of this data to 

Monte Carlo comparison is 59.5 for 69 degrees of freedom in the charged mode and 

101.3 for 103 degrees of freedom in the neutral mode. (The kaon energy spectrum 

used in the Monte Carlo was determined from charged mode data, which probably 

explains the somewhat low chi-square obtained for that mode.) 

Since the KL decay distribution is essentially flat within our decay volume, 

the plots also show how the acceptance varies with the longitudinal vertex posi­

tion. For low kaon energies, the particles from upstream decays are more likely to 

escape outside the detector than those from downstream decays. This results in an 

acceptance function that increases with vertex position. For higher kaon energies, 

we get the opposite effect, because the particles from downstream decays are now 

more likely to go straight down the beam holes in the calorimeter. The average 

acceptance (after all cuts) is 463 for 7r+7r- decays and 193 for 7ro7ro decays. 

Since the data and Monte Carlo agree well in the vacuum beam, we know 

that the detector acceptance is simulated correctly (within the statistical precision 

of the vacuum beam data sample). It is then possible to extract the interference 

information from the vertex distributions in the regenerated beam, after using the 

Monte Carlo to correct for the acceptance. However, because of the limited event 

statistics in the vacuum beam, we cannot say that the acceptance correction is 

pedect, and it is necessary to assign a systematic uncertainty due to this correction. 

Fortunately, there are large numbers of KL -+ 7rev and KL -+ 7r07r0 7r0 decays 

collected in the same experiment. By comparing the data and the Monte Carlo for 

these decay modes, a smaller acceptance uncertainty is obtained. (This assumes 

-

-
-

\. 

-
-

.. 
-
... 

-
-



-

-
-

-

-

-

-
-

121 

that an acceptance error for the 71"71" decay modes would also show up in these other 

decay modes. Since 7rev decays have two tracks like the 71"+71"- and since the 7!"0 71"0 71"0 

decays have even more energy clusters in the lead glass tha.n the 7ro1ro, this is not 

an unreasonable assumption.) 
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Figure 7.1: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 1r+1r- decays between 30 and 40 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.2: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for r+r- decays between 40 and 50 GeV in the vncuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.3: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7t'+7t'- decays between 50 and 60 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.4: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for r+r- decays between 60 and 70 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.5: Top: Data. (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7r+7r- decays between 70 and 80 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.6: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7r+7r- decays between 80 and 90 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.7: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 11"+11"- decays between 90 and 100 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.8: Top: Data (dots) and Monte Carlo {histogram) decay vertex distribu­
tions for 1r+1r- decays between 100 and 110 GeV in the v·acuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.9: Top: Data (dots) and Monte Carlo (histogram) decay vertex distribu­
tions for 71"+71"- decays between 110 and 120 Ge V in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.10: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7r+7r- decays between 120 and 130 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.11: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for r 0r 0 decays between 40 and 50 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.12: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7ro7ro decays between 50 and 60 Ge V in the VELcuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.13: Top: Data (dots) and Monte Carlo {histogram) decay vertex distri­
butions for 71'0 71'0 decays between 60 and 70 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.14: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7ro7ro d~cays between 70 and 80 Ge V in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.15: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for ?ro?ro decays between 80 and 90 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.16: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7ro7ro decays between 90 and 100 Ge V in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.17: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 71"0 71"0 decays between 100 and 110 GeV in the vacuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Figure 7.18: Top: Data (dots) and Monte Carlo (histogram) decay vertex distri­
butions for 7ro7ro decays between 110 and 120 Ge V in the iracuum beam. Bottom: 
Standard deviations for the data-MC difference. 
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Chapter 8 

EXTRACTION OF THE PHASES 

In Chapter 6 we obtained the final data samples after background subtractions, 

and in Chapter 7 corresponding Monte Carlo samples. All of these are binned 

according to the kaon energy and longitudinal decay vertex with a bin size of 10 

GeV by 1 meter. The Monte Carlo samples are intended to imitate the real data 

as closely as possible, which means that the Ks-KL interfe1rence is included in the 

event generation, and that all available information about 1~he detector is used for 

the acceptance simulation. It also means that the Monte Carlo is generated using 

some nominal values for the parameters that we intend to dc::termine from the data. 

For example, the phases </>+- and </>00 are both set to 45 degrees. This chapter will 

describe how to find the parameter values that give the best agreement between the 

data and the Monte Carlo. Those "best values" will be the result of this experiment. 

The first section discusses the various parameters th;d the predicted decay 

rates depend on. Parameters that are well known can be fixed, but a few param­

eters ( </>+- and </>00 in particular) will have to be "free." The free parameters are 

determined from a fit, and the second section describes how that is done. Af­

ter the result of the fit is presented, a number of systematiic uncertainties will be 

investigated. 

8.1 Predicted Decay Rates 

The decay rates are most easily written as functions of proper time t and 

kaon energy E. The proper time is usually measured from 1~he downstream end of 

the regenerator. Recall that we write the coherent kaon bc~am coming out of the 

regenerator as KL+ pK5 , where p = lplei</I,. is the coherent regeneration amplitude. 

(Only the coherently scattered kaons are used for the ph.a.se determination, for 
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Table 8.1: Fixed parameters (see text). 

Parameter Value 
Ts 0.8922 x 10-10 sec 
TL 5.18 x 10-8 sec 

Llm 0.5349 x 1010 h sec-1 

e-X 0.0635 

reasons that were discussed in the introduction.) The 2?r decay rates are 

in the vacuum beam, and 

in the regenerated beam. Here, 11 is either 11+- or 1100 , and ¢,, is </J+- or </>00 • The 

factor e-X reflects the difference in :Hux (about a factor of fifteen) between the two 

beams due to absorption in the regenerator and the upstream absorber. With the 

regenerator alternating between the top and bottom positions, the incident kaon 

momentum spectrum is the same for the regenerated and vacuum beams, except 

for the :Hux difference. The energy dependence of the incident kaon :Hux and the 

energy dependence of IPI have been dropped from the decay rate expressions. 

The kaon parameters Ts, TL (Ks,L lifetimes) and Llm (KL-Ks mass difference) 

are fixed to the values found in reference 8 (see Table 8.1). These are Ts= (0.8922± 

0.0020) x 10-10 sec and TL = (5.18 ± 0.04) x 10-s sec and Llm = (0.5349 ± 0.0022) x 

1010 h sec-1• The factor e-X is determined in the same experiment by comparing 

the number of KL --+ ?r+?r-?ro and KL --+ ?ro?ro?ro decays in the two beams. Since 

the Ks component contributes negligibly to these decay modes, the rate difference 

between the regenerated and vacuum beams is only due to the difference in KL 

:Hux. The value obtained for e-X is 6.35%, with an uncertainty that is about one 

percent of the value itself. 

Looking at the decay rate expressions, it is seen that all terms are second 

order in 1111 and/or IPI, which means that one of the three parameters 111+-1, 111001 
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and IPI can be fixed to some arbitrary value. We fix 171+-1 = 2.275 x 10-3 • (The 

actual value chosen is only meaningful if one wants to determine IPI·) The ratio 

between 111001and171+-1 is related to Re(E'/f) by 111001/111+-I ~ 1- 3Re(E'/f). The 

quantity Re(E'/f) ir measured in the same experiment, but with the assumption 

that CPT symmetry is exact (i.e., <P+- and </Joo fixed).[15,29] In the fit described 

here, it is therefore necessary to let Re(E'/f) be a free parameter. (Since 171+-1 has 

been fixed, this means that 111001 is free.) The parameter IPI depends on the kaon 

energy E according to the power law IPI = p0 E- 0 (see chapter 2.5). Since p0 and o: 

are not very well know~, they are allowed to be free in the fit. (Usually, p0 is taken 

to be the value of IPI at 70 GeV, so that IPI = p0 (E/70)-0
, with E in GeV.) 

It is the two phases <P+- and </Joo that we wish to determine from the fit, 

but the decay rate expressions only contain the differences <P+- - <PP and </Joo - <Pp· 

The regeneration phase <PP can be written <PP = 7r /2 + q,1 +<Pg (chapter 2.5). The 

geometric phase </Jg results from the integration over a thick regenerator and is 

calculated from well known parameters. The phase <P1 is th«~ argument of(! - f)/k 

and is not very well known. For this fit, we use the prediction <P1 = -(2 - o:)7r /2, 

with the same o: as in the power law for IPI· This constrains <PP to a (which is free). 

The description above is in terms of kaon energy and proper time, but the 

data is binned according to kaon energy and decay vertex. However, for any given 

kaon energy, the decay vertex position and the proper time :a.re simply proportional 

to each other, and the decay rates can easily be expressed in terms of energy and 

vertex position. 

8.2 Fitting Method 

The previous section introduced the five parameters that will be determined 

from the fit: <P+-, </J00 , Re(e' /£), p0 and o:. We would 111ow like to vary these 

parameters and find out what set of parameter values gives the best agreement 

between the predicted rate and the observed data. However, we cannot compare the 

predicted rate directly with the data, since the observed data sample also depends 

on the detector acceptance, which is not the same in all bius. There are two ways 
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to correct for the acceptance. We either remove the acceptance function from the 

data or include it in the predicted rate. The fit described here uses the second 

approach, but let us consider briefly how the first one would work. 

To remove the acceptance function from the data, we would need to know, 

for each bin, what the ratio is between the number of observed events and the 

number of actual decays. This ratio is available directly from the Monte Carlo 

simulation. Each Monte Carlo event is generated with "true" values for the kaon 

energy E and the longitudinal vertex position z. Due to finite detector resolution, 

the reconstructed E and z values will in general be different from the true values. 

For a particular energy and vertex bin, the acceptance is then defined as the number 

of Monte Carlo events with reconstructed E and z in that bin divided by the number 

of events with generated E and z in the same bin. This means that the acceptance 

also includes effects from event smearing, i.e., events that are generated in one bin 

but reconstructs in another. To remove the acceptance function from the data, one 

would simply divide the data by the acceptance in each bin, and the resulting true 

decay distribution could then be compared with the predicted decay rate. For each 

set of parameter values, one would integrate the predicted rate over each bin and 

take the difference between this prediction and the corrected data. By minimizing 

the chi-square, the best set of parameter values would be obtained. 

The procedure appears to be quite straightforward, but there are a couple of 

complications. One is that the acceptance (as defined above) depends slightly on 

the parameters that are being determined. This is because the resolution-smearing 

between bins depends on the shape of the decay distribution. As long as the Monte 

Carlo is generated with parameter values that are close to the true values, this 

should not be a big effect. Another question is how to integrate the predicted 

decay rate over a bin. The integration over decay vertex is easily done analytically, 

but the integration over kaon energy would have to be done numerically, since the 

kaon energy spectrum is obtained from the data. One possible simplification is 

to do the decay vertex integration only for the average kaon energy, but then one 

would have to worry a little about the low energy bins, where IPI changes quite a 

bit within the bin. A third complication is what to do with bins for which there 
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are no true decays. This happens at the regenerator, wher«: there is an edge in the 

decay distribution due to the veto counters attached to the end of the regenerator. 

Because of resolution, some events will reconstruct in bins upstream of this edge. 

These events cannot be used in the fit, since the acceptanc,e is not well defined for 

such bins. 

To avoid these complications, we prefer to include t.he acceptance function 

in the predicted rate, and then fit against the uncorrected data. One very direct 

way of doing this would be to generate many Monte Carlo samples, each one with 

a different set of parameter values. These event samples would all be compared 

to the observed data and a chi-square determined for eac:h one. When there is 

a sufficient number of grid points in the free parameter space, an interpolation 

procedure would find the set of parameters corresponding to the minimum chi­

square. The only problem is that an enormous amount of co1nputer time is required 

to generate enough Monte Carlo samples, especially with several free parameters in 

the fit. (The fit will of course have to be done many times, since the Monte Carlo 

is periodically improved, and since there are also systematic: effects to investigate.) 

A better approach is to simulate the detector only once, and then adjust this 

standard Monte Carlo sample to reflect changes in the free parameters. This is 

done by "re-weighting" the Monte Carlo events, which have been generated with a 

nominal set of parameter values. For each event, we know th.e true (i.e., generated) 

energy and decay vertex. For this particular combination of E and z, we calculate 

the predicted decay rate both with the nominal parameters and with a new set of 

parameters. The event weight (which is always one in the sta.nda.rd sample) is then 

multiplied by the ratio of the new rate to the nominal rate. li'or example, if the new 

rate is higher than the nominal rate, the event is assigned a weight greater than 

one. In other words, if this particular event is more likely to occur with the new 

set of parameters, its weight is increased. By binning the re-weighted events, a new 

Monte Carlo sample is obtained without having to repeat the detector simulation. 

(Note that there a.re no statistical fluctuations between the re-weighted Monte Carlo 

samples.) 

As described, this method is still quite time consuming, since it would be 
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necessary to run through all events in the standard Monte Carlo sample for each 

new set of parameter values. However, it is also possible to do the re-weighting after 

the events have been binned. This is done by calculating the new and nominal rates 

only once per bin, at a point specified by the average generated E and z values. 

(These average quantities are obtained from the standard Monte Carlo sample.) 

The weight of the whole bin (i.e., the number of events) is then adjusted to reflect 

the change in decay rate. (Since the binned sample is stored in a small array, 

this re-weighting is done quickly for each new parameter set. Note also, that the 

rates are calculated only at individual points and never integrated over bins.) The 

minimization then proceeds in a normal fashion, with a chi-square calculated for 

each set of parameter values. The program MINUIT is used to determine which 

parameter set minimizes the chi-square. 

How good is the bin-by-bin re-weighting compared to the event-by-event one? 

If the bins are small enough, the difference should be negligible. That this is so can 

be verified by doing the event-by-event re-weighting once to obtain an alternative 

standard Monte Carlo sample (preferably with nominal parameters "on the other 

side" of the minimum). After running the minimization again using the bin-by­

bin re-weighting, but starting from the new standard sample, the new result can be 

compared with the old one. This has been done with our data, and no difference was 

observed. The test could also be done by generating an entirely new Monte Carlo 

sample with a different set of nominal parameters, but in this case there would be 

a statistical fluctuation between the two Monte Carlo samples, and the difference 

between the two results would not necessarily be zero. With the re-weighting, there 

is no statistical fluctuation, and the two results should be identical. 

It was stated above that there are five free parameters. In the fit, it is also 

necessary to have an overall normalization parameter for each decay mode (charged 

and neutral), since the total number of Monte Carlo events is arbitrary relative the 

total number of data events. (These two extra parameters are labelled N+- and N00 

below.) The Monte Carlo samples have six to seven times more events than the data, 

which is enough to ensure that the Monte Carlo does not contribute significantly to 

the total error. Even- so, the statistical error from the Monte Carlo should always 
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Table 8.2: Result from the fit described in the text. The c~rrors are one standard 
deviation statistical errors. 

Parameter Central Value Error 

4>+- 47.7° 2.0° 
4>00 47.4° 1.40 

Re(E' /£) -0.2 x 10-3 1.6 x 10- 3 

Po 1.167 mb 0.003 mb 
Q 0.587 0.003 

N+- 0.1900 0.0008 
Noo 0.1371 0.0008 

x2 = 316 for 341 degrees of freedom 

be included in the chi-square calculation. (The chi-square: is actually calculated 

in 10 GeV x2 m bins, in order to make sure that no low-statistics bins introduce 

non-linearities into the minimization. All other calculatio:ns are performed with 

10 GeVxl m bins.) 

It was mentioned in the introduction that the para.meters are determined from 

a direct comparison between the data. and Monte Carlo distributions, and that this 

requires the Monte Carlo to simulate the detector acceptance very accurately. An 

alternativ~ approach would be to first take the ratio betwe~:n the regenerated and 

vacuum beams in each bin, in order to have the detector acceptance essentially 

cancel out. However, this would increase the statistical uncE~rta.inty, since the total 

number of events is lower in the vacuum beam. 

8.3 The Result 

The result of the fit (see Table 8.2) is</>+- = 47. 7 ± 2.oc and </Joo= 47.4±1.4°, 

with a x2 of 316 for 341 degrees of freedom. (The value 341 is the number of 

bins minus the number of free parameters. However, since tltie Monte Carlo energy 

spectrum is taken from the data, the "correct" number of degrees of freedom is 

probably somewhat lower.) The charged and neutral modeE1 are almost decoupled 

in the fit. In fact, the only constraint that connects the two miodes is the requirement 

that the para.meter a be the same for both. To get the correct statistical error for 
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the difference between </>+- and </>00 , the minimization program is also run with 

fl</> = </>oo - </>+- replacing </>00 • The result is fl</> = -0.3 ± 2.4°. 

The value for Re(€' /e) from this fit is very close to that obtained when CPT 

is assumed to be exact. (The latter result[15,29] is -0.4 x 10-3 .) The parameter p0 

is given as the magnitude (at 70 GeV) of the regeneration amplitude per atom in 

the regenerator (averaged over boron and carbon). The value in the table should 

be decreased by about 23 to correct for the fact that regeneration in the RA veto 

counters (attached to the regenerator) is not explicitly taken into account by the 

fitting program. (This is irrelevant for the phase determination.) The parameters 

N+- and N00 are simply the ratios of the total number of data events to the total 

number of Monte Carlo events for the charged and neutral modes, respectively. 

Figures 8.3-20 at the end of this chapter show the data and Monte Carlo 

decay vertex distributions in each energy bin. The data (solid circles) and the 

best fit (histogram) are shown together with the best fit without the interference 

term (dotted histogram). The statistical fluctuations in the best fit are due to the 

finite number of events in the Monte Carlo sample. The decay vertex distributions 

are also shown after subtracting the distribution without interference and dividing 

by the magnitude of the interference term. (The magnitude is calculated from the 

parameters obtained in the fit.) The resulting distributions correspond to the cosine 

factors in the decay rates. Due to resolution and smearing effects, the reconstructed 

decay vertex is not completely proportional to the true proper time of the decay. 

In particular, the most upstream bins contain events that decayed just downstream 

of the regenerator edge. This is the reason why the cosine curves level off towards 

the left in the figures. 

Since we know the average true proper time for each bin, it is possible to plot 

the cosine factor as a function of proper time instead of decay vertex. This is done 

in Figure 8.1, with several energy bins combined in one plot. The highest energy 

bins are not included because of their larger error bars due to lower event statistics. 

(In order to combine different energy bins, it is necessary to correct for the energy 

dependence of the geometric phase </>9 .) A convenient rule of thumb is that one Ks 
lifetime is equivalent to about 27 degrees. 
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Table 8.3: Systematic errors for </>+-, </>00 and 6.¢. 

Source <P+- <Poo 6.¢ 
6.m 0.40 0.5° 0.1° 
Ts 0.8° 0.6° 0.2° 
TL 0.03° 0.02° 0.01° 
e-X 0.40 0.3° 0.2° 
Acceptance 0.8° 0.40 0.9° 
Energy scale 0.2° 0.6° 0.6° 
Energy resolution 0.1° 0.3° 0.3° 
Background subtraction 0.1° 0.3° 0.3° 
Total (excluding </>p) 1.30 i.20 i.20 

8.4 Systematics 

Table 8.3 is a summary of the systematic uncertainties for </>+-, ¢00 and the 

difference 6.¢ = ¢00 - </>+-. The lifetimes Ts and TL and the mass difference 6.m are 

varied one standard deviation around their world average values, and the resulting 

systematic errors are listed in the table. An increase in 6.m (or a decrease in Ts) 

leads to an increase in both </>+- and ¢ 00 • There is a coupling between 6.¢ and 

Re(f'/E), such that 6.¢ increases by 0.7° for each increase of 1x10-3 in Re(f'/E). 

This is not a systematic uncertainty, since Re(e' /E) is a free parameter in the fit. 

The factor e-X, which represents the flux difference between the two beams, is 

known to about one percent of itself. The corresponding errors in</>+- and ¢00 are 

0.4° and 0.3°, respectively. 

There are a few small effects that are ignored by the decay rate expressions 

given in the first section. Even though most of the target Ks decay before the 

start of our decay volume, there is a small contribution to the decay rate at high 

kaon energies. Another effect is the small amount of regeneration in the trigger 

hodoscopes at the end of the upstream decay volume. (This is only relevant for the 

neutral mode.) The Monte Carlo and the fitting program treat both of these effects 

correctly by following the evolution of the kaon state all the way from the target to 

the end of the decay volume. The fitting program also corrects for a small beam tail, 

which has the effect that about 0.13 of the incident KL flux misses the regenerator. 
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Because that part of the beam is not attenuated by the re~~enerator, the KL decay 

rate in the regenerated beam is increased by about one per1:ent. (This correction is 

only for the charged mode, since the neutral mode has a center of energy cut which 

automatically excludes events from the beam tail.) None of these special decay rate 

corrections have a big effect on the phases (a few tenths of a degree at the most), 

and since they are quite well understood, the related syste:matic uncertainties are 

negligible. 

The main concern is whether the detector acceptanc«:~ is simulated correctly. 

We have seen from the chi-square of the fit that the agreement between the data 

and Monte Carlo distributions is excellent. If we used this agreement to limit the 

acceptance uncertainty, we would find systematic errors of about two degrees in 

both modes. Better limits are obtained by checking the Monte Carlo simulation 

with the 101 ?rev and 6·x 108 
7r07r

0
7r0 decays, which were collected at the same time as 

the 27r decays. These comparisons show that the acceptance function is understood 

to better than one percent across the full range of decay vertex and kaon energy, 

and the resulting systematic uncertainties are 0.8° for <f>+- and 0.4° for ¢00 • (These 

errors are limited by the statistics of the ?rev and 7ro7ro7ro samples.) The charged 

and neutral mode errors add in quadrature for 11¢, since th.e acceptance functions 

in the two modes are related to different detector elements. 

There is some uncertainty due to the energy calibration in the neutral mode, 

where both the decay vertex and the kaon energy are calculated from the energy 

measurements in the lead glass. (In the charged mode, the decay vertex is de­

termined with much higher accuracy from the tracking information. The charged 

mode energy scale is also quite well known, since the magnetic field is calibrated by 

using the kaon mass as a constraint.) The neutral mode energy scale and resolution 

are studied by adding extra scale factors and extra energy smearing in the analysis. 

The altered data samples are then fit against the Monte Carlo sample, in order to 

find the effect on the phases. The systematic uncertainty fo:r <f>oo is 0.6° due to the 

energy scale and 0.3° due to the resolution. There is also a small effect on </>+-, 
since the charged and neutral modes are coupled to each otlb.er in the fit. 

The effect of the background subtractions can be divided into two parts. The 
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uncertainties in the average levels of the various backgrounds are small compared to 

the uncertainty in the factor e-X. (The average background levels and the factor 

e-x only affect the normalization between the vacuum and regenerated beams.) 

As discussed above, the e-x uncertainty is taken to be one percent, which leads to 

errors of 0.3-0.4 degrees for the pha.ses. The average background levels are all small 

(not above 2-3%) and are understood well enough to make the uncertainties much 

less than one percent. This means that we only have to worry about the shape of 

the backgrounds in the regenerated beam. (The background shape in the vacuum 

beam does not affect any of the parameters in the fit.) Varying the background 

shapes by reasonable amounts, we find a systematic error of 0.3° for tf>oo and less 

than 0.1° for tf>+-· 

Accidental activity is found to have a negligible effect on the phases. There 

is a special accidental trigger (chapter 4.3.3), which records accidental events to­

gether with the 27r data. The events are triggered by a coincidence between two 

small scintillator counters placed in such a way that a particle going through the 

counters misses the detector by a wide margin. The rate for this trigger is therefore 

proportional to the K -+ 27r rates, but uncorrelated with any particular detector 

element. Possible effects on the relative normalization between the two beams or 

on the shape of the data distributions are looked for by overlaying the events from 

the accidental trigger on Monte Carlo 27r events. No effects are seen within the 

statistical limits of the investigation. 

Two assumptions were made for the regeneration amplitude p. The first one 

says that IPI has a power law dependence on the kaon energy, and this is clearly 

supported by our data, since the chi-square of the fit is good. One could relax 

this assumption and let IPI be a free parameter in each energy bin. When this is 

done, the central values obtained for the pha.ses are consistent with the ones from 

the standard fit (but with a small increase in the statistical errors). Because no 

significant deviation from the power law is seen, we do not assign a systematic error 

to this assumption. 

The other assumption is that the phase of pis determined by the value of a (the 

slope parameter in the power law). In particular, we assume that t/>P is independent 
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Figure 8.2: <P+- (solid circles) and ¢00 (open circles) obtained in separate energy 
bins. 

of the kaon energy. Figure 8.2 shows the phase values that a.re obtained from fits in 

separate energy bins. (For these fits, all parameters except the two phases are fixed 

to the values obtained in the standard fit. Otherwise, there would be no statistical 

precision in the higher energy bins.) If <PP changed with energy, there should be 

an energy dependence visible in the plot, but no such eff.ect is seen. That ¢+­

and ¢00 appear to track each other is most likely caused by the fact that the kaon 

energy spectrum used in the Monte Carlo is not perfectly tuned. (Recall that a 

fourth order polynomial was used to tune the energy spectrum.) Since the phases 

have no significant energy dependence, we do not assign a systematic error to the 

assumption that <PP is constant. However, some kind of systematic error should be 

associated with the limited knowledge of the value of <Pr Sin.ce <P+- and </Joo depend 

directly on </>p, we are not willing to completely trust the value calculated from o:. 

It is difficult to give a precise estimate of this uncertainty, but the range 2-3 degrees 

seems reasonable. For fl.¢, fortunately, the <PP uncertainty c1mcels in the difference, 

and the total error given in Table 8.3 is also the final systematic error for fl.¢. 
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Figure 8.3: Top: Decay vertex distributions for ?r+r- decays {30-40 GeV) in the 
regenerated beam. Data {solid circles), Monte Carlo {histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor {see the text). Bottom: Standard deviations for the data-MC difference. 
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Figure 8.4: Top: Decay vertex distributions for 7r+7r- decays (40-50 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) a.nd Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the d.ata-MC difference. 
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Figure 8.5: Top: Decay vertex distributions for r+r- decays (50-60 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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Figure 8.6: Top: Decay vertex distributions for 7r+7r- decays (60-70 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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Figure 8.7: Top: Decay vertex distributions for 1r+1r- decays (70-80 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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Figure 8.8: Top: Decay vertex distributions for 11"+11"- decays (80-90 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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90-100 GeV 

Figure 8.9: Top: Decay vertex distributions for 1r+1r- decays (90-100 GeV) in the 
regenerated bea.m. Data (solid circles), Monte Ca.rlo (histogram) a.nd Monte Ca.rlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Sta.ndard deviations for the data-MC difference. 
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Figure 8.10: Top: Decay vertex distributions for 1r+1r- decay.s (100-110 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the d.ata-M C difference. 
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regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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Figure 8.12: Top: Decay vertex distributions for r+r- decays (120-130 GeV) in the 
regenera.ted beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference . 
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regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 

-
-
-
-
-

-
-
.... 

-
-
-
-

-

-
-



-
-

-

-
-
-

120 

1.5 
1. 

0.5 

124 

1---t---T.rr 
. . ·t 0. 

-0.5 
-1. 
-1.5 

120 124 

50--60 GeV 

128 132 136 140 144 148 

Decay vertex [ml 

+ 

128 132 136 140 144 148 

De 0:;ay vertex Cml 
4 .---~~~~~~~~~~~~~~~~~--~~~~---. 

3 

~ t t 
0 1+-+---,.......,....-+----11--+-++-f--~-+-+----f-f--+-+-'---~-+-........... -f-~-+-1 

=~ t t t t t t 

t t t 

-J 
-4 '---~~"'--~~-'--~~ ......... ~~---'-~~--'-~~-~~~~'---' 

120 124 128 132 136 140 144 148 

Decoy vertex Cml 

165 

Figure 8.14: Top: Decay vertex distributions for 7ro7ro decays (50--60 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term {dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine,, 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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Figure 8.16: Top: Decay vertex distributions for 7ro7ro decays (70-80 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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Figure 8.18: Top: Decay vertex distributions for 7ro7ro decays (90-100 GeV) in the 
regenerated beam. Data (solid circles), Monte Carlo (histogram) and Monte Carlo 
without the interference term (dotted histogram). Middle: Extracted "cosine" 
factor (see the text). Bottom: Standard deviations for the data-MC difference. 
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Chapter 9 

CONCLUSIONS 

The main result of this analysis is the phase difference </Joo - <P+-, for which 

several systematic errors essentially cancel. This result(31] 

!l.</J =</Joo - <P+- = -0.3° ± 2.4°(stat) ± l.2°(syst) 

is in good agreement with the prediction of CPT symmeby. Reference 11 has 

pointed out that (with certain assumptions about isospin) !l.4> can be related to the 

lifetime difference between K+ and K-. With that relationship, the !l.</J result is 

comparable in precision to the result from direct lifetime measurements. 

The values obtained for the individual phases, </>+- = 47.7° ± 2.0°(stat) and 

<Poo = 47.4° ± l.4°(stat), have larger systematic errors. As explained in the previous 

chapter, this is mostly due to the limited knowledge about the regeneration phase 

<Pp· This is somewhat unfortunate, since we would also like to check the CPT 

prediction for the average of </>+- and </>00 • However, it is possible to calculate 

a value for the average phase that is independent of the rc:generation phase by 

combining our !l.<P measurement with the world average </>+- from reference 8, 

namely <P+- = 44.6° ± 1.2°. The result 

2</J+-/3 + </>00/3 = 44.5° ± 1.5° 

is within one standard deviation of the CPT prediction 43. 7°. From this result, one 

finds the perpendicular component of E0 • (Recall that Eo ~ 21}'+-/3 + TJoo/3.) With 

IEol = 2.259 x io-3 (from ITJ+-1 and ITJool in reference 8), the value calculated above 

for the average phase leads to 

Eo.l. = (3.2 ± 5.9) x 10-& 
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It is also possible to derive a limit for the K 0-K0 mass difference. From 

chapter 2, we recall the relationship ~.l = -E0.1 - Im Ci cos~ - r0 sin~, where 

~.l = hm/2../2 ~m, and ~is the "natural angle" 43. 7°. As usual, ~mis the KL-Ks 

mass difference, and here we let 6m be the K 0-K0 mass difference. (Please refer to 

chapter 2 for details about the algebra.) With experimental limits from the 31t' and 

semileptonic decay modes, reference 11 has obtained Im Ci = (-2.6±12.0) x 10-5 • If 

one assumes that the ~S = ~Q rule is exact for the semileptonic decay modes, and 

that the CP violation in the 31t' and 21t' modes are comparable (i.e., l773w I ~ l772w I), 

the limit on Im Ci is greatly improved and becomes negligible compared to the E0.1 

error. The parameter r 0 represents CPT violation in the 21t' decay amplitudes, 

and it is related to observable parameters by (assuming ~S = ~Q once again) 

r0 =Re Eo-6/2-Rey, where 6 is the semileptonic charge asymmetry (averaged over 

1t'ev and 1t'µv) and y represents CPT violation in the semileptonic decay amplitudes. 

With IEol = (2.259 ± 0.018) x 10-3 and 6 = (3.30 ± 0.12) x 10-3 (reference 8) and 

E0.1 from above, we obtain r0 +Rey = ( -8 ± 8) x 10-5 • The experimental limit on 

Rey is not very good - reference 12 estimates ±6 x 10-3 - but we will be bold 

and assume that there is no freak cancellation between r0 and Rey and pretend 

that the combined limit can be used for r0 separately. The result is 

~.l = (2 ± 8) x 10-5 

With ~m/mx = 7 x 10-15 , this becomes 6m/mx = (0.4 ± 1.6) x 10-18 , which is 

equivalent to 

Ihm I < 3 x 10-18 (903 C.L.) 
mx 

A recent experiment by the NA31 collaboration at CERN also finds that l:;,,.<J> 

is consistent with zero. They use Ks from the target (no regenerator) to measure 

the interference, and find[32] that 4'+- = 46.9° ± 2.2° and 4'oo = 4 7.1° ± 2.8°. 

Since both of these experiments have found the average of 4'+- and 4'oo to be 

a little above the predicted 43. 7°, more precise measurements would be of great 

interest. Improved measurements of the parameters of the 31t' and semileptonic 

decay modes would also be very interesting, since the limits on these parameters 

would affect the interpretation of a non-zero E0.1. (See the discussion above.) Of 
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the two phases, 4'+- will probably be the easier one to measure more precisely. 

However, if the 4'+- error is reduced significantly, one would also need more precise 

measurements of Ll<P to find the average phase. (Ll<P is also of great value by 

itself, since it is related to CPT violation in the 211" decay amplitudes.) One such 

experiment (E773 at Fermilab) will take data later this year (1990), and they expect 

to determine Ll<P to a precision better than one degree. 
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