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The ratio of cross sections for inelastic muon scattering from nucleons in xenon and “free”
nucleons (in deuterium) was studied in the region of low zp; (0.001 < z5; < 0.2) for Q2 values
of 0.1 (GeV/c)? < Q% < 40 (GeV/c)?. |

Corrections were made for trigger acceptance, scattered muon reconstruction efficiency, the
non-isoscalarity of the xenon target, empty target event subtraction, and radiative corrections.
The separation of the radiative background from inelastic scattered events was accomplished
using 3 independent methods - restricted kinematic cuts, a calorimeter energy cut, and cal-
culation of the radiative contributions to the mea.s.ured cross section using standard quantum
electrodynamic theory. These 3 methods yielded results which were consistent well within the
statistical errors reported for the analysis.

The ratio of cross sections was determined as a function of zp;, Q% and v. The ratio
dependence on zp; and v shows shadowing at low zp; and over the entire range of v. These
results can not distinguish between the two general types of models used to explain the shad-
owing phenomenon - vector dominance models (including generalized vector dominance) and
parton (including QCD) models. However, the Q2 dependence of the ratio indicates that where
shadowing exists in the low zp; region, the Q2 dependence is flat, supporting a parton model
(or-QCD) approach to explain the shadowing phenomenon.
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SUMMARY

The ratio of cross sections for inelastic muon scattering from nucleons in xenon and “free”
nucleons (in deuterium) was studied in the region of low z5; (0.001 < zp; < 0.2) for Q2 values
of 0.1 (GeV/c)? < Q? < 40 (GeV/c)3. The purpose of this study was to examine the effect
on the structure of a nucleon in the low zp; region where the contribution to the scattering
cross section comes mainly from the quarks and anti-quarks making up the partbn sea. The
phenomenon of “shadowing” (depletion in the cross section per nucleon in nuclei compared to
the cross section per nucleon in a free nucleon) was observed as a function of the variables z5;,
@2, and v in order to distinguish between the many models which try to explain the origin of
shadowing.

Shadowing is clearly observed as a stroﬂg function of zp; and as a somewhat weaker function
of v. Ohserved as a function of zp; or v, the results of this analysis do not distinguish between
the two general types of shadowing models - vector dominance models (including generalized
vector dominance) and parton (including QCD) models. However, the Q2 dependence of the
ratio taken by restricting the zp; range indicates that where shadowing exists in the low zp;
region, the Q? dependence is flat, supporting a parton model (or QCD) approach to explain
the shadowing phenomenon. The range in the variable Q2 was such that this dependence was

observed over a total range an order of magnitude greater than any previous measurement.
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1. INTRODUCTION

In the mesan theory of nuclear interactions, the constituents of nuclei, protons and neu-
trons, are surrounded by clouds of virtual mesons which mt;diate the nuclear force between the
nucleons. The mechanism is similar to the way in which the photon mediates the electromag-
netic force between charged particles. The massive mesons, however, can only be exchanged
over short distances of the order of the size of a nucleus, as opposed to the infinite extent of
the electromagnetic force. It was this model which led to the search and eventual discovery of
the pion as the candidate for the mediating meson.

As it became apparent that the nucleons were themselves made up of other particles, this
relatively simple view of the nucleus needed revision, at least at the nucleon level. The Quark-
Parton Model was introduced, which described nucleons and mesons in terms of their con-
stituent partons or quarks as they eventually became known. To describe the interactions
between quarks, the theory of Quantum Chromodynamics (QCD) was developed which in-
cluded the gluon as the carrier of the “color” force mediating the quark interactions.

In order to more efficiently use the high-energy particle probes provided by accelerators such
as the Tevatron at the Fermi National Accelerator Laboratory (FNAL), nuclear targets were
used to provide the probe particle with inany nucleons to study. However, the use of nuclear
targets also yielded surprises such as the “EMC Effect”, discovered in 1983 [10]. Comparison
of muon scattering using nuclear targets (with their bound nucleons) to deuterium targets (in
which the nucleons are essentially free), showed that the structure of the nucleon itself was

different in these two cases. That there is such an effect is not unreasonable given that quarks



associated with a nucleon in a nucleus are about the same distance apart as they are from
quarks in a neighboring nucleon. Since the discovery of the EMC Effect, the number of models
which attempt to explain the nuclear dependence of the quark distributions in nucleons has
proliferated, as well as the detail in which the various effects are treated. It now seems apparent
that a description of the nucleus in terms of the constituents of the nucleons themselves is
necessary to explain the experimentally observed effects - a model of nuclear chromodynamics.

The purpose of this thesis is to report on research that compared the structure of nucleons
in a heavy nucleus to free nucleons in order to help understand the nature of the observed
differences. The kinematic region of interest for this analysis is commonly called the “low z5;”
region, referring to the variable which describes the fraction of the nucleon’s momentum carried

by the parton involved in the scattering process.

1.1 Deep Inelastic Scattering

In order to observe the structure of a nucleon, a suitable probe is needed. A particularly good
probe is the virtual photon produced by scattering a lepton from a nucleon or nuclear target. By
varying the 4-momentum transfered to the target from the virtual photon, different kinematic
regions of the target structure can be observed. Also, since the probe contains no inherent
structure and is absorbed completely, there is no background in the event from the probe itself.
Thus, lepton-induced Deep Inelastic Scattering (DIS) provides a clean, well-understood probe
to ohserve the structure of the nucleon.

The most easily produced lepton, the electron, has been used to provide virtual photons,

but has some disadvantages which limit its use :

e In order to probe the distances of < 1 fermi inside the nucleon, the 4-momentum transfer
must be large. This requires a high energy beam of incident electrons which is hard to
make due to the loss of energy in an electron beam by synchrotron radiation (energy loss
x (E*/Rm.*) resulting from acceleration of the beam particles in a curved path. Thus,
high energy electron beams must be produced in a linear accelarator (R — o0) to avoid

this energy loss, and the cost and size of these devices limits their use.

¢ Electrons radiate photons when traveling through a dense medium. The deep inelastic



scatteriug cross section of electrons incident on a nuclear target is very small compared

to the cross section for an electron to radiate a photon (doprs « 1/MpE.,doy,em, &
Z3/Am.2).

Both of these problems can he overcome by using leptons with higher mass, i.e., muons.
High energy muons can be made by producing pions and kaons in high energy proton - nucleus
interactions and allowing them to decay weakly (# — pv,k — pv, etc.) into muons. The
resulting muons can be formed into' a beam which typically lasts for many kilometers (~
3000 km for a 500 GeV/c muon). The principle of muon - electron universality (electrons and
muons participate in electromagnetic interactions in identical ways except for their masses),
has been verified in many experiments and is now accepted as a fundamental principle.

The lowest order (in a., = e?/hc) process describing deep inelastic scattering is shown in
Figure 1.1, and is used to define the kinematic variables used in this analysis. The leptonic
(mmon) vertex of this single virtual photon exchange diagram is described exactly by the theory
of Quantum Electrodynamics (QED) and contains all of the information needed to predict the

cross sections in the inclusive process uN — pX.
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Figure L.1: Single virtual photon exchange Feynman diagram for deep inelastic muon scattering.

The quantities E and k in Figure 1.1 refer to the incident muon energy and 3-momentum
respectively, with its 4-momentum given by K = (E, k). Likewise, the scattered muon 4-vector

is denoted by K’ = (E', LT’) where again E’ refers to its energy and k' to its 3-momentum. The
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Lorentz-invariant quantities Q2 and v are defined as :
Q*= -¢* = —(K - K') = —2m,? + 2EE' — 2kk'cosf (1.1)
v=E-FE (1.2)

where @ is the angle of the scattered muon with respect to the incident muon as measured in

the lab frame and m,, is the muon rest mass. It is convenient to define dimensionless variables

3
z= 2?4!1 (1.3)
y= % (1.4)

in terms of the kinematic variables of the muon vertex. The 4-vector of the target nucleon is
given by P = (M, 0) in the lab frame where the target is at rest, and the invariant mass of the

hadronic final state is given by :
W3=(P+4q)=M*-Q*+2Mv (1.5)

A kinematic map of the Q2 — z plane is shown in Figure 1.2 with some lines of constant 8,
y = v/E, and W overlayed.

The line defined by W? = M? and Q% = 2Mv, or z = 1, represents elastic scattering of
the muon from a nucleon. In the region where Q3% < 2Mv, or ¢ < 1, some of the energy lost
by the incident muon is used to break up the target nucleon, defining the inelastic scattering
process. The limits of acceptance of a deep inelastic scattering experiment are determined by
the kinematic constraints of y,z < 1 and in practice by the resolution limits imposed by the
detector geometry on the variables Q2, v, and =.

Ijsing the diagram of Figure 1.1, an expression for the double differential cross section can

be written as :
dc  4ma® E'
dQ3dv ~ Q4 E

L, W™ (1.6)

where L, denotes the electromagnetic current at the top (leptonic) vertex and W the current

at the bottom (hadronic) vertex. The value of the electromagnetic current, L,,, is described
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Figure 1.2: Kinematic regionAin the Q2 — z plane defining the deep inelastic scattering process.

exactly using QED and when averaged over initial state spins and summed over final state

spins is given by :

2
Lo =2 Kk + k¥ + %g,.., (1.7)

Since the exact form of the hadronic current is not known, the following most general form can
be constructed :

W = —Wigh + o

g%(p“q” -¢'p’) + %q“q" + —;%(p“Q” +¢4p")  (1.8)
The W3 term represents a contribution to the scattering from the parity-violating weak interac-
tion and, therefore, does not contribute to the cross section involving only the electromagnetic
interaction. By requiring gauge invariance, the hadronic tensor W4 can be written in terms

of just two structure functions, W, and W3 as :

v W P-4, v_P°9 .,
)+ 3 (p“ a2l I\ (1.9)

m
W = W (—g*‘" + &



Contracting with the leptonic tensor, the double differential cross section becomes :

do 4xa? E' Y 0
0% " o F 2W1(V,Q2)sm’§+Wz(V, Qz)c‘”zi] (1.10)

The two structure functions, W; and W3, contain all of the information about the structure of
the target nucleon.

An alternative viewpoint is to consider the deep inelastic scattering as an interaction be-
tween a heam of virtual photons and the target. The cross section for absorption of the virtual
photon can be written in terms of its polarization states - transverse (helicity = +1) and

longitudinal (helicity = 0). The double differential cross section can be written as :

d*o
0%y = T(or(Q%,v) + eor(Q% v)) (1.11)
where or and o, are the contribution to the total cross section from transverse and longitudi-
nally polarized photons respectively. The parameter I' is the flux factor for transverse photons

and is given by :
_a K 1
T 2r Q2E2(1 -¢)

where the polarization parameter ¢ is given by :

€= [1+ 2 (1+ 5—2,) tan? (g)] i (1.13)

The energy (K) required to produce a final state with invariant mass W is defined as K =

(1.12)

(W? — M?*)/2M. For real photons, K = v, and for virtual photons, X = v + (¢*/2M). By
comparing (1.10) and (1.11), the structure functions, W; and W3, can be written in terms of

or and o, as

K K Q?
Wy = — = .
1= @’ T Wa 4ra? [Q’ + v’] (o1 +or) (1.14)
The ratio of longitudinal to transverse cross sectious is given by :
2 w. v3
R(@Q vy = U2 _Wafy V) 1.15
@ =@~ wm e (1:1%)

Objects with spin 1 can only absorb transverse photons (o = 0), which leads to R(Q?,v) = 0.
In contrast, spin 0 objects can not absorb transverse photons (or = 0), leading to R(Q?,v) =

0.



For virtual photons with small wavelengths, i.e. large @3, the cross section (1.10) behaves

like elastic scattering from spin } point particles. The structure functions can then be written

as :
3 2
2mW,y(v, Q%) = 2?n—v5 (1— 2?n—y) (1.16)
V‘Vg =§|1- ﬁ (1.17)

where m is the mass of the point-like scatterer. Bjorken [18, 18] showed that in the kinematic
limit @* — oo and v — oo, the structure functions are no longer separately dependent on Q2
and v, but instead become functions of the finite dimensionless variable Q2/2Mv where M is
the mass of the nucleon. The structure functions W; and W3 can then be rewritten in terms

of the scaling variable as :

MW, (v,Q*) - A (Zf;u) (1.18)

2
vWi(v, Q%) — Fy (2?/[”) (1.19)

Note that by defining the variable z in terms of the nucleon mass M instead of m (the mass

of the point-like constituent), the relationship between z and the elastic scattering limit (Q? =
2mv) is now z = m/M. The scaitering object can be viewed as providing a fraction z of
the nucleon’s mass. This variable, now called zp;, the Bjorken scaling variable, displays no
inherent physical scale, such as mass or length. That Bjorken scaling holds (approximately) was
demonstrated by experiments at the Stanford Linear Accelerator Laboratory (SLAC) 20, 21],
and it was found that the scaling behavior was valid even down to Q? ~ 1 (GeV/c)3. Therefore,
the constituents of the nucleon, called partons by Feynman [35], appeared to be point-like, spin
1 particles, and eventually came to be known as quarks [39].

The scaling variable, zp;, takes on added significance when the deep inelastic scattering is
viewed in a frame of reference in which the target nucleon has very large momentum. The deep
inelastic scattering interaction in this frame, called the infinite momentum frame, is shown in
Figure 1.3.

When a quark of momentum z P absorbs the virtual photon with momentum g, conservation



Figure 1.3: Feynman diagram for deep inelastic scattering in the infinite momentum frame of
reference.

of energy and momentum requires :
(zP + q)* = m? ' (1.20)

where m is the mass of the struck quark. Solving (1.20) for z, the fractional value of the

nucleon momentum becomes :

_g94qa _ 9
2P.q 2M1v

= Tpj (1.21)

if @2 >» m?, 22 P2, Thercfore, the scaling variable, zp;, is equivalent to the fraction of momen-
tum carried by the struck quark at sufficiently high @3. This understanding of the role of the
quarks in the deep inelastic scattering process forms the basis of the Quark-Parton Model. In
terms of the quark constituents of the nucleon, the structure functions in (1.18) and (1.19) can

be written as :

FR(z)= % Zq,-(z)e.-’ (1.22)
Fy(z) = qu;(z)c;’ (1.23)
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where 5", is the sum of all quark flavors, e;® is the charge of the quark, and g;(z) is the
probability for quark i to have momentum fraction z. Comparing (1.22) and (1.23) yields the
relation :

2z Fy(z) = Fy(z) (1.24)



which is called the Callan-Gross relation and is a consequence of the quarks having spin %
The structure of the proton is viewed as being made up of 3 valence quarks surrounded by a
sea of quark - anti-quark pairs. In addition, the carrier of the “color” force which binds quarks
in nucleoas, the gluon, is also present, acconnting for the ~ 50% of the total momentum fraction
not seen in the quark and anti-quark distributions. The individual quark and gluon structure
functions zg;(z) and zg(z), can be extracted from deep inelastic scattering data. Figure 1.4
shows the results for the quark and antiquark structure functions inside a proton as a function
of zp; obtained from the global fit of Morfin and Tung [50]. These are also shown arranged as

valence quark and sea quark structure functions with the gluon distribution superimposed.
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Figure 1.4: Parton structure functions as a function of zp;j. Figure a shows the quark and anti-
quark distributions in a proton, and Figure b shows the parton structure functions according
to type - valence, sea, and gluon.

The success of the Quark-Parton Model in explaining some of the gross features of nucieon

structure was followed very shortly by the observation that its fundamental principle, Bjorken
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Scaling, while approximately true, was not perfect. Experimental evidence showed a small Q?
dependence (x logQ?) of the structure functions in addition to the observed dependence on
zp;j. Figure 1.5 shows evidence for Q2 as well as zp; dependence in the structure function F;

from several experiments as shown in reference [13].
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Figure 1.5: Q? and zp; dependence of F; as measured by the BCDMS Coilaboration and
compared Lo EMC and SLAC.

The theory of Quantum Clhromodynamics so far offers the best explanation for the in-
teractions of quarks and gluons in nucleons and explains the Q2 dependence of the structure
functions as well as other features not contained in the Quark-Parton Model. Including the

additional Q? dependence, the deep inelastic scattering cross section (1.10) becomes :

d’a‘ 47!'(!2 ] 2 Fz(z7 Qz)
= — ————— 9
dQde Q" lty‘Fl(zs Q ) + (1 y) 2 (1.-5)
where y = v/E, cos®*% ~ 1, dv/v = dz/z, and the structure functions F; and F; have been

written to include both z and Q? dependence. Using (1.15), (1.18), and (1.19), R can be
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written in terms of z and Q3 as :

o _ (L+ $52)Fy(2,Q%) ~ 22F(,Q?)

R(z,Q%) =
(z,Q%) o 2%2F.(s,07) (1.26)
The differential cross section can now he written in terms of the two structure functions Fy
and R as :
d®c  4xad y?
= ——2ME |1~ 3
dzdy  Q* Yt T R(= Q") fal=9) (1.27)

The structure function R(z, Q?) has heen measured and found to grow as zp; [13] and Q2

{30] decrease as shown in Figure 1.6.
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Figure 1.6: zp; and Q2 dependence of R = o /o as measured by the BCDMS and SLAC
E140 Collaboratiouns.

It is predicted by QCD that R should increase as zp; and Q3 decrease, but the observed
growth is larger than the prediction. The top curve on Figure 1.6b is generated by including
additional target mass contributions to the QCD calculation. The fact that R(z,Q?) > 0

at low zp; and @? indicates that the cross section includes a longitudinal component, or that
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scattering is accuring from spin 0 (compasite) objects inside the nucleon. A model of scattering
and structure at low zp; and low Q3 is needed to understand the presence of composite objects

inside the nucleon.

1.2 Lepton-Nucleon Scattering at Low zp;

The emphasis will now switch to regions where the value of zp; is very small, i.e., the virtual
photon is absorbed by a constituent of the nucleon which carries a small fraction of the nucleon’s
total momentum. For an experiment such as E665, with a fixed beam momentum distribution
and limits on the momentum resolution of the scattered muon, lower zp; values also imply
lower Q3. Therefore, the following discussion of low zpg; scattering processes will include and
sometimes be dominated by the effects of scattering at low Q2 (and high v) as well.

Strictly speaking, the equivalence of the defined parameter z = Q2/2Mv and the fraction of
the momentum carried by the struck object in the nucleon zp;, is only valid when @? > z3 M3,
Figure 1.7 shows the difference between the parameter z and zp; as a function of Q? for constant
z values. ‘

Since, for the kinematic range of this analysis the maximum fractional difference between
z and zp; is < 0.5%, the variable ¢ will be referred to as zp;.

Using the uncertainty principle, a physical picture of the scattering region can be con-
structed as a function of zp; and Q2. In the infinite momentum frame, where z Bj represents
the fraction of momentum carried by the struck object, the uncertainty principle yields an
estimate of the longitudinal (along the momentum axis) extent of the scattering process since
Azp;P - Al >~ k. It must be remembered that in this frame, the longitudinal size (z,) of the
nucleon is Lorentz contracted by an amount ~ M /P where M is the mass of the nucleon and
P its .momentum. Figure 1.8 shows Al/z, as a function of zg;.

The 4-momentum transfer, Q, can be related to the transverse size of the scattering region
since Q? = —(K — K')?, which defines the perpendicular component of momentum produced

in the scattering process. Using the uncertainty relation, the transverse size of the scattering
region is given by AQ - Ar =~ h, where Ar is plotted versus Q? in Figure 1.9.

It can be seen that at low z g, scattering occurs from sea quarks (and indirectly from gluons)



13

<0.005
=~
* - (x = xg)/x => 0.25 x*Mt/Q?
|
x0-004 t v = 40 GeV (s0lid) ond v = 100 GeV (dotted)
p — |
[
0.003 |-
L
0.002 |
0.001 f
° * pegonmmeemte T
10~ 1 ”

, 10°
Q* (GeVv/c)?

Figure 1.7: Difference hetween z and zp; as a function of Q? for various v values. The plot
shows the maximwun dilference (at v = 40 GeV) for the z and Q? range of this analysis.

since the valence quark distribution is very small in the low zg; region. The sea quark and gluon
distributions grow very large (o« 1/zp;) as zp; — 0. At a fixed, high Q3 (Q? > 1 (GeV/c)?),
low zp; scattering implies hard scattering from the small momentum fraction components of
the nucleon, i.e., the quarks and anti-quarks in the sea. In other words, the virtual photon is
able to resolve the cloud of quarks and anti-quarks present in the nucleon since 1/Q is small.
For the low z Bj events used in this analysis, the transverse size is somewhat smaller than the
size of a nucleon (Ar ~ 1.2 fermi at Q2 = 0.1 (GeV/c)?). However, the longitudinal size of this
region, which is « 1/zp;P, is much larger than a nucleon size (Al/z;, ~ 100). Therefore, the
virtual photon can not resolve individual quarks in the nucleon. This means that the scattering
center may be a composite structure, i.e., the pion cloud surrounding the nucleon. This is also

indicated by the Q* and zp; dependence of R = o /or described in Section 1.1, which would



14

150 |
125 |
100 |
s |
50

25 |

Figure 1.8: Longitndinal extent of parton distributions as a function of zp; compared to the
Lourentz-contracted nucleon size.

suggest that scattering occurs from spin 0 objects at low zp; and low Q3.

As a final summary of muon - nucleon scattering at low zp;, a model put forth by Gribov
et al. [42], is described here. At high z5; and high Q?, the virtual photon “sees” a distribution
of essentially free partons which look like point particles. This has been likened to particles in
the gas phase and called a qnark gas. At low zp; and low @3, the partons appear “swollen”,
and crowd the space in the nucleon. This is analogous to a liquid state and therefore Gribov et
al. call this phase state the region of quark liquid. The main feature of the quark liquid is the
process of recombination, i.e., interactions among partons so as to reduce their total number.
The parton distributions in a nucleon at low zp; are thus modified. This is expected to occur
in nuclei also, as will be explained later, and is the mechanism that leads to the prediction of

shadowing.
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Figure 1.9: Transverse size of the scattering region as a function of Q? compared to the radius
of the protun charge distribution.

1.3 Lepton-Nucleus Scattering at Low zp;

Now the emphasis will switch to scattering from nuclear targets instead of nucleons. The most
striking feature seen in the comparison of scattering from bound nucleons to free nucleons is
the phenomenon called “Shadowing”. Although this term was originally used to describe a
specif_ic model dependent process seen in hadron - nuclear scattering, it is now used to describe
the general phenomenon of a nuclear cross section being less than 4 times the corresponding
cross section for nucleon scattering. It has been expressed as the ratio of cross sections per
nucleon, R = o4/Aon(= A*f!/A), or as 04 = oy A%, where o4 is the cross section for nuclear
scatiering, oy is the cross section for nucleon scattering, and A* is the atomic mass number
for the nuclens raised to the power a with a < 1 implying shadowing and a = 1 implying

no shadowing. Also, the case where a > 1 has been studied, and this is referred to as “anti-
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shadowing”. From now on, the depletion of the nuclear cross section compared to A times the
nucleon cross section will be referred to as shadowing.

Shadawing was predicted in 1967 [57] in the context of vector meson dominance (specifically
p dominance). This approach will be discussed, along with more recent models based on

generalized vector dominance and the parton model.

1.8.1 Vector Meson Dominance Picture

At high energy, electromagnetic interactions involving real or virtual photons display some
properties similar to hadronic interactions. This has been studied in many experiments [41].
The scale of the electromagnetic cross section is smaller than that for hadronic interactions by
the factor a.m, but the exchange of a photon or a hadron with the same quantum numbers as
a photon has the same energy dependence and momentum transfer dependence. The Vector
Meson Dominance (VMD) Model, with its many variations, takes into account the hadronic
structure of the photon. In this model, the structure of the phyéical (real or virtual) photon is

shown in Figure 1.10.

| ¥ physical >= VWU +~/o (’\J\/\l\é*-’\/\f\/\@ )

Figure 1.10: Photon structure amplitudes.

The dominance of the hadronic structure of the photon results from the observation that if
the ete~ state interacts, an additional V/@em is Tequired as opposed to an y/@s for the hadronic
interaction. The modification to the basic deep inelastic scattering diagram for the case of the
hadronic component of the virtual photon is shown in Figure 1.11.

Stodolsky [57] predicted that the total nuclear cross section would be smaller than 4 times
the nucleon cross section by assuming that photon - nuclear interactions at high energy are
actually dominated by interactions of the nuclear targets with vector mesons (p, w, and ¢). The

photon - nucleus scattering amplitude is determined by considering its two dominant terms :
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Figure 1.11: Feynman diagram for deep inelastic scattering in the Vector Meson Dominance
picture.

1. A one-step Compton scatter of a bare photon in the nucleus.

2. A two-step scatter which starts with the transformation of the photon into a vector meson
on one nucleon scattering center, the propagation of the meson through the nucleus, and

the transformation back to a photon on a second nucleon.

While the one-step process by itself yields a cross section dependence proportional to 4, the nu-
clear volume, inclusion of the two-step cross section introduces a term which interferes directly
to cancel the one-step contribution, leaving only a term proportional to A3/3, or the nuclear
cross sectional area. Therefore, Stodolsky predicted that the total nuclear cross section would
have an 4-dependence which would be in the range 43/3 < 4% < 4. The term “shadowing”
was used since the photon only “sees” nucleons on the surface of the nucleus; interior nucleons
remain in the “shadow” of the surface nucleons and are not seen.

The picture of shadowing in the vector dominance model depends on the relative sizes of 3

characteristic lengths :

1. The nuclear radius - given by R = roA1/3, with ro = 1.12 fermi.

2. The mean free path for a hadron through nuclear matter. This is given by A = 1/noyy,
where n is the nuclear density (n = 0.17 fermi~3), and ony is the hadron - nucleon
cross section (o, = 25 mb). Therefore, the mean free path of p mesons through nuclear

matter is A = 2.4 ferma.
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3. The fluctuation distance d for a real or virtual photon to be in a hadronic state. This is
determined by applying the uncertainty principle assuming that the photon momentum

is large. The relationship becomes d ~ At = h/AE, where AE is the energy difference

between Lhe hadron energy \/53 + m,? + Q3 where m, is the mass of the vector meson
and the photon energy v. This yields d = .4v/(Q? + m,?) where d is in units of fermi

for v, @, and m, in GeV.

The necessary condition for shadowing to occur in this geometrical description of the inter-
action processes is :

d>»R>A (1.28)

This condition ensures that the hadronic state exists for a long enough time for it to extend
well heyond the size of a nucleus, and that when it does exist, it remains inside the nucleus long
enough to be absorbed in the interaction. For this analysis, the values of the 3 characteristic
lengths are d ~ 2 — 1200 fermi, R = 5.6 fermi for xenon, and A = 2.4 fermi for p mesons.
Therefore, the condition (1.28) is satisfied for high v and low Q2 events in the xenon data, or
in the language of the parton model, low zp;. It can be seen that the fluctuation distance is
dependent on 1/Q3, and so in the vector dominance picture, the shadowing condition (1.28)
goes away as Q? increases. Furthermore, this diminishing of shadowing should occur at Q?
values of ~ 1 (GeV/c)? (for m, < 1 GeV), since d ~ R above this value. .

In addition to this simple picture of vector dominance in which the dominant effects are
seen through photon fluctuations into p mesons which then interact as pN — pN, similar
models classified as generalized vector meson dominance (GVMD ) models 16, 17, 56] have been
developed which allow higher mass vector mesons (diagonal GVMD) as well as interactions of
the form pN — wN, for example (off-diagonal GVMD). The same geometrical considerations
apply in these models, but with the increased mass term in the denominator of the fluctuation

distance d, the “turn-off”of shadowing as a function of Q2 is somewhat diminished.

1.8.2 Quark-Parton Model and Quantum Chromodynamics

Presently, our understanding of the internal structure of nucleons is expressed in the theory of

Quantum Chromodynamics. This model includes the “color” force as the strong interaction
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between quarks - the partons of the Quark-Parton Model. The carrier of this force is the gluon.
Since the constituent gluons account for about half of the nucleon’s momentum, they may play
a major role in the interactions of nucleons inside a nucleus. This is especially true since the
internuclear spacing of nucleons in a nucleus is of the same order as the size of the nucleon
itself. Therefure gluons and quarks of one nucleon may actually find themselves closer to the
gluons and quarks of a different nucleon than the one they originally belonged to. Models have
been developed to describe the interactions of these gluons and quarks which lead to modified
partou distributions for nucleons inside nuclei.

The first suggestion Lhat shadowing could be due to nucleon parton distributions was made
by Nicolaev and Zakharov [52]. They suggested that because of the large longitudinal distances
involved in low zp; interactions (éee Section 1.2), the partons of one nucleon are actually closer
to the partons from other nucleons in a nucleus. Interactions between partons, or “parton
fusion”, result in a depletion of low zp; partons and an enhancement of those at medium
zpj. The enhancement is a result of parton sum rules requiring momentum conservation in
the structure function (or total parton) distributien. This assumes no exchange of momentum
hetween quarks and gluons (gluons were not considered by these authors), which was shown
to be true much later by others [28]. At zp; values < 0.1, the cross section for scattering is
a tube which extends across nucleons (and nuclei), resulting in a cross section proportional
to A*/? (surface interactions). Therefore, this model predicts shadowing at low zp; which is
in qualitative agreement with the vector dominance models, but, in addition, it also predicts
auti-shadowing al intermediate zp; as a result of momentum conservation of partons.

This model has been expanded to include gluons and quantified by many authors [51, 53,
14, 22, 25, 26, 29, 36, 59]. In particular, Mueller and Qiu [51] have developed the parton recom-
bination model extensively, including modifications to the Altarelli-Parisi evolution equations
which make possible quantitative predictions of the zp; and Q? dependence (as well as 4
dependence) of shadowing.

The bhasic idea of parton recombination, or fusion, has been used by many authors; it was
first expressed in quantitative form by Mueller and Qiu. As in the Nicolaev and Zakharov

approach, low zp; partons recombine because they occupy the same space according to the
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uncertainty principle. The recombination of partons begins as soon as the zp; value is low
enough to allow partons from different nucleons to overlap spatially, i.e. when Al > 2z, (see
Section 1.2). Qiu [53] used the mass and radius of a nucleon to determine Al and therefore
determined that the onset of shadowing should be A independent, and should occur at zp; ~
0.1. In collaboration with Berger [14], however, Qiu obtained an A-dependent expression for
the zp; value of the onset of shadowing by including a change in the nucleon separation by an
amount proportional to the nuclear radius (or A 3). The result was a dependence which showed
a slight increase in the zp; of the onset of shadowing with 4. In addition, the uncertainty
principle was used to predict the zp; value at which shadowing should saturate, i.e., the cross
section ratio would reach a minimum value. This value was given by zp; = .2/(2mR,), where
m is the nucleon mass, and R4 is the nuclear radius. That saturation should occur seems
reasonable, since at this point, the parton overlap is total and no more recombination can
occur by lowering zp5;.

Parton recombination at low zp; modifies F; in nuclei by the 4 processes shown in Figure

1.12.

PR

Figure 1.12: Parton recombination diagrams contributing to the modification of parton distri-
butions in bound nucleons.

These processes are characterized by :

1. Gluons “leaking” from one nucleon to another and being absorbed by quarks. The quark

distribution at all zp; is boosted in momentum fraction. This leads to a a slight enhance-
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ment of Fy in nuclei at all zp;.

2. Quarks leaking from one nucleon to another and being boosted to higher zp; values by

absorption of glions, again leading to a slight enhancement of F; in nuclei at all z Bj.

3. Quarks(antiquarks) leaking from one nucleon to another and annihilating with an anti-
quark(quark), thus reducing the quark and antiquark content in nuclei at all z Bj. The
quarks which leak are predominantly sea quarks with low zp; values, which, because of
the uncertainty principle, are more likely to overlap another nucleon’s sea. This results

in a depletion at low zp; values.

4. Gluons from different nucleons interacting, forming a resultant gluon with a higher mo-

mentum fraction. This results in a depletion of low zp; gluons.

According to Qiu, the first 3 contributions will always result in a net enhancement of F,
at all zpj, or anti-shadowing. However, the gluon distribution itself is modified by both 1)
and 2); and also by the 4) gluon - gluon fusion term which dominates the modification of the
overall gluon distribution. The net result for the éluon distribution of nucleons in nuclei is that
it is highly depleted at low zg;, which means that the sea quark distribution is reduced as well
in this range since Lthe gluons are the source of the sea. Therefore, when the reduction of sea
quarks caused by the depletioﬁ in the gluon distribution is included in the calculation of Fs,
the net result is shadowing at low zp;.

As in the vector dominance models, an important element in the shadowing picture is the
Q? dependence. Qiu [53] states that if shadowing occurs at some zp; value, then it will always
be there, independent of Q2. This is because of the above mentioned gluon recombination
mechanism - the depletion caused by gluon - gluon fusion is always present at low zg;, and since
tlie growth of the gluon distribution as a function of Q? occurs at the same rate independent
of ils starting point Qo?, there will always be a depletion at Q? > Qo? if there was one at
Qo>. According to Qiu, gluons “remember” recombination effects occuring at low zp; for all
Q?. For example, if shadowing is observed in the ratio of two nuclei at some z5; and Q? value,
evolving to higher @2 at the same zp; value will result in an increase in the number of gluons

in both nuclei, but the relative value will not change because the slopes of the two evolution
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curves are the same. Therefore, this mechanism predicts a flat Q? dependence for shadowing -
very different from the prediction of vector dominance models.

In the first parton model description of shadowing by Nicolaev and Zakharov described
previously, momentum conservation of quarks was implicitly assumed. The argument was that
since momentum must be conserved, if shadowing was present in one zp; region (i.e. a depletion
of low zp; quarks), there must be a corresponding increase somewhere else - or anti-shadowing.
Close et al. [28] show that even when including gluons, the total momentum fraction carried
by quarks (and anti-quarks) is conserved in the quark distributions, while the gluons conserve
their fraction separately as well. The authors find that the maximum amount of momentum
sharing between quarks and gluons is < 0.1%.

In summary, the quark and gluon recombination models which have sprung from the early
Quark-Parton Model and more recently the theory of QCD are able to predict the presence
of shadowing at low zp; with anti-shadowing at higher zp; (parton model including quarks
only). This, in itself, does not distinguish these types of descriptions from those of vector
meson dominance, however, the Q2 dependence of shadowing in the vector dominance models
is much stronger in all cases than that from the QCD models which predict a very small Q? (or
even flat Q?) dependence of shadowing at fixed zg; values. The Q? dependence of shadowing
will therefore be very crucial in the determination of the most likely model candidate for the

shadowing explanation.

1.4 Experimental Evidence for Shadowing

Experiments in which shadowing has heen ohserved have traditionally been classified into two
types - those which use real photons as probes and those which use virtual photons (electron
- mu;leus and muon - nucleus deep inelastic scaitering). Recently, results from a Drell-Yan
experiment which can be interpreted as shadowing have been presented [5]. In this section,

shadowing results from the various types of experiments will be shown.
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1.4.1 Real Photon Shadowix_n;

Several investigations of photon - nuclear interactions have been done 23, 24] and shadowing
has been ohserved as a function of the photon energy. Figure 1.13 shows 4¢///4 as a function

of phuton energy E. for carbon/deuterium and lead/deuterium (48 GeV < Ey < 82GeV) and
for copper/deuterium (20 GeV < E., < 185 GeV).
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Figure 1.13: Shadowing in photon - nucleus interactions.

From the v dependence of the Cu data, the authors [24] conclude that the naive vector
dominance model (as well as VMD models including “near diagonal” terms) does not adequately

explain their data, and that more complex off-diagonal GVMD models may be needed.

1.4.2 Virtual Photon Shadowini

The virtual photon group cousists of deep inelastic lepto-production experiments using electrons

[32, 33, 11, 37) or muons [45, 47, 40, 9, 6] to provide the virtual photon probe, and recently,
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results have been presented from Drell-Yan proton - nucleus interactions (5] which also show

shadowing.

Shadowing in Deep Inelastic Scattering

The first experiment to investigate the nuclear effects in deep inelastic scattering was done
at SLAC [32] in which beryllium, aluminum, copper, and gold targets were compared to deu-
terium, showing results consistent with no shadowing and very different from the real photon
results. Later, additional results [33, 11, 37, 45] on a wide variety of nuclear targets (C, Al,
Cu, Ta, Be, Co, Nb, U, Si, Sn, and Pb) seemed to indicate that shadowing occured for virtual
photon scatters as well as for real photons. However, the evidence for shadowing from these
early experiments was not as compelling as in the real photon results. The first unambiguous
shadowing results came from two muon - nucleus scattering experiments [47, 40] on the nuclear
targets carbon, aluminum, copper, tin, and lead. Figure 1.14 shows the results reported in
reference [40] for carbon, copper, and lead.

Since the shadowing persists to high Q2 values (Q? > 5 (GeV/c)?), these results were the
first that were not consistent with a vector dominance model interpretation of shadowing.

More recently, the European Muon Collaboration (EMC) has studied shadowing in muon -
nucleus deep inelastic scattering [9, 6] using the nuclear targets, carbon, calcium, and tin. The
results of these experiments are shown in Figure 1.15.

Once again, shadowing persists to high Q? values (Q? > 5 (GeV/c)? for the Sn data),

favoring the parton model approach over the vector dominance model.

Shadowing in the Drell-Yan Process

One of the more recent experiments in which shadowing has been seen in nuclei is in dimuon
production by the proton - nucleus Drell-Yan process. An experiment at FNAL (5] has studied
the nuclear dependence in the Drell-Yan continuum region (dimuon mass range between the
J/y and the T) for carbon, calcium, iron, and tungsten targets. IFigure 1.16 shows the results of
this experiment for the cross section ratios as a function of z;, the fraction of target momentum

carried by the struck quark - analogous to zp; in deep inelastic scattering.
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nuclei, but the mass range of the Drell-Yan results (analogous to Q in DIS) is much higher

The results shown here will be compared with the results from this analysis in Chapter 7.
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2. E665 MUON DEEP INELASTIC SCATTERING

The first run of the E665 Muon Scattering Experiment was part of the 1987-88 Fixed Target
Experimental Program at FNAL. Protons for the fixed target experiments were available from
approximately August 1987 to February 1988. Since this was the first run for the experiment.
the commissioning of the apparatus and triggers took several months to complete. The bulk
of the muon scattering data was taken between October 1987 and February 1988. For this
analysis, however, the deuterium data was taken between December 1. 1987 and December 8,
1987; and the xenon data was taken between December 9, 1987 and January 7. 1988.

In this section, the parts of the apparatus used in this analysis are described. A more

complete description of the entire apparatus and 1987-88 running configuration is contained in

reference {1].

2.1 Fermi National Accelerator Laboratory Tevatron

The FNAL Tevatron delivered up to 1.8 x 102 protons at 800 Gel”/c to the secondary beam
lines over a 20 sec spill period of which nominally 22% were allocated for the muon beamline.
During normal fixed target operation, the spill cycle of the Tevatron was 1 spill per minute.
The total number of protons accelerated during the 1987-88 run was 2.192 x 10!8. Figure 2.1

shows the arrangement of the fixed target experimental areas at the Tevatron.
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IFigure 2.1: FNAL Tevatron and fixed target experimental area designations.

2.2 Muon Beamline

ITigh energy muons for £665 were produced from the in-flight decays of pions and kaons resulting
from proton - beryllium interactions. The design of the muon beam-forming apparatus and the
muon production procedure are described in detail elsewhere [44]. A schematic diagram of the
muon beamline (FNAL designation NM) is shown in Figure 2.2.

The key elements used in the production and transport of muons in this beamline are :

e a 48.5 cm primary interaction beryllium target for the 800 GeV/c protons from the

accelerator,
e primary proton dumps to absorb non-interacting protons,

e a L.1 km decay channel with alternating focussing and defocussing quadrupole magnets

(Decay FODO),
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Figure 2.2: FNAL muon beamline schematic diagram.
e aun 11 m heryllium absorber to absorb any hadrons left after traversing the Decay FODO,

e a 366 m Muon FODO channel including a total of 33 m of magnetized Mupipe around the

beam and 15 m of toroids which steer the muon beam and reduce the halo (un-useable

heam) content of the transported muons, and

e a 55 m beam spectrometer used to measure the momentum of individual beam muons.

The NM beamline was tuned to provide a high intensity, high momentum muon beam with
a sinall halo contribution. By tuning the beamline elements, the muon/incident proton ratio
(normally ~ 0.5 x 10~°) could be adjusted to provide as many as 3.5 x 107 muons per 20 sec
spill at < P, >= 490 Gel"/c. The halo content was also minimized by tuning and normally
made up less than 15% of the total beam intensity. Although it represented lost luminosity
to the experiment, the halo muons were used to align some of the large wire chambers and

to calibrate regions of the calorimeter not seen by the focussed beam. The NM beamline was
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also used during the run to produce and transport electrons and positrons which were used
to measure the alignment properties and calibrate various components of the E665 Beam and

Forward Spectrometers.

2.3 Local Coordinate System

The coordinate system for E665 was defined with the center of the Chicago Cyclotron Magnet
(CCM) as the origin. The right-handed coordinate axes were chosen as; X along the beam
direction which is approximately north, ¥ the horizontal axis with positive Y to the west, and
Z the vertical axis with positive Z up. All of the magnetic fields are dipoles with the field in
the +Z or —2Z direction, thereby bending positively charged particles moving along the +X
axis in the =Y or +Y direction respectively. The terms “upstream” and “downstream” refer

to the negative .X' and pasitive X directions respectively.

2.4 Muon Beam Spectrometer

At the end of the NM heamline, a 4-station beam.tagging spectrometer was used to define the
beam portion of the trigger for the experiment [48]. It also measured the trajectory and mo-
mentum of individual incoming muons. Figure 2.3 shows the Beam Spectrometer arrangement
of hodoscopes and wire chambers.

The 4 beam tagging stations were arrauged around a central dipole bending magnet which
produced a bend of 2.92 mrad in the horizontal plane for a 500 GeV muon (corresponding to a
transverse momentum kick of 1.46 GeV/c). Each beam tagging station consisted of segmented
hodoscope planes (SBT’s) for providing a fast signal to define the beam part of the trigger
and multi-wire proportional chambers (PBT’s) for reconstructing the beam muon track. The

following section will describe these components and their performance during the run.

2.4.1 Beam Spectrometer Trigger Hodoscopes

As shown in Figure 2.3, each Beam Spectrometer station has a Y (bend-plane) view hodoscope
plane and stations 1, 3, and 4 have Z (non-bend-plane) views. The size of the 13 individual

counters in each plane was chosen so that the counting rate in each finger was approximately
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Figure 2.3: E665 muon heain tagging spectrometer configuration.

equal. This was not done for the Z view of station 1, which had 16 counters of equal size in
order to accomodate the requirements of the E665 Small Angle Trigger (see Chapter 3). The
active area defined by the coincidence of the two planes at each station (except, of course,
station 2) was about 14 ¢m x 14 em. The 3.2 mm thick individuai counters in each plane
of each view were arranged in two overlapping layers. Alternating counters in each view had
an overlap of 1.6 mm. Figure 2.4 shows the scintillator element configuration of a 13 counter
hodascope plane.

Although designed primarily to form a beam definition as input to the various E665 triggers,
the SBT hodoscope signals were also latched and used to mask the hits on tracks found by the

MWTDC’s in Llie Beam Spectrometer, thereby providing timing information on the beam tracks

(see Section 4.1).

The efliciencies of the SBT hodoscopes were estimated to be > 99% for in-time beams.

2.4.2 Beam Tracking Multi-wire Proportional Chambers

The Beam Spectrometer PBT chambers were constructed from a standard FNAL design for

beamline wire chambers {34]. Each of the 4 Beam Spectrometer stations contained 6 planes
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Figure 2.4: Scintillator hodoscope plane and wire chamber configuration for a beam taggmg
spectromneter station.

of MWPC’s with L mm wire spacing and orientations U (+30° from vertical), Z, Y, V (-30°
from vertical), Z’ (0.5 mm nominal offset), and ¥/ (0.5 mm nominal offset). In addition to the
scintillator counter configuration, Figure 2.4 shows an exploded view of the 6 PBT planes in
each station.

Each of the ¥ view and Z view planes had 128 wires and each of the slant planes (U and
V' view) had 64 wires. The planes were arranged in two groups of 3 planes each with a 1",
Z, and slant view in each 3-plane group. The active area of the combined 6-plane group was
a diamond shape with a major axis of 12.8 cm in the vertical direction and a minor axis of
6.8 cm in the horizontal direction. The cathode planes were operated at +3.0 kV and the gas
mixture used was a 50% argon - 50% ethane mix bubbled through ethanol at 0° C. Figure 2.5
shows typical wire maps of the Y and Z view PBT chambers at Beam Spectrometer station 4.

The efficiencies of the 24 individual PBT wire planes were measured and found to be
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Figure 2.5: PBT 1" and Z view wire maps at Station 4. This is the last heam spectrometer
station and is closest Lo the target (~ 5 m upstreawn of the position of the center of the target).

constant daring the majority of the 1987-88 run. The efficiencies varied from ~ 50% to > 99%
for individual planes. Due to the redundancy of views and planes in each beam station package,
however, the efliciency for forming a spacepoint from the individual wire plane hits was > 98%

in each beam station for the entire run.

2.5 .Deep Inelastic Scattering Targets

Data were taken using 3 different targets ~ xenon, deuterium, and hydrogen. The deuterium
and hydrogen were in liquid form and used the same target vessel. The xenon was in high
pressure gaseous form (~ 210 PST) and, therefore, used a different target vessel. The target
vessel parameters and target properties are shown in Table 1.

The léngth of the target vessels was limited by the size of the streamer chamber enclosure

to be ~ 1 m for both vessels. In addition, the Ligh electric field environment of the streamer
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TABLE I: E665 TARGET PROPERTIES

Target | Z/A | Length | Diameter | Thickness | L/Lg | X/Xx
(cm) (em) (g/cm®)

Xe 54/131.3 | 113 7. 8.5 1.00 | 0.05

Da 1/2.0 115 8.9 16.0 0.13 0.29

H, 1/1.0 115 8.9 7.0 0.11 0.14

chamber constrained the choice of target materials to be non-metallic. The amount of xenon
was limited by the strength of the target vessel and the radiation length fraction presented to
the beam. Note that the xenon target represented ~ 1 full radiation length. The limitation
on the amount of deuterium and hydrogen was determined by the size of the target vessel.
Also, since one of the major goals of E665 was to study the final-state hadrons, the nuclear
interaction length fraction (X/Xy) of the targets was kept small so as to minimize interactions
of these hadrons in the target. Note that this fraction for all of the targets was less than 0.30.

For the source of “free” nucleons, the deuterium target was used, since the neutron and
proton are loosely bound with a binding energy of 2.22 MeV. Each nucleon actually has about
the same probabilit}; of being outside (unbound) the potential well as inside (bound). With a
binding energy of ~ 8.5 MeV/nucleon, the xenon target provided a source of bound nucleons.

Tn addition to the data taken with the target vessels full of their respective material, empty
target data for both the xenon target vessel and the deuterium/hydrogen target vessel were
taken. In this way, effects of the target material present in the ends of the target could be

subtracted from the final data sample.

2.6 . Forward Spectrometer

The Forward Spectrometer consisted of two large superconducting dipole magnets (designated
CVM - Cern Vertex Magnet, and CCM - Chicago Cyclotron Magnet, reflecting their respective
origins) to provide momentum analysis of charged particles with momentum > 10 GeV/c in the
forward direction (zp > 0) and to form a favorable geometric condition for triggering on the

scattered muon. The following section will describe the Forward Spectrometer as it was used
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in this configuration, with emphasis on the the tracking chambers used for reconstruction of

the scattered muon track. Figure 2.6 shows the plan view of the E665 Forward Spectrometer.
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Figure 2.6: E665 Forward Spectrometer plan view.

2.6.1 Double Dipole Spectrometer Conﬁglxration

As mentioned above, the two superconducting dipole magnets provided for a high resolution
momentum measurement for charged particles of momentum ranging from ~ 500 MeV / ¢ up
to the muon beam energy of ~ 500 GeV/c. More importantly, the two magnets, with their
fields lined up in opposite directions, provide a favorable geometrical condition which simplified
triggering on a scattered muon. For this study, which relied on detecting muons which scattered
through angles as small as 0.5 mrad, knowledge of the position of the unscattered muon was
crucial to the operation of the trigger. The configuration of each magnet was such that the

field integrals were inversely proportional to the distance of the magnet from the first muon
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detection plane behind the steel muon absorber. The integral f B - dl for these magnets was
4.3 Tm (Tesla-meters) for the CVM and —6.7 Tm for the CCM. This configuration provided a
focussing condition where Lhe position of the scattered muon in the first muon plane depended
only on the scattered angle and was approximately independent of the energy of the scattered

muon. This condition is shown in Figure 2.7.

LOW MOMENTUM
HIGH MOMENTUM

SCATTERED MUON

—8(FOCUS)  yyperLECTED

A_,;7#; N BEAM LINE
-
(TARGET) | | UNSCATTERED MUON
@ 22
= 2 TWO SPECTROMETER FOCUSSING

Figure 2.7: Double dipole focussing condition defined by the opposite field magnets CVM and
CCM.

Unscattered muons were detected in tlie same position in the muon detectors as they would
have been in the absence of magnetic fields. However, since the targets were placed inside of

the first magnet, because of their length (1 m compared to the CVM field region of 2.5 m), the

focussing condition was not completely independent of energy. This was the cause of a major

source of background in the triggered events (see Section 5.6).

2.6.2 Scattered Muon Tracking Chambers

For inclusive cross section measurements, only the muon need be reconstructed; the properties
of the heam and scattered muon were sufficient to measure the deep inelastic cross section. In

this section, the tracking chambers used to reconstruct the scattered muon will be described.
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Table IT lists the relevant chambers and their respective nomenclature with which they will be

referred.

TABLE II: E665 SCATTERED MUON TRACKING DETECTORS

Wire Chambers 7
Name Type Aperture Number/View Wire Gas
Z x Y (m) of Planes I Spacing
PCV MWPC | 1.0 x 2.8 Y, 0,0 V,V' Y 2mn | Ar-Isobutane
PC MWPC 2.0 x 2.0 3 x (Y,2,V,U0) 3 mm Ar-Isobutane
PCF MWPC 1.0 x 2.0 5 x (U,V,2) 2 mm Ar-CO,
[ DC1-4 Drift 2.0 X 4.0 42,2U0,2V 1 cm Ar-Ethane
"DC5-8 | Drift 2.0 x 6.0 47,202V 1em Ar-Ethane
PSA MWPC | 0.13 x 0.13 | Z,Y,Z2 ¥, U,V,0',V' | 1mm Ar-Ethane
PTM | Prop Tube | 3.6 x 7.2 4 x (Y,2) 1.27 cm Ar-Ethane
Scintillation Counters
Name | Material | Thickness Aperture Number Elements
(em) Z x Y (m) of Planes | per Plane

[SMS | NEu10 | 1.3 | 0.2 x 0.2 4 x (Y,2) 16Y,162

As can be seen from Table I, the chambers consist mainly of Multi-wire Proportional Cham-
bers (MWPC’s), with drift chambers for wide angle scattered muons and small hodoscopes for
muon identification and matching behind the steel absorber (see Figure 2.6). The chambers

will be divided into 4 groups for description;
1. PCV and PC MWPC’s upstream of the CCM,
2. PCF MWPC’s inside the CCM,
3. bC’s and PSA downstream of the CCM and upstream of the steel absorber,
4. SMS hodoscopes and PTM proportional tubes downstream of the steel absorber.

Figure 2.8 shows an event display of a typical SAT event with the scattered muon track

characterized by its projection downstream of the steel absorber.



I

S

39

. 8840 TLrpEn. sa? sone. v esies s . L ALK
89/41,08 12.09.¢3 FDER. P SETATR (' v 3N BE PR T PP UR PU FBP M
| wdC 22 L

7 Al

’

/
L7 7
swe
i

llLlllll\ll‘llJ

[l lq
1 L L 1 i .-

|]1111 1 i T U TN T ) S T s | LRa.

Figure 2.8: E665 event display of a typical SAT event showing the scattered muon projection
linked with a Forward Spectrometer track and hadrons tracked through the CCM magnet.

PCV and PC Multi-wire Proportional Chambers

The two sets of MWPC’s, PCV and PC, form the upstream (of the CCM) lever arm of the
scattered muon track. For the scattered muon, a straight line segment was formed from wire
hits in these two sets of chambers in the field-free region between the two magnets.

The PCV chamber group, built from a design used in a previous experiment [38], was
located immediately downstream of the CVM and was necessary to provide good vertex and
momentum resolution of the scattered muon in the target. The 6 wire pla.ﬁes were oriented as
follows : Y - vertical wires; U - wires at +45° from vertical; U’ - wires at +18.5° from vertical;
V - wires at —18.5° from vertical; V' - wires at —45° from vertical; and Y - vertical wires. The
wire spacing was 2 mm with an 8 mm gap from anode wire to cathode plane. The cathode

planes were graphite and mylar coated Rohacell to minimize the amount of material in the
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detector. The cathodes were normally operated at ~ 4.3 kV. The PCV planes used a gas
mixturce of 71.8% argon, 28% isobutane, and 0.14% freon which was bubbled through isopropyl
alcohol, sometimes referred to as “magic gas”.

The efficiencies of the PCV planes were measured to be ~ 90% for 5 of the 6 wire planes.
The 6t* plane was consistently lower in efficiency (~ 75%).

The PC chamber group was used previously [31] and was brought intact to the E665 Ex-
periment. Each of the 3 chamber groups consisted of 4 wire planes oriented in the following
manner: Z - horizontal wires; Y - verical wires; U - wires at +28° from vertical; and V - wires at
—28° from vertical. The wire spacing was 3 mm with an anode wire - cathode plane separation
of 6 mm. The cathode planes were graphite-coated plastic with one cathode plane serving two
anode wire planes and were normally operated at 2.9 kV. The gas used was the same mixture
as in the PCV chambers.

As mentioned previously, the PCV chambers were crucial for good vertex resolution of the
scattered muon in the target, but were not necessary for the successful reconstruction of these
tracks. The PC chambers, however, were the starting point for scattered muon as well as
hadron reconstruction in the forward spectrometer. While there were several algorithms used
in the pattern recognition program to reconstruct scattered muons, the presence of at least

_soine of the PC planes on a track was necessary for all of the methods (see Section 4.3).

The efficiencies of the PC’s were measured and found to be strongly position and time

dependent (see Section 5.3). During its bhest operating period, the PC chambers averaged

~ 90% efficient with efficiency variations between individual planes from ~ 65% to ~ 95%.

PCF Multi-wire Proportional Chambers

The 5 groups of 3-view PCF MWPC’s (15] were designed to operate in a high magnetic field
environment, and were used to provide information on the track curvature in the CCM. For
Small Angle Trigger events, these planes represented the last tracking information on the
majority of the scattered muons until the track reached the PSA planes (~ 13 m from the
center of the CCM). Because of this situation, all of the scattered muons which traversed the

PSA chambers were required to have at least 8 PCF planes with hits on the track. Because
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they were crucial to tracking scattered muons as well as hadrons in the interactions, several
different pattern recognition algorithms were used to maximize the track-finding abilities of
these chambers. Straight line projections, projections with knowledge of the magnetic field,
and spacepoints were all utilized in the PCF MWD C pattern recognition algorithms (see Section
4.3).

The 5 chamber groups each consisted of the following orientations of wire planes : Z -
horizontal wires; U - wires at 4-15° from vertical; and V - wires at —15° from vertical. The
wire spacing in each anode plane was 2 mm with an anode - cathode gap of 6.4 mm. The
cathode planes were made of aluminized Kapton with styrofoam backing to have as little
material as possible in the active area. High voltage on the cathode planes was typically set
at 3.8 kV. Support wires were included in the planes which deadened those regions, however,
they were offset in different planes to avoid a common dead region. The gas mixture used was
80% argon, 19.7% COa, and 0.3% freon.

The PCF plane efficiencies were also found to be position dependent due to the presence
of support wires which, fortunately, were not in the way of the scattered muons used in this

analysis. The average efficiency of the 15 PCF wire planes was ~ 95%.

DC Drift Chambers and PSA Multi-wire Proportional Chambers

To form the downstream (of the CCM) lever arm of the scattered muon track, two large groups
of drift chambers, the DC’s [46], and a set of 8 MWPC’s, the PSA’s [2], were used. The DC’s
provided a straight line segment which was linked to the segment from the PC planes in one
algorithm, and were also used as targets for projections of lines found in the PCF planes in
order.tn pick up hits on a track.

The DC’s were arranged in two groups of 4 chamber packages. Each group of 4 packages
contained drift wires in the following configuration : 4 Z planes - horizontal wires; two U planes
- wires at +5.758° from vertical; and two V planes - wires at —5.758° from vertical. The drift
cells were 50.8 mm wide in the drift direction and 9.6 mm wide along the beam direction. The
drift field achieved was 492 V/em and with the gas mixture of 50% argon - 50% ethane bubbled

through ethanol at 0% C, resulted in a drift velocity of ~ 4 cm/pusec.
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Away from the beam region, the average measured efficiency for the D
~ 95% using halo mnons.
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arranged vertically; Z - 16 hodoscope elements arranged horizontally. The individual elements
of each plane were 13.2 mm wide for the central 14 elements with the two end elements cut at

a 19.6 mm width. The scintillator was cut with beveled edges to provide an overlap of 0.3 mm

between individual hodoscope elements.

The efficiency of the SMS hodoscopes was measured using beam triggers and found to be

> 98%.

2.7 Wire Chamber Alignment

The individual detectors used to measure the trajectory of the incident and scattered muons
were nominally positioned at the beginning of the run with their centers aligned with the
position of the unscaitered heam. This position was determined by calculation and the detector
positions verified by surv;aying. During the run, various configurations of magnets on and off
were used in conjunction with beam and halo triggers to determine the relative alignment
between chambers. Also, in the normal data-taking mode, the same beam and halo triggers
could he used with all the magnets on to determine local alignment parameters and as a check

on the change in alignment as a function of time. Table III lists the types of dedicated alignment

runs used at various times during the data-taking period.

TABLE ITI: ALIGNMENT RUN CONFIGURATIONS

Beam CVM | CCM Trigger Alignment
Tagging Magnet | Purpose

off on on beam halo relative alignment of
off on off * beam beam spectrometer and
off off off beam halo forward spectrometer
off oft off beam wire chambers
on off off beam halo relative alignment of

L on off off beam forward spectrometer

i } U} | &

Bt
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2.8 Electromagnetic Calorimeter

The final piece of the £665 apparatus to be described is the Electromagnetic Calorimeter [3].
Wilile this piece of the apparatus did not contribute directly to the scat'tered muon reconstruc-
tion, it was crucial in the selection of deep inelastic events in the low 2p; region due to the large
amount of electromagnetic background present éspecially in the xenon target interactions. A
typical muon-xenon bremsstralilung event is shown in Figure 2.10 with the Electromagnetic

Calorimneter response shown in quadrant 4.

1
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Figure 2.10: Muon-xenon bremsstrahlung production event with Electromagnetic Calorimeter
respouse.

Note the large cluster of energy deposited in the central region of the calorimeter, and that
although offset slightly in the ¥ view, the cluster is centered around Z = 0. This shows the
typical smail angle deflection of the muon when generating a bremstrahlung photoun, but with

a large energy loss in the presence of the CVM magnetic field which destroys the focussing
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3. SMALL ANGLE TRIGGER

The purpose of the Small Angle Trigger (SAT) was to accept and record DIS events at low
zp; and low @7, i.e., zp; < 0.01 and Q3 less than 3.0 (GeV/c)3. This was accomplished by
allowing the scattered angle of the incident muon to be small since the Q2 of the interaction

and the scattering angle are related by
Q* = EE'¢

for energies much greater than the mass of interacting particles and at small angles. Since small
angle scatters result in the scattered muon remaining within the phase space of the beam, each

beam muon trajectory must be evaluated individually by the trigger processor to determine
if it scattered or not. In this section, the SAT and RSAT (beam trigger) components and

configurations will be described.

3.1 Small Angle Trigger Components

An SAT event consisted of a selected incoming beam as measured in the Beam Spectrometer
hodoscopes (SBT’s), and the absence of a signal in the projected beam region of the Small
Muon Scintillator hodoscopes (SMS’s). The projected beam region was not fixed, but was
determined for each beamn muon by a pre-determined combination of SBT hodoscope elements.
Also included was the 53 M Hz RF time structure provided by the Tevatron which defined

18.9 nsec width time “buckets” containing muons, and a system busy (SB) gate of 2 — 3 msec
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number of triggers to he ~ 80/sec, representing a 20% deadtime. In addition, a positive muon

signal was defined behind the absorber, but was not used as part of the SAT trigger for this
analysis.

3.1.1 Small Angle Trigger Beam Definition

Beam Trigger Matrix Elements

The two beam components of the trigger, BY" (horizontal or bend plane) and BZ (vertical or
non-bend plane), were made from hodoscope element combinations of SBT2Y, SBT3Y, SBT4Y,
and SBT1Z, SBT3Z, SBT4Z, respectively. The appropriate beam combinations were generated
before the data run started using a Gaussian beam distribution of energy 500 + 75 GeV as
input to the E665 Monte Carlo program. Relative hodoscope plane alignment was taken from
the survey information contained in the E6g5 Level 1 constants. Only the central 5‘elements
(hodoscope counters 5 — 9) contributed to the beam definition from SBT3Y, SBT4Y, SBT3Z,
and SBT4Z. This was necessary to achieve uniform spatial resolution in the downstream SMS
hodoscopes from the projection of the SBT beam combinations. All of the counters (1 — 13)
were allowed to contribute from SBT2Y since it was not used in the beam projection, and from
SBT1Z, since all of the counters were of equal width. The resulting beam hodoscope element
combinations were stored as a 3-dimensional ratrix in each view (Y,Z), where each dimension
corresponded to one of the 3 contributing SBT planes. These matrices, containing all of the

allowed beam hodoscope element combinations for BY and BZ, were down-loaded into RAM

chips in the SAT Beam Trigger Matrix modules.

Clean Beam Selection

In an attempt to isolate beam muons from a single RF time bucket, the beam selection by the
Trigger Matrix modules was “cleaned” by vetoing signals in adjacent RF time buckets. This
was necessary hecause the signals from the SBT hodoscopes were ~ 3 buckets wide. Also, a
veto was formed by signals from counters outside the central region of the beam projection

planes whenever they ocurred with an acceptable BY or BZ contribution.

The adjacent F bucket veto was formed by creating an ORed signal of the 7 SBT planes,
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sending it 1 RF bucket early to the trigger-forming module to make a late bucket veto, and
delaying it by 1 RF bucket to form an early bucket veto.

The outside counter veto was formed in the ECLline cable by removing the central 5§ counter

signals and ORing the remaining signals, forming a veto in the trigger RF bucket if any outside

counters were on. Three such “cable vetos” were used on signals from SBT3Y, SBT4Y, and

SBT4Z.

The combination of these two vetos, which helped to eliminate multiple beams from the
SAT and RSAT triggers; along with the BY and B2Z trigger matrix beam definitions, formed

the SATBEAM signal :
BY ¢« BZ «CLEAN

The SATBEAM signal was latched and scaled, and when counted in coincidence with the live
time (or system busy veto) of the experiment and the RF strobe, formed the beam normalization
for SAT triggered events. The subset of muons selected by the SAT beam definition represented

~ 12% of the total heams used by the experiment.

3.1.2 Veto from Beam Projections

Veto Trigger Matrix Elements

The two veto components of the trigger, VY and V 2, were made from hodoscope element com-
binations of SBT3Y, SBT4Y, SMS1Y OR SMS2Y, and SBT1Z, SBT4Z, SMS1Z OR SMS2Z,
respectively. The hodoscope elements contained in the 2 SBT f)la.nes of each veto matrix were
by definition part of a valid 3-plane BY or BZ trigger matrix hodoscope element combination.
The SMS counter for the 2-plane beam combinatjon was found by projecting the two SBT con-
tributions to the X-position of SMS plane 1. To form the resulting veto matrix, one additional
SMS hodoscope element was added to each side of the projected counter, making the veto
width equal to 3 SMS hodoscope counters (~ 3cm wide). The beam-veto hodoscope element

combinations were then stored as a 3-dimensional matrix in each view (Y',Z) and down-loaded

into RAM chips in the SAT Veto Trigger Matrix modules.
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Veto Matrix Modifications

After the 1987-88 data run started, and as the SAT trigger was implemented, the combination
of real muon heams and actual relative hodoscope plane alignment required modifications to be
made to the veto trigger matrices. Several “holes” were discovered by the real beam which were
subsequently corrected by the addition of new beam-veto hodoscope element combinations; and
an additional SMS counter was added to the edge of the overall veto matrices. The resuliant
veto width in the SMS counters for the VY trigger matrix was 5 hodoscope counters wide for
events with a single hit in each of the SBT projection planes. One 6-counter effective width
for a single hit combination was caused by the addition of counters at the edge of the matrix.
The presence of multiple SBT hodoscope element hits in the beam projection planes (~ 50%
of the time since the overlap was half the counter width for the central 5 elements) caused the
actual veto region to be widened slightly. For both the deuterium and xenon data used in this

analysis, the average veto width for all SAT triggers was 5.5 SMS counters wide (~ 5.5¢m).

3.1.3 Muon Signals

The two muon components, MY and M Z, were formefl from the OR of like counters from
SMS1Y, SMS2Y, and SMS1Z, SMS2Z, respectively. The resulting two 2-dimensional matrices
(diagonal) were down-loaded into RAM chips in the Muon Trigger Matrix modules. The muon
requirement was not included in the SAT Trigger for the data used in this analysis, but the
signals from the Muon Trigger Matrix modules were latched and recorded in the event scalers.
Since the muon signal was not required in the trigger, SAT events could be used to monitor

the efficiency of other E665 triggers and the efficiency of the muon detectors.

3.2 Trigger Configurations

The interaction trigger, SAT, and the beam trigger used for normalization, RSAT, were formed
by strobing the appropriate raw trigger signal with the RF timing signal and the system busy
veto. In this section, the various trigger configurations used in the 1987-88 data run are

described.
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3.2.1 RSAT Beam Monitor Trigger

The RSAT Trigger was the prescaled beam trigger for the SAT interaction trigger. The follow-

ing configuration was used to form RSAT :
 BY «BZ«CLEAN « PSRF+SB

The elements BY, BZ, and CLEAN were described previously, forming the SATBEAM
definition. Although CLEAN evolved during the run, its final and most used configuration

consisted of the following components :

e For the £1 RF bucket veto, a 7 out of 7 SBT plane coincidence.

o For the “cable veto”, outside counters 1 — 4 and 10 — 13 were used from planes SBT3Y

and SBT4Y, and outside counters 1 — 3 and 11 — 13 were used from SBT4Z.

PSRF was the RF timing signal randomized and divided by a pre-determined factor in order to
select a random, well-known percentage of the available beam candidates. SB was the system
busy gate described earlier in this chapter.

The resulting RSAT trigger was a beam which satisfied the Beam Trigger Matrix module
combinations and was not accompanied by any other beams in adjacent RF buckets or in the
same RT bucket outside the defined SAT beam region. The total number of RSAT triggers
was determined by the pre-scale factor which related the number of RSAT triggers to the total
number of SATBEAM counts.

3.2.2 Small Angle Physics Trigger

The SAT Trigger was the interaction trigger defined for events in which the incoming heam
muon scattered at a small angle which remained within the total beam phase space but which

was outside the beam region defined by the SAT Veto Trigger Matrix. The following configu-

ration was used to form SAT :
BY ¢ BZeCLEAN ¢ (VY,V2)e (MY ,MZ)e RF SB

For most of the 1987-88 run, the veto signal (VY,V Z) was VY only, however, some data

(early D3 and 100 GeV/c beam momentum) were taken with the veto as (VY +V Z). Although
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indicated here as part of the SAT trigger, the muon signal (MY, M Z) was not required for any
of Lhe data taken.
Therefore, the SAT Physics Trigger consisted of a “clean” beam signal and the absence of

a veto in the beam projection during the live time of the experiment.

3.3 Small Angle Trigger Rates

The fullowing table shows trigger rates pertaining to the SAT and RSAT triggers for the xenon
and denterium targets and trigger configurations used during the 1987-88 run. The * items
represent data not used in this analysis, but are presented here for completeness. The first entry,
D, (early), represents the commissioning of the experiment and initial data-taking which was
done with the deuterium target in place. During this time, the beam and veto definitions of

the SAT trigger evolved towards their final configurations.

TABLE IV: TRIGGER RATES FOR THE 1987-88 RUN

| Target | Beam Energy | RSAT/SATBEAM | SAT/SATBEAM |

(D, (early)" 500 GeV 1.80 x 10~° 1.05 x 107
D+ (full) 500 GeV 2.57 x 1078 1.75 x 10~*
Xe (full) 500 GeV 2.47 x 10~8 1.79 x 10—4
Xe (} full) 500 GeV 2.37 x 10~5 1.50 x 10—
Empty (liquid) | 500 GeV 1.90 x 1078 1.31x 10~4
“Einpty (gas) 500 GeV 2.24 X 10~% 1.48 x 10—+
D, (fall)* 100 GeV 1.84 x 1078 5.91 x 10~*
Xe (full)* 100 GeV 2.14 x 1078 4.05 x 10~*
Empty (liquid)* | 100 GeV 1.93 x 1075 3.73 x 10~*

"Empty (gas)® | 100 GeV 2.46 x 107° 3.50 x 10—*




4. SMALL ANGLE TRIGGER EVENT RECONSTRUCTION

The E665 Spectrometer was designed to study nuclear effects in the initial muon - nucleus
interaction and in the formation of hadrons as a result of this interaction. The spectrometer
is a powerful tool for the identification and reconstruction of the final-state hadrons produced
in DIS interactions as well as the initial beam - scattered muon vertex. All of the information
necessary for the study of the inclusive muon - nuclens interaction is contained in the heam
muon and scattered muon kinematics. For this analysis, the focus will be on the reconstruction
of the muon - muon vertex, and only those parts of the apparatus used in this reconstruction

will be described.

4.1 Beam

In order to determine the momentum transferred from the incident muon to the target in a
deep inelastic event, the properties of the beam muon must be known accurately since errors in
the beam energy measurement contribute directly to the event kinematics through the energy
transfer variable v. The E665 Beam Spectrometer was designed to measure the incident muon’s
momentum to within 0.5% at 500 Gel’/c, and the position of the beam muon to within 300 um
in the ¥ and Z views. Tle following section describes the pattern recognition and track fitting

algorithms necessary to provide this precision in measurement.

54
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4.1.1 Beam Paitern Recognition

As described previously, the Beam Spectrometer included 4 stations of 1 mm pitch MWPC’s.
The duplicity and redundancy in the views of these 6-plane stations were ideally suited to the
determination of a spacepoint which contained the spatial information (Y, Z) of the incident
muon at each station. The pattern recognition of the beam track began with an algorithm
which formed spacepoints from the allowed 3-view combinations of planes in each station. The

following is a brief description of the spacepoint-finding algorithm :

o Initialize by determining the allowed 3-view wire plane combinations suitable for the

detector geometry.

e Form a sum of the coordinates of all hits in the allowed 3-view combinations which

represents the spatial extent of the “point” formed by the 3 wire coordinates.

e Combine 3-view combinations with other combinations when two out of the 3 wire coor-

dinates are shared.

e In this way, build up 3-view combinations into a maximum of 6-plane spacepoints by

combining combinations.

Since the heam muon’s trajectory was perpendicular to the wire planes to within 1 mrad,
and the extent of the 6-plane chamber package was just 12.5 cm in the X direction, only the
(Y, Z) position of the incoming muon could be obtained by the spacepoint algorithm at each
station. Figure 4.1 shows the distribution of the 3-plane sums for a typical single beam event.

The spacepoint algorithm was developed with the PBT MWPC’s in mind, but it was
sufficiently generic such that with only a few modifications, the same algorithm was used
everywhere spacepoints were called for. This also included retention of multi-track separation
capability which facilitated its use elsewher«;,. The MWPC’s which used this algorithm and
contributed to the reconstruction of the muon track were the PBT, PSA, PCF, and PCV
chambers.

The spacepoints in the 4 beam spectrometer stations were then linked in the Z view (non-

bend-plane) by fitting straight lines to all of the candidate spacepoint combinations. Since
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Figure 4.1: 3-Plane sums from the beam pattern recognition spacepoint algorithm.

information from both transverse coordinates (¥, Z) were contained in the spacepoints linked
by the straight line fit, the resulting space-line was, in principle, a fully reconstructed track.
However, since multiple beam reconstruction was important in order to determine the timing of
SAT events (see Section 4.4), these space-line candidates were then checked by fitting straight-
line segments before and after the beam spectrometer dipole magnet in the ¥ view, requiring
that the two segments meet in the middle of the magnet - a necessary condition for constant
field dipole magnets. This check enabled lines which shared coordinates and/or slopes in the
2 view to be separated by the ¥ view bend. A successful beam muon track candidate passed
both line requirements.

The wire coordinates of successful track candidates were then stored by the computer in a~
machine-independent bank format named LLIN (the bank that was used to contain the results _

of all final pattern recognition results).
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4.1.2 Beam Track Timing Information

After the formation of the individual beam track (or tracks) by the pattern recognition al-
gorithm, information from the latched SBT hodoscopes was used to determine the timing
properties of each reconstructed beam track. Since a sizeable fraction of the beam halo is close
to the beam itself, and the live time of the PBT’s (~ 150 nsec) spans many RF timing buckets,
it was possible to reconstruct heam muons which were present in the chambers, but which did
not contribute to the trigger. For SAT events, with specific beam hodoscope cofnbinations and
associated projected veto regions, it was especially important to determine that at least one of
the reconstructed beam tracks could have caused the trigger.

A software processor (denoted SB) was written to provide a timing label for each beam
track found by the I’B pattern recognition processor. This processor linked latched hodoscope
elements with corresponding beam tra.cic positions in each of the 4 beam stations. The presence
of a hodoscope element which could be linked to a spacepoint in the MWPC package was used
to determine that beam track’s timing. The hodoscope live times and efficiencies were such
that only a heam track with all 7 hodoscope pla.neé having an element linked to that track were
in-time with the trigger RF bucket. Out-of-time tracks were those that did not have the full
complement of hodoscope elements associated with them, and a third category called unknown
time was used to describe tracks where not enough information was present to determine
the timing. Table V shows the number of SAT events according to their beam track timing

properties for a representative sample as determined by this processor.

TABLE V: SAT BEAM TIMING PROPERTIES

SB In-time Beams per Event
Timing 0 1 2 | 3+ Total
Out-of-time 0 40 | 12518 | 440 14 13012
Beams 1 617 | 1927 64 2 2610
per 2 145 272 9 0 426
Event 3+ 33 22 1 0 56

I Total || 835 | 14739 | 514 | 16 || 16104 |
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These values are typical of the beam muons used by the SAT for both the xenon and
deuterium data. The results of the SB processor were stored in a permanent bank named

LHOD which linked hodoscope elements to the wire coordinates contained in the LLIN banks.

4.1.3 Beam Track Fitting and Momentum Determination

All of the beam LLIN banks representing reconstructed lines in the beam spectrometer were
used as input to the Track Fitting (TF) program. A fit was made to each LLIN bank which
generated a new hank named LSTF containing the properties of the fit, including the track’s

momentum. Iigure 4.2 shows typical results from the TF Program for SAT beams.
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Figure 4.2: SAT beam properties from the results of the track fitting program.

The beam reconstruction and track fitting performed up to the level of its design. The
parametrization of the measured momentum resolution was given by the track fitting results

to be Ap/p = p (in GeV/c) x 1075, This contributed ~ 25% to the error in measurement of v.
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4.2 Scattered Muon

The identification of the scattered muon was accoruplished by placing the muon detection
hodoscopes (SMS and SPM) and the proportional tubes (PTM) behind a thick (3 m) steel
absorber. The absorber effectively eliminated all charged tracks except those associated with
muons from appearing in the detectors. The muon track candidates were reconstructed along
with tracks associated with other charged particles in the MWPC’s and drift chambers of the
Forward Spectrometer. Linking projections in the muon detectors behind the absorber to a re-
constructed track in the Forward Specirometer completed the identification and reconstruction
of a muon. The Vertex Processor determined whether any of the identified muon tracks were
consistent with an interaction of the beam muon, thereby forming the scattered muon. The
design of the forward spectrometer tracking chambers and muon detectors was chosen to give
a precise measurement of the momentum of the scattered muon (Ap/p ~ 2.5% at 500 GeV/c).
The following sections describe in detail the identification and reconstruction of the scattered

muon.

4.2.1 Muon Projections

The first part of the scattered muon pattern recognition was the determination that a particle
had penetrated the 3 m steel absorber and was recorded in the SMS hodoscopes or the PTM
proportional tubes (or an overlap of the two). Three software processors, PM, SM, and OV,
were written to reconstruct projections in the ¥ and Z views in the PTM’s, SMS’s, and overlap
region respectively. At least 3 of the 4 stations were required to have hits in a particular view
to furm a projection which was stored in the permanent bank named LPRO. The number of
LPRO banks included projections found in the 3 processors in each view. The PTM chamber
efficiencies were measured to be > 95% in each of the 8 planes and the SMS efficiency was
measnred to be > 98% in each of the 8 hodoscope planes. Normally, only one projection was
found in each view, representing the path of one muon through the SMS or PTM detectors.
Figure 4.3 shows the multiplicity of projections in the Y and Z views with the different regions
indicating the relative number of projections of ‘each type (SMS only, PTM only, or SMS-PTM

overlap).
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Figure 4.3: Multiplicity of projections in the muon detectors. The solid line is for SMS only,
the dotted line is far PTM only, and the dot-dash line is for SMS-PTM overlap projections.

Notice that the overall percentage of projections is ~ 75% in the SMS with ~ 25% in the
PTM for these SAT events with one muon projection in each view. The fraction of SMS-PTM
overlap evenis is less than 1%. The overall loss in events due to inefficiencies in the post-
absorber hardware and software has been estimated to be < 1%. The loss in events due to
mulli-muon signals in this region is also < 1%.

The efficiency of muon projection reconstruction is estimated to be ~ 99%, since both the
PTM and SMS detectors individually had high efficiencies. The reconstruction efficiency of
small angle scattered muon projections could be measured by using RSAT triggered events.
Since RSAT events represented the beam part of the SAT trigger, there was no requirement in
the SMS veto region. However, for these events, the signal in the SMS counters was latched,
showing the veto region defined by the éAT trigger matrix projections. Knowing which SMS

counter should have fired according to the heam projection stored in the trigger matrix, the
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Figure 4.4: SMS muon projection reconstruction efficiency versus time.

efficiency of an individual SMS counter could be measured for all combinations of beam-veto
projections. The measurement of muon projection reconstruction from this method yielded an
ovérall SMS reconstruction efficiency consistent with the individual p'l;ane efficiency estimate of
> 98%. Figure 4.4 shows the SMS reconstruction efficiency measured by RSAT triggers as a
function of time in hoth the deuterium and xenon running periods.

The measurement of projection reconstruction efficiency in the PTM and overlap region
could not be done with data alone. The results from Monte Carlo simulation which included the
measured plane efficiencies, however, yielded a projection reconstruction efficiency of ~ 98%,
very similar to the SMS measurement. Therefore, the overall muon projection reconstruction

was estimated to be > 98% eflicient.



62

4.2.2 Forward Specirometer Patiern Recognition

The identification of the scattered muon track in the forward spectrometer began with pattern
recognition of wire hits in the various chambers. The pattern récognition software incorporated
two passes : 1) “Muon” phase which nominally reconstructed the track of the scattered muon,
and 2) “Hadron” phase which completed the track finding by using all the hits not used in the
first pass. While the two passes have names which suggest the type of particles found in each,
they are the result more of definition than of content. The primary distinction between the
two passes was the type of cuts used - the “Muon” phase generally had tighter spatial cuts and
road widths than those corresponding to thie “Iadron” phase. This presumably found “stiffer”
tracks in the first pass and allowed less stiff tracks to be found in the second. While most
of the muons in SAT events were found in the “Muon” phase, the nwunber of hadrons found
in the two passes was approximately the same. Even though some of the cut parameters and
the input wire hits were different in the two passes of pattern recognition, the algorithms used
(including the order of implementation) were identical. Therefore, only the “Muon” phase of
the pattern recognition program will be referred to in the following description.

The forward spectrometer pattern recognition algorithm consisted of the following “local”

pattern recognition processes arranged in the indicated order :
¢ formation of straight line segments in the DC’s.

¢ formation of straight line segments in the PC MWPCs.

attempt to match the line segments from the previous processors using wire hits in the

PCT’s through the CCM field.

formation of spacepoints in the PSA MWPC’s.

formation of line segments consisting of PC line segments (not matched to DC line seg-

ments) and PCF wire hits using knowledge of CCM magnetic field.

projection of PC-PCF line segments to the PSA including a bending approximation,

matching the line segment with a PSA spacepoint.
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o projection of PC-PCF line segments to the DC’s including a bending approximation,
matching the line segment with DC hits.

o formation of line segments from spacepoints made from unused hits in the PCF’s.
o projection of PCF line segments to pick up wire hits in th PC, PSA, and DC chambers.
e formation of straight line segments in the PCV MWPC's.

¢ projection of line segments formed with a PC plane as its starting point back to the PCV,
matching with a PCV spacepoint.

¢ storing of all found line segments in the bank, LLIN.

All “tracks” found by the pattern recognition which were considered scattered muon candidates
included wire hits from the PC MWPC’s in the LLIN bank.

For SAT events, most of the scattered muons were located in the central region of the
forward spectrometer MVVPC’s‘and were seen downstream of the CCM in the PSA planes
covering the hole in the DC’s. Since the PSA’s vv;ere located ~ 13 m from the last wire plane
recording the muon’s path (PCF station 5), the projection of the found line segment in the PC-
PCT chamber groups to the PSA was crucial for finding and identifying the scattered muon.
Figure 4.5 shows the transverse (Y, Z) distribution of scattered muons at the PSA X position.

As shown in the above pattern recognition description, several algorithms were developed to
find line segments which included wire hits from the PC and PCF MWPC’s. These algorithms
employed many methods to associate hits including straight line projections, spacepoints, and
projections which included knowledge of the magnetic field or geometrical fits to non-linear
trajectories. In any case, the result after employing these algorithms was a line segment which
ended typically at the chamber group designated as PCF5 - the last PCF group, which was
located approximately in the center of the CCM magnetic field. For the case of small angle
scattered muons, the next piece of tracking information was a spacepoint in the PSA group
~ 13 m from PCF5. The spacepoint in the PSA was found by the same algorithm as used in
the PBT MWPC’s, and the multiplicity of spacepoints in the PSA for SAT events is shown in

Figure 4.6.
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Figure 4.5: Transverse distribution of scatttered muons at the .Y position of the PSA MWDPC’s.

Note that the average multiplicity given by this figure also includes the scattered muon.
The 8 planes of the PSA were separated in the X direction by only 8.3 ¢m, and since the slope
of scattered muon trajectories was small (< 2 mrad), only the ¥ and Z coordinates of the
track were included in the reconstructed spacepoint.

A processor was developed which projected the line segment found in the PC-PCF detectors
through the remaining portion of the CCM magnetic field and then to the PSA, forming
a window in (¥, Z) which was used as a mask for any PSA spacepoints. No knowledge of
the actual field components was used in the fit, however, the extent of the field in the X
direction (along the heam) was estimated to determine how much of the fit was non-linear.
The shape of the fit through the remaining part of the CCM was parabolic, which is a good
approximation of the actual path of high-energy scattered muons through the real magnetic

field. The approximation of parabolic shape was not good for charged particles with momentum
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Figure 4.7: Results of the small angle scattered muon pattern recognition program.

less than 10 GeV/c or for particles with large slopes in the Z view. The fit was used since it not
only projected the line segment found in the field region, but also yielded a x? value indicating
the quality of Lhe fit and an error matrix which formed the basis of the PSA window. The
results of the parabolic fit were reported just downstream of the CCM magnetic field region.
The parameters of the fit, including the errors on the positions and slopes were then projected
to the PSA, yielding a projected position in (¥, Z) and a oy and o, at that point. The window
size ;t the PSA was Lhen determined by including +3o distances in each view resulting in
a confidence level for including the true spacepoint of better than 99% (assuming Gaussian
distributed errors). The results of this algorithm are shown in Figure 4.7.

The beamn muon reconstruction efficiency in the Forward Spectrometer could be measured
using RSAT events similar to the method used to estimate the muon projection efficiencies

described earlier. This method yielded a reconstruction efficiency in the beam region of the
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Forward Spectrometer of 94%, which agreed with the Monte Carlo estimate of 95% in the same

region.

4.2.3 Track Fitting and Momentum Determination

The Track Fitting program used as input lines found by the pattern recognition and stored
in the permanent bank - LLIN. Normally, wire hits from PCV — PSA were present in LLIN
banks representing scattered muon candidates. The track fitting algorithm was a fit of these
coordinates using the Quintic Spline method. The 5 parameters returned by the fitting tech-
nigue for each track were the two transverse coordinates - Y, Z; the slope of the track Y’, 2’
and the momentum 1/p; reported at a position along the X-axis near the target. The banks
used to store the results of the track fitting were designated LSTF.

Wolile in principle, all LLIN banks representing lines found by the pattern recognition were
fit, some quality testing was done as part of the track fitting algorithm. Goodness of fit was

determined by evaluating the x3 probability of the fitted lines.

4.2.4 Forward Spectrometer - Muon Projection Matching

The purpose of the muon match processor was to determine which of the muon candidates
found by the forward spectrometer pattern recognition and track fitting algorithms matched
the projections found bLehind the steel absorber in the PTM and SMS muon detectors. The
reason that this processor was run after track fitting was that in order to include the possibility
of multiple scaltering in the steel absorber, the momentum of the candidate track must be
known. In the muon maich algorithm, multiple scattering in both the steel absorber and the
lead of the calorimeter was allowed to occur. The multiple scattering contributed to the error
in measurement of the slope (or angle of incidence) and the position of the candidate track.

The following formulas show how this error contribution was determined :
1
60, msP*™ = ((0.0141 GeV/c)/P)(,/L/Lr)(1 + g log(L/ L)) (4.1)

5Position,me®*™® = (L/v/3)(60ms™*°) (4.2)
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where P is the momentum of the particle, L is the length of material, and Lp is the radiation

length of the material. A match “x3” is formed according to the following formula :
x*; = (C;(LSTF) - Ci(LPRO))/((6M:)? + (LPRO error);?) (4.3)

where the C; refers to the two coordinates (1", Z) and their respective slopes (1", Z’), the § M;
refers to the multiple scattering contributions to the errt;r for each item, and the (LPRO error);
to the appropriate error matrix element in the LPRO projection. Cuts were made on this x>
separately for each view in position and slope. If an LSTF and an LPRO(Y) and LPRO(2)
passed the cuts, then the LSTF was designated a muon, and an LMUN bank was filled with
the appropriate LPRO information.

In addition to the above algorithm, allowance was made after performing the above test
for large angle scattering of muons in the steel or lead planes of the calorimeter. An algorithm
which tested for an intersection of a forward spectrometer LSTF fitted track and LPRO’s was
run il any projections were left after the first pass. If an intersection was established, then the
LSTT bank was flagged as a muon and the appropriate LPRO’s included in a LMUN bank.

The muon match processor was very efficient at linking LSTF banks with LPRO projec-
tions. Monte Carlo studies indicate that for the properly found LSTT fitted tracks and LPRO
projections, the efficiency of the muon match was > 99%. Also, the loss rate due to multiple

muons appearing in the muon detectors was < 1%.

4.3 Vertex Processor

The vertex finding and fitting program used in E665 was developed specifically to find vertices
in magnetic field regions. The method of determining the vertex position was to find the point
of closest approach for a set of tracks, and by fitting these, determine if they were consistent
with a scattering interaction at that point. Full knowledge of the track parameters including
momentum was needed since vertices occurred both inside and outside of magnetic field regions.
For this analysis, only the vertex designated as “primary” was important, since this was the
vertex that contained the beam and scattered muon. A special algorithm was used to find

these types of vertices for which one track was already known, i.e., the beam track. A different
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algorithm was used to find, for instance, neutral particle decays for which none of the associated
tracks were known. Tle following sections describe the vertex fitting algorithm for primary

vertices and the method of calculation used to determine the event kinematics.

4.3.1 Beam - Scattered Muon Vertex Fitting

Vertex finding and fitting is considerably simplified if some knowledge of its location and/or
content is known. Such was the case for the primary vertex in this experiment.

The vertex processor hegan by searching for a beam muon - scattered muon vertex. All
combinations of a beam track and a muon track as determined by the muon match processor
were fitted, keeping acceptable vertices based on the x3 of the fit. Additional tracks were tested
by fitting each one separately with the muon - muon vertex, flagging tracks to be included based
again on the x? of the fit. After checking all possible Forward Spectrometer tracks, the vertex
was once a:gain fitted, this time including all of the tracks which were flagged in their separate
fits. If the x* value was acceptable, the vertex was reported along with all of the associated
tracks. If the x® value was too large, associated tracks were systematically dropped, starting
with the one which had the largest x* from the previous test. After a track was dropped, a
new fit was performed, again evaluating the x3. The vertex fit parameters were stored in the
bank .VTX, and the associated track parameters were stored in individual LTKV banks which

were linked to the LVTX hank.

4.3.2 Event Kinematics Determination

Once the primary vertex was identified, the calculation of the event kinematics using the 4-
momentum vectors of the beam and scattered muon was done. In addition, the errors on
the kinematic variables were also calculated using the measurement errors on the 4-vector
components. The results of these calculations were stored in a permanent bank designated

LEVF.
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4.4 Small Angle Trigger Event Selection

The selection of events used in the final analysis was accomplished in several production steps.
After splitting events on the raw data tapes onto tapes containing only one trigger type, i.e.
SAT, preliminary analysis showed that there were many “bad” events contained in the raw
sample. Table VI shows the characterization of raw SAT events from the xenon and deuterium

targets.

TABLE VI: SAT RAW EVENT CHARACTERIZATION

| SAT Event Type “ Xenon || Deuterium ”

“Bad” Triggers o {
e SBT - PBT mismatch 19 % 19 %
e Others 4% 6 %
Non-interacting Beams

e.No u behind absorber 16 % 19 %
e u scatter in absorber 34 % 37 %
Target Events

epu—eand u—- 23 % 7%
¢ Deep inelastic 4 % 10 %

The “Lad” triggers were caused by several hardware problems which were fairly constant
during the data taking period. The SBT - PBT mismatch events were those in which the beam
muon traveled through a hodoscope element which was not used in the SAT trigger, but an
acceptable beam trigger matrix combination was generated by the random firing of a “hot”
hodoscope element in the same station. These events were found after pattern recognition of the
beam muon was done and the correlation between the beam track and the latched hodoscopes
was determined; in these cases, the latched hodoscope element did not match the position of the
beam track in the PBT MWPC’s. Other “bad” triggers were due mainly to timing problems
caused primarily by the presence of an out-of-time beam or halo muon which confused the SAT
beam definition.

As can be seen in the table, most of the un-desirable events were characterized as non-

interacting heams. The first type in this category, no u behind the absorber, was a part of the
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SAT sample because no muon was required in the trigger. Some of these were leftover hadrons,
i.e. ®’s, in the beam. The hadron contamination was measured and found to be ~ 0.5%. The
largest contribution to this category were muon scatters in the steel absorber. These scatters
caused the muon to be seen in the SMS or PTM detectors outside of the SAT veto region.

The last category, target events, contained the DIS events used in the final analysis. In
addition, there was a significant contribution from electromagnetic events, especially muon
bremsstrahlung from the xenon target.

In summary, if only target events were kept, the reduction in the number of events to be
analyzed was a factor of ~ 4 in the xenon sample and ~ 5 in the deuterium sample. The
following section describes an intermediate production stage called the SAT Event Filter which
was developed to obtain these reduction factors and reduce the number of tapes used in the

full analysis program.

4.4.1 Small Angle Trigger Event Filter

To gain the factor of 4 or 5 in reduction of non-target events as described above, a preliminary
production stage in the event analysis called the “Event Filter” was run which used as input
the raw events stored on the SAT “split” tapes. For SAT triggered events, the biggest single
reduction was non-interacting beams which scattered in the hadron absorber, thus escaping
the projected veto region in the SMS hodoscopes as described above. The goal of the filter was
to gain as large as possible reduction factor while keeping all events which originated in the
nuclear target.

The SAT Event Filter included 6 tests for raw events. These tests were included in the

following general categories :
1. Trigger testing and selection.
2. Non-interacting beam selection.

3. Electromagnetic background flagging.

The tests included in the first category, Trigger testing and selection, were applied to both the

SAT and RSAT event samples. The results of the RSAT filtering were required to modify the
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beam counting hy the event scalers (see Section 5.1). This was done to guarantee that both
event samples contained the same beams for normalization.
Several tests were performed on an event to determine whether it was consistent with the
timing and matrix selection requirements of the SAT. As mentioned previously, the timing of
the SBT latches was such that in-time events were characterized by 7/7 SBT hodoscope planes
.contributing. Therefore, the first test required that the event contained hits in all 7 SBT
hodoscope planes. The timing of the SAT events was such that this test rarely (&« 1%) caused
an event to be cut from the final sample. The filter code, however, contained a minor problem
which made this test ineffective for both SAT and RSAT production jobs. For the RSAT data,
which contained a significant fraction of out-of-time events (~ 30%), the results of this test
did not represent correctly the SBT latch conditions. However, the out-of-time events, which
passed through the first test, were rejected by the in-time requirement for reconstructed beams
(see below). The next test used the results of the beam pattern recognition, requiring that at
least one track be reconstructed in the Beam Spectrometer. This requirement caused ~ 7% of
events to be cut from SAT data and ~ 2% to be cut from the RSAT data, the difference due
to the presence of more multiple beams in the SAT data sample which confused the trigger.
Following this, the timing properties of the reconstructed beams were determined using the SB
processor (see Section 4.1). For SAT and RSAT events, only one in-time beam must have been
identified. Any number of out-of-time or unknown-time beams were allowed in an event. For
SAT events, 9% of the remaining events at this level were cut by this test. For RSAT data,
~ 37% of the remaining events were cut due to the large fraction of out-of-time events recorded.
This requirement was made so that the SAT trigger configuration for the in-time beam could
be determined unambiguously which was the final test in the first category. The validity of the
SBT ilodoscope combinations linked to the in-time beam track was checked by comparing the
appropriate elements to the SAT Beam Trigger Matrices (see Section 3.2). The event was cut
if the hodoscope element combinations did not represent a valid SAT beam. This requirement
caused ~ 25% of the remaining events to be cut from SAT data depending on the target and
rejected ~ 4% of the remaining RSAT events.

The remaining tests in the last two categories were applied only to SAT events. A simplified
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version of the Forward Spectrometer muon phase pattern recognition was run to identify tracks
in the heam region. If no tracks were reconstructed, the event was kept in the final sample
and no further testing to cut the event was done. If more than one track was found, the
event was also kept, since this could indicate hadron production in the event. If only one
track was found, however, tests were performed comparing the Forward Spectrometer track
to the in-time beam track. The beam track was projected through the CVM field to the
position of the first chamber hits on the Forward Spectrometer track. This projection used
the same algorithm for swimming tracks through the CVM field as the Vertex Processor,
reporting the position (Y, Z), slope (Y’, Z2’), and momentum (1/p) of the beam track at the
same location in X of the Forward Spectrometer track. The two tracks were compared, testing
AY, AZ, AY', AZ', Ap, AR, and A6, where AR = \[Vowarm — Yr5)? + (Zscam — Zrs)?, and
Af = \/(I— ram ~ YF5)3 + (Z}eem — ZFg)?- Figure 4.8 shows the SAT and RSAT event samples

beam

with the non-interacting beam cuts superimposed.

Events inside the cut region were eliminated from the final SAT sample, resuiting in a
rejection of ~ 60% of the remaining events in the xenon data and ~ 50% of the deuterium
data. Note that almost all of the RSAT events lie inside the cut region.

The final category was not a cut, but a flag used to classify the event according to its
electromagnetic properties determined by the electromagnetic calorimeter. Since a large source
of the background in the SAT sample was due to muon - nucleus bremsstrahlung events, a
selection criteria based on the total energy deposited in the calorimeter was used to identify
these. The events were not cut from the sample since they could, in principle, be corrected
by using radiative correction calculations (see Section 5.6). Improvements in the calorimeter
calibration and analysis code also enabled a more reliable cut to be used on the final SAT
sa.mpl‘e (see Section 5.6) when radiative corrections were not used.

Table VII shaows the results of filtering on representative SAT and RSAT raw data samples.
The numbers in parentheses indicate the fraction of input events passed by a particular filter
type. The * indicates that the represented number of events was flagged only and no events
were cut from the sample as described above. The last two filter tests were not performed on

the RSAT data sample as indicated. Note that the RSAT data is not classified according to
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Figure 4.8: Nou-interacting heam cuts from the SAT Event Filter program.

target type - that this was unnecessary was expected (since RSAT events are beam triggers)

and verified during the filter production.

4.4.2 Pre-Analysis Event Selection

The fuill event reconstruction program was run on the remaining ~ 35% of the events which
survived the filter. This sample still contained events with topologies not consistent with a
scatter in the target. An additional program was run to further reduce the number of events
and tapes used for the final analysis. The requirements for an event to remain in the sample
were that it have a primary \}ertex located “near” the target, and that it satisfy some minimum
kinematic restrictions. The target cut allowed the vertex to be within 1.5 m of either end of
the target to be inciluded. The kinematic cnts were very loose cuts on minimum values for Q?

(> 0.001 (GeV/c)?) and v (> 10 Gel”). These requirements reduced the data sample by an
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TABLE VII: EVENT FILTER RESULTS

Xe SAT D,; SAT RSAT
Filter Type Cut Passed Cut Passed || Cut | Passed
'SBT Latch 1 [23531(1.0) | 1 | 24993 (1.0) ] 1 | 27090 (1.0)
Beam LLIN 1337 | 22194 (.94) || 1670 | 23323 (.93) || 497 | 26593 (.98)
In-time Beam 1865 | 20329 (.92) || 2068 | 21255 (.91) || 9822 | 16771 (.63)
SAT Trigger 5698 | 14631 (.72) || 4598 | 16657 (.78) | 753 | 16018 (.96)
Beam-FS Match | 5697 | 8934 (.61) || 8526 | 8131 (.49) - =
Calorxmeter || 3974® | 4960° (1.0) || 2352* | 5779° (1.0) | - |

[ Total [ 14598 [ 8934 (.38) |[ 16863 [ 8131 (.33) || 11073 | 16018 (.59) | ( 59) ||

additional factor of ~ 4 since many vertices were formed far from the target and for the SAT

trigger, energy loss in the CVM field caused events with very low Q2 to be accepted.

Also, from the analysis, it was determined that there occured in the data several run
periods in which one or both of the analyzing magnets tripped off. Since the full field valies
were needed for proper trigger configurations, these run block periods were removed from the
final sample. In addition, a preliminary intensity monitor analysis program showed that there
were run periods in which the beam event scaler information was lost from the tape. These
run blocks were also dropped from the final sample, causing a loss in DIS events of ~ 2.5%.
Since the corresponding beams were also lost, no correction was needed for either of these cuts.
At the same time as the run block filter was run, both the beam (RSAT) and SAT samples
had a minimum beam momentum cut of 400 GeV/c applied. This was done to remove from
both samples any low momentumn beams caused by SBT-PBT mismatches passed through the

Event Iilter.

4.4.3 Deep Inelastic Scatteru Event Selection

Final selection of DIS events was made on the basis of the beam muon - scattered muon vertex
kinematics. Non-interacting beams which managed to escape cuts by the SAT Event Filter
were characterized by very low values of v and Q? as described in the last section. The final

kinematic cuts were made to eliminate these events. Also, position requirements for the vertex
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were made in the Event Filter. Cuts were also made keep only those events with vertices in

the target.

For this analysis, the final cuts used were the following :

—-11.80m < Xyertex < —10.4m

Q? > 0.1 (GeV/c)?

v > 40 GeV

zpg; = 0.001

y=v/E <L 0.75

Figure 4.9 shows the distribution of SAT events from the xenon target which satisfy the
target X ereez position cut.

The Q2 cut of > 0.1 (GeV/c)? was made to follow the SAT minimum acceptance line for
v values less than ~ 100 GeV (see Chapter 5). Also, for values of Q? less than this cut, the
resolution of the Q2 measurement approaches 50% or more. The v cut is defined also by the
measured resolution - at 40 GeV, Av/v < 0.50. The zp; cut was chosen to minimize the
leakage into the event sample of muon - electron elastic scattering events which are centered
around zg; of 0.0005. By fitting the u - e peak in both the xenon and deuterium data samples,
it was determined that the leakage into the final event sample at zp; > 0.001 was less than 5%
in both samples. The change in the ratio of xenon/deuterium cross sections was less than 1%
due to this background and affected only the lowest 2p; bin. The y cut was made to limit the
total correction factor for the xenon cross section due to radiative events to be < 40%. Figure
4.10 shows resolution profiles for the kinematic variables in the ranges included in this analysis.

In summary, the event selection process consisted of two stages; 1) the Event Filter stage
which used a simplified version of the reconstruction program to eliminate “bad” triggers and
non-interacting heams, and 2) the full event reconstruction program with kinematic and target
position cuts to define the final event sample. Table VIII shows the results of the event selection

from raw events to final sample for the xenon and deuterium targets. The numbers indicated
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represent the full sample of events at each stage for each target used in this analysis. Fractions

of ontput/input at each stage are recorded in parentheses.



0.0086
0.005
0.004
0.003
0.002
0.001

0

™ .\\“"’ v I

vs~"f

PSR G Y YA W S SR Y S

400

500 600
Eveen Resolution Profile

0.32 F
0.28
0.24 P
0.2 F,

0.16 E*

0.12 -
0.08
0.04 E

200 400
v Resolution Profile

02 F
0.16 :H{_
L ‘|'+.|.
0.12 F “,,+ .
C Wit
0.08 F R -,
- -o"‘f-
0.04 F MR S
0:‘ NI RPN SPEEPITEE B
-1 -0.5 0 0.5 1
Q? Resolution Protfile
024 F
0.2 } *
g CYRTRRRR AL MY
’.
0.16 F- ’f+++++++ﬂ+ 17 iy i }jf {Jih*
0.12 F
0.08 [
0.04 |
o:...l....n,,i.l.k,.
-3 -2.5 -2 -1.5 -1

xy Resolution Profile

Figure 4.10: SAT kinematic variable resolution profile plots.

78



TABLE VIII: SAT EVENT SELECTION RESULTS

[ Event Selection Stage

Xenon

 Raw Events

Deuterium

2076574 (1.00) || 957915 (1.00)

"Event Filter Cuts

789098 (0.38)

316112 (0.33)

Event Reconstruction

789098 (1.00)

316112 (1.00)

Pre-Analysis Selection
Data Reduction

216860 (0.27)

72652 (0.24)

Run Block Filter

165309 (0.76)

Kinematic Cuts
Target Position

125246 (0.76)

Fun (0.72)
42333 (0.81)

Q% v,zp;,y Cuts 10276 (0.08) 9652 (0.23)
Calorimeter Cut 8511 (0.83) 8903 (0.92)
Fraction of Raw 0.004 0.009
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5. CORRECTIONS TO EVENT YIELDS

In this chapter, the formulation of cross sections from the observed event yields. will be
described. It will include measured properties such as beam counting and target density as well
as corrections to the observed number of events such as those due to reconstruction efficiencies,
trigger acceptance, etc. Equation (5.1) relates the calculated cross section ratio to the measured

quantities and (5.2) shows how the corrections were applied to the data.

(do/dz)x. _ (dN/dz)x. y (pIN 1) D32 x (Nteams) D2 (5.1)
(do/dz)ps (dN/dz)ps = (pINs)xe (Nbeams)xe )

where

(dN/dz)x. _(dN/dzpuy — dN/dzEmpey)x. _ (Event Yield Corrections)y,
(dN/dz)pa ~ (dN/dzpu — dN/dz Empty)D2  (Event Yield Corrections)p;

and N represents the number of events, p the target density, [ the target length, N4 Avagadro’s

(5.2)

number, and Np.qm, the number of beam muons counted. Event yield corrections applied to

the data include :

e muon reconstruction efficiency,
e SAT trigger acceptance,
e radiative corrections or calorimeter cuts,

e non-isoscalar target correction.

These corrections will be described, with an estimate of the systematic error associated with
them. When applicable, a description of the method used to determine the systematic error

wjll be included.
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5.1 Small Angle Trigger Beam Normalization

One of the more important measurements to be made in order to determine a cross section
is the incident flux (Njeam, in (5.1)). Since the SAT trigger used well-defined incident beam
trajectories, only those muons which satisfied the SAT definition of “beam” should be counted
for the normalization. Two independent methods were used to record the number of SAT beam

muons :
1. Tle total number of SAT beams was recorded in a scaler module; and

2. SAT beaimn events were written to tape after being pre-scaled by a pre-determined constant

factor.

These two methods were compared and their ratio was monitored throughout the data

collection run.

5.1.1 Small Angle Trigger Beam Scalers

The number of incident muons satisfying the SAT beam definition was recorded with each
event and at the end-of-spill by scaler modules. The beam counting information was stored in
a variety of ways, for example, as the number of beam counts for a particular type of beam
since the last event of a specific trigger type. In this way, each type of triggered event could be

normalized by its corresponding beam type.

5.1.2 RSAT Beam Trigsers

A prescaled number of SAT beam events was written to tape for analysis. These events were
then Sl.zbjected to the beam tests in the Event Filter program (see Section 4.3). Since the RSAT
triggers were related to the scaled beams by the pre-scale factor, the corresponding number of
scaled beams could then be subtracted from the scaler count, leaving the correct number of

scaled heams for the SAT interactions.
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8.1.3 Beam Scaler - RSAT Beam Trigger Correlation

During data collection, two problems were present in the RSAT trigger which caused the
corresponding number of beams indicated by this method to be too high. The first problem,
which was preseut throughout the entire run, was an increase in the number of RSAT triggers
recorded caused by the inclusion of out-of-time events in the sample. The out-of-time events
were caused by an intermittent increase in the width of the beam signal from a NIM logic
module. This increase (~ 5 nsec) was large enough to allow signals from the wrong RF time
bucket to trigger the experiment. The additional out-of-time beams made up ~ 30% of the total
RSAT triggers. The beam scalers were not affected by this problem, and so the number of RSAT
triggers had to be modified to keep only those which were in the correct RF bucket. Several
methods of determining the timing status of events were tried and compared. The consistency
of these methods verified the correctness of the in-time evaluation. Upon correcting the RSAT
triggers by eliminating out-of-time heams, agreement was achieved between the beam scalers
and the RSAT triggers.

The second problem arose during the run; it corplicated the determination of the number
of in-time RSAT triggers. A reflection developed in the input to the trigger-forming logic
module on the cable from the RF timing module. The time of this reflection was 3 RF buckets
+ 3 ns (~ 60ns) later than the original signal. Figure 5.1 shows the effect of this reflection on
the trigger timing as recorded by a TDC on one of the beam trigger hodoscopes.

As can be seen, this reflection affected both the in-time and out-of-time triggers, but to a
varying degree. The reason for the difference in the relative heights of the signals can be seen
in Figure 5.2.

Note that the original RF signal and its reflection are both within the normal width beam
signal, and Lherefore, the relative heights of these two are the same. The important conclusion
from this is that for the in-time beam trigger signal, the reflection in the RF signal caused
exactly double the number of triggers to be recorded. Effectively, the pre-scale factor in the
RF signal was halved, allowing twice as many RF buckets to preseni themselves as trigger
candidates. However, it can be seen in Figure 5.2 that when the width of the signal was

increased due to the first problem mentioned, the original RF signal was in coincidence with
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Figure 5.1: TDC spectrum from two hodoscope elements in beam hodoscope plane SBT4Y.
The in-time events are those in the right-most distribution, and the out-of-time events are those
in the left-most distribution.

the beamn signal, but the reflected RF was just on the edge of the beam. Fortunately, the wider
heam signals are from out-of-time heams as mentioned above, so the undetermined number
of triggers caused by the reflected RF signal was not important. Since the reflection was not
present on the signal to the scaler latches, the beam scalers were not susceptible to this problem,
and therefore counted only those heams from the original RF signal.

In .surumary, the heam scalers counted the correct number of beams seen hy the apparatus.
Neither out-of-time triggers nor reflected signals were seen by the bean'x scaler latches. However,
both of these problems affected the RSAT beam triggers written to tape. To correct the
trigger problems, an aiternative method selected from several successful candidates was used
to determine the timing properties of all RSAT beam triggers. The in-time RSAT beam triggers

as determined externally were matclied by the beam scaler counts with no further corrections
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Figure 5.2: Coincidence of heam and RF signals.

until the reflected RF signal appeared. After correcting for out-of-time triggers, the pre-scale
factor for the RF was adjusted by exactly a factor of ; in order to compensate for the doubled
number of in-time RSAT beam triggers caused by the RF reflection. In this way, the number

of RSAT triggers and beam scaler counts agreed to 0.5%.

5.1.4 Beam Normalization Parameters

For each SAT event, the number of beams since the last event was written to tape with all of
the event information. Therefore, the incident flux needed to produce a deep inelastic scatter
was obtained by accumulating the -beams stored with each event in the sample. The actual
accumulated flux was reduced by modifications to the beam sample accepted for analysis.
Events were subjected to 3 cuts which reduced the total number of beams incident on the

targets. The fraction of RSAT triggers remaining after these cuts was determined for each
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data taking sub-period of typically 4 hours (denoted as a Run Block). This fraction was then
used to modify the total number of beams counted by the event scalers to form the beam
norinalization parameter. The following cuts were applied to the beams in both the RSAT and

SAT triggered events :

Event Filter Cuts

The SAT Event Filter, which included some tests on the beam, was run on RSAT triggered

events as well as SAT events (see Section 4.4).

Beam x? Probability Cut

After beam pattern recognition and track fitting, the quality of the fit was checked to ensure
that the track was acceptable based on its x? probability. The cut value was set at 0.001, which

eliminated approximately 3% of the reconstructed beams (see Figure 5.3).

Beam Momentum Cut

A minimum beam momentum requirement designed to help eliminate bad RSAT beams was
also imposed. In the raw sample of SAT and RSAT triggered events, a hole in the beam
hadascope aperture caused by inactive hodoscope elements allowed low momentum beams to
pass the trigger requirements whenever a random signal from a hodoscope element in the trigger
acceptance was seen. Normally, this did not affect the trigger since the random singles rate
from most of the hodoscope elements was negligible. In this case, however, one of the hodoscope
elements included in the SAT beam combinations (from SBT4Y) had a singles rate which was
~ 10% of the trigger rate. This resulted in a low momentum tail (< 400 GeV/c) on the beam
momex;tum distribution for raw SAT events of about 20%. Most of these events were cut by
the SAT Event Filter, but in order to gaurantee that none entered the final sample, a minimum

momentum cut of 400 GeV/c was applied.
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The level of agreement hetween the two methods used to determine the beam flux provided an

indication of the systematic error associated with the bearmn normalization factor. For both the

deuterinm and xenon target rns, the estimate of systematic error on the beam normalization

was 0.5%.

5.2 Target Density

In addition to the heam count, the target thickness is needed to determine the luminosity of the

experiment. The densities of the xenon and deuterium targets were monitored by continuous

temperature and pressure measurements which were recorded on strip charts.
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5.2.1 High Pressure Gaseous Xenon Target

The gaseous xenon target consisted of a target vessel filled to a pressure of ~ 210PSI and kept
at a temperature of ~ 20° C. The pressure was monitored continuously and measured to within
0.25 PSI. The temperature monitor measured the temperature to +0.1° C. The resultant
density calculation was done using a ideal gas equation of state modified by compressibility
corrections. The density was calculated for 5 different time periods for the full xenon target
data. One such time period included data taken when the target had developed a leak; this
data was not used in this analysis. Figure 5.4 shows the calculated density as a function of

time will the ¢ constant periods and leaking target indicated.
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Figure 5.4: Xenon target density versus timne. Indicated on the plot are the periods designated
as full target.

The average density of the high pressure xenon for the 4 running periods labelled as “full”

was calculated to he 0.08535 g/cm?.
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5.2.2 Liquid Deuterium Target

The stability of the liquid deuterium target was also monitored by constant measurements of the

temperature and pressure. The resultant target density was determined to be 0.16264 g/cm3.

5.2.3 Systematic Error on Target Density

The following table shows the measurement of the target density for the gaseous xenon and

liquid deuterium targets along with estimates of their associated statistical and systematic

measurement errors.

TABLE IX: TARGET DENSITIES

I Target ] Density (g/cm3) | OStat. | ISyst. [
Xenon 0.08535 0.00016 | 0.00015
Deuterium 0.16264 0.00001 | 0.00050

5.3 Small Angle Trigger Geometrical Acceptance

Since the xenon and deuterium targets had different sized vessels, in principle, the geometrical
trigger acceptance must be known for each target. In addition, changes in the beam phase
space could alter the acceptance as a function of time if different combinations of beam and
veto regions were dominant for the two targets.

The geometrical acceptance was calculated for each target vessel by generating Monte Carlo
events and applying the SAT requirements to the resultant scattered muon. Also, a test run
of the Monte Carlo was made for each target in the region where they overlapped to verify
that the acceptance was the same in that region. The position of the targets along the beam

direction was measured by two independent methods which agreed to within 1 cm.

5.3.1 Xenon Target

The xenon target vessel was designed to contain xenon gas at high pressure (210 PSI). The

target walls were relatively thick 10um mylar with 1 mm thick end caps. The target vessel was
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113 ¢cm long and had a diameter of 14 em. This information was included in the Monte Carlo
program along with the relative alignment information. The Monte Carlo generated 140000
events in various regions to cover the kinematic range used in this analysis and the results are

shown in Figure 5.5 as a function of Q? and zp;.
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Figure 5.5: SAT geometrical acceptance for the xenon target vessel.

5.3.2 Deuterium Target

The deuterium target vessel was made to acocmodate liquid deuterium and hydrogen. The
walls of the target vessel were made of 10 um mylar uniform throughout the entire vessel. The
target was 115 cm long and 16 cm in diameter. The target vessel was surrounded by a Rohacell
jacket to provide insulation. For this target, again, 140000 Monte Carlo events were generated
to check the SAT acceptance. Figure 5.6 shows the acceptance for the deuterium target as a

function of Q? and zp;.
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Figure 5.6: SAT geometrical acceptance for the deuterium target vessel.

5.3.3 Systematic Error on Trigger Acceptance

The measurement of the SAT trigger acceptance was, like the trigger itself, dependent on
the relative alignment of the SBT and SMS hodoscopes. Therefore, the largest source of
systematic error for this correction was determined by the degree to which the alignment was
known. During the run, the SMS hodoscopes were monitored continuously in order to determine
whether their alignment changed. Also, since many intermediate elements of the SAT trigger
were scaled, close watch on the veto counts would indicate movement of the veto region and,
therefore, the SMS hodoscopes. The maximum change in the SMS hodoscopes seen during the
entire 1987-88 running period was 2 mm in only one plane (incidentally, this plane was not
used in any SAT veto definition). The average shift in SMS position observed by the dedicated
alignment runs was 0.7 mm. This shift was used to determine the estimate of systematic error

in the SAT geometrical acceptance. Previous to the Monte Carlo run, alignment constants
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were once again checked for the SMS hodoscopes. The final result for each target vessel was
0.75% which added in quadrature yields a systematic error on the ratio of xenon to deuterium

cross sections of 1.05%.

5.4 Scattered Muon Reconstruction Efficiency

Since the data from the two targets was taken at different times, it was important to know
the time dependence of the muon reconstruction efficiency. It was found that the performance
of the muon reconstruction did change over time and that the change was due to changing

chamber efficiencies in the region of the scattered muon.

5.4.1 Time-Dependence in Muon Reconstruction

The scattered muon reconstruction efficiency was determined separately from RSAT beam
triggers and SAT triggered events. The RSAT events were particularly useful in determining
the reconstruction efficiency in the SAT beam region. This was because of the beam selection
and veto projection using specific SBT-SMS hodoscope element combinations stored in the
SAT Trigger Matrix modules. For each RSAT event, the position of the scattered muon in the
SMS counlters was known from the beam-veto projection. Therefore, using RSAT events with
SMS projections at the positions defined by the veto trigger matrices, the muon reconstruction
efficiency in the beam region of the Forward Spectrometer was measured. Figure 5.7 shows the
time dependence of the reconstruction efficiency for RSAT evenis from the deuterium running
period. The solid points represent the efficiency of forming a muon projection in the SMS
detector. The dotted points represent the efficiency for reconstruction of a muon track in the
Forward Spectrometer and the dashed line is the average measured chamber efficiency for the

PC chambers.

As can be seen in Figure 5.7, the muon reconstruction efficiency in the beam region changes
in the deuterium data by ~ 5%. The reconstruction efficiency of ~ 95% shown at the beginning
of the deuterium running period (left-hand side of Figure 5.7) has been reproduced by the Monte
Carlo for beam events using chamber efficiencies determined for this time period.

The estimate of reconstruction efficiency for SAT events was not as straight-forward since
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Figure 5.7: Time dependence of muon reconstruction efficiency - RSAT beam events taken
during the deuterium runing period.

the position of the scailtered muon in the SMS and PTM detectors was not known from the
beam-veto projections. However, the measured efficiencies for the PTM and SMS detectors
were near 100% and showed no time dependence. The reconstruction efficiency for muon
projections with these detector efficiencies was also ~ 100%, and the efficiency for matching
muon projections with a muon candidate in the Forward Spectrometer was > 99%. These
reconstruction efficiencies were verified by Monte Carlo using the SMS and PTM measured
efficiencies. An estimate of the reconstruction efficiency for scattered muons in the Forward
Spectrometer was obtained by requiring one and only one LPRO projection in each view (¥
and 7), and then counting the number of events in which an LMUN muon match was formed.
Figure 5.8 shows the time dependence of the scattered muon reconstruction efficiency in SAT

and RSAT events for the deuterium and xenon data taking periods.
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Figure 5.8: Time dependence of muon reconstruction efficiency - SAT and RSAT events in
xenon and deuterium.

Note that the same time dependence seen in the RSAT data is also seen in the SAT events,
but that the change during the deuterium running period is more pronounced (~ 8%). It is
important to note that the scattered muons in SAT events do not necessarily travel through
the same detector regions as the beamn muons do in RSAT events. Therefore, the correction
for time dependence of the scattered muon reconstruction requires a full position and time

dependent measurement of the chamber efliciencies in the Forward Spectrometer.

5.4.2 Scattered Muon Pattern Recognition Efficiencies

The search for loss in efficiency to explain the time dependence in the deuterium data started
with the measurementis done by the pattern recognition program on the wire chamber efficien-
cies. This program calculated average chamber plane efficiencies in a somewhat biased way

(since tracks were required to make efficiency measurements), but the results qualitatively re-
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flected the true chamber efficiency changes. Figure 5.7 shows that the average efficiency of the
PC MWPC’s changed at the same time that the drop in muon reconstruction efficiency was
seen. As mentioned in Chapter 4, the PC chambers were essential for the reconstruction of all
scattered muon trajectories. A check of the reconstructed muon irajectory coordinates in the
PC chambers revealed a time feature of the chambers that was known but for which there was
no previous indication of modified chamber performance. It was seen that in the coordinate
regions defined by two rings centered in the PC chambers, the muon reconstruction efficiency
was significantly reduced in the second Lalf of the deuterium data-taking period as compared
to that in the first half. The central region showed a much less pronounced change; this is
the region where unscattered muon beams were found. This explained the reduced inefficiency
seen in the RSAT data. Figure 5.9 shows the scattered muon reconstruction efficiency ratio for

the two deuterium data collection periods as a function of radius in the PC chambers.
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Figure 5.9: Ratio of muon recoustruction efficiency for the two deuterium data periods versus
radius.
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The kinematic distributions also reflected the change in efficiency. Figure 5.10 shows the

ratio of zp; and Q? distributions for the second half of the deuterium run (D22) compared to

the first half (D21) before and after the radial efficiency correction.
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Figure 5.10: Ratio of kinematic variable distributions for the deuterium data set before and
after the radial correction.

The source of the time dependent PC plane efficiency was traced to a change in the gas

mix which occured when the alcohol bubbler ran out of alcohol and was not refilled for several

days. The ahsence of alcohol, commonly used as a quencher (not by thirsty Physicists, but to

slow down ionization in the gas) in MWPC’s, allowed spacecharge to build up around the rings

defining the separated cathode plane regions (a design feature to allow deadening of specific

regions of the chamber), reducing the electric field seen by the ions in the gas in this region and

thus lowering the chamber efficiency. Figure 5.11 shows a radial map of the chamber efficiency

of PC plane PC2Y for the second half of the deuterium data collection, clearly indicating the
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Figure 5.11: PC2Y radial efficiency measurements before and after the change in the chamber
gas mixture.

rings of reduced efficiency.

5.4.3 Xenon/Deuterium Relative Reconstruction Efficiency

Prior to the start of the xenon data-taking period, the alcohol bubbler was refilled in the PC
gas system. From Figure 5.8, it can be seen that the RSAT muon reconstruction efficiency

appears to have returned to its previous value.

5.4.4 Systematic Error on Muon Reconstruction Efficiency

Since this analysis compares the ratio of the two targets, the correction factors have been
normalized to the first half of the deuterium data taking period. The muon reconstruction
efficiency for this period has been estimated by the Monte Carlo to be ~ 90% for SAT scattered

muons. The systematic error on the muon reconstruction efficiency contains contribution from
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two parts :
1. The correction applied to fix the deuterium time-dependence; and

2. The correction on the relative reconstruction efficiency of xenon to deuterium data.

Tle first estimate was made by comparing the kinematic distributions obtained in the two
paris of the deuterium data-taking period (see Figure 5.10). The systematic error on the
reconstruction efficiency correction for the deuterium data was < 1% based on these results.

The second estiniate was made using only information from the RSAT efficiency measure-
mentis. Based on these measurements, no correction was applied to the xenon data since the
RSAT muon reconstruction during the xenon running period closely matched the deuterium
before the change. As noted previously, however, this measurement is not in the region of the
scattered muon. The measurement only shows the degree to which the PC chambers returned
to their previous operating conditions after the alcohol bubbler was refilled. Using the ratio
of reconstruction efficiency in the scattered muon region of the PC’s compared to the beam
region, the difference in the reconstruction efficiency could be as high as 7%. Therefore, the
systematic error ou the relative reconstruction efficiency of the xenon to deuterium data taking
periods was estimated to be +7% and probably no less than —1% since the reconstruction
efficiency does not indicate a marked improvement.

Adding the time dependent and relative errors in quadrature, the overall systematic error
on the muon reconstruction efficiency correction to the xenon/deuterium cross section ratios

was estimated to be +7% and ~ —1%.

5.5 Empty Target Subtraction

Data were take:n with the target vessels emptied and subsequently subtracted from the full
target data. This was necessary for the measurement of the inclusive cross sections since
the position resolution of the primary vertex along the X coordinate was typically +20 cm.
Figure 5.12 shows a superposition of full and empty target distributions as a function of the
X coordinate of the vertex for the xenon target vessel (the corresponding distributions for

deuterium are similar).
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along the beain.

Figure 5.13 shows the correlation of target position with zg; for the empty target data for
the denterium target vessel.

Notice the large number of entries at zp; ~ 0.001 which occur at a target position of
~ —12 m. These events also showed activity in the electromagnetic calorimeter indicative of
single photons interpreted as being due to bremsstrahlung. The source of these events was an
aluminized mylar window located at —12 . ‘'he resultant enhancement of events at low zp5;

occured in both the denterium and xenon empty target data.

5.5.1 Xenon Results

Figure 5.14 shows the fraction of events in the xenon full target distribution originating from

interactions other than those from the xenon target gas as a function of zp;.
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Figure 5.13: Xyeptez versus zp; for empty target data from the deuterium target vessel.

The appropriate number of events for each zp; bin was subtracted from the full targe:
distribution to form the final sample of events from the xenon in the target vessel. The un-
certainty on this subtraction method was constrained by the limited statistics from the empty

target running period and was ~ 1%.

6.6.2 Deuterium Resulis

Figuré 5.15 shows the fraction of events in the deuterium full target distribution originating
from interactions other than those from the deuterium target liquid as a function of zp;.

The appropriate number of events for each zp; bin was subtracted from the full target
distribution to form the final sample of events from the deuterium in the target vessel. The
uncertainty on this subtraction method was again constrained by the limited statistics from

the empty target running period and was also ~ 1%.
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Figure 5.14: Fraction of events originating in the xenon target vessel.

5.5.3 Systematic Error on Empty Target Subtraction

The above estimates of the uncertainty in subtracting events from the target vessels and other
material were added in quadrature for each target vessel to determine the systematic uncer-
tainty for this correction on the Xe/Dj cross section ratio. The result was a contribution of

1.4% to the total systematic error.

5.8 Corrections for Radiative Processes

The single largest source of corrections to the raw event yields at zp; < 0.1 was due to processes
in which the beam and/or the scattered muon radiated a bremsstrahlung photon while passsing
the target nucleus. The probability of photon emission depends on the number of electrons in
the target atom (o< Z2/A4), and therefore, the correction is relatively large for heavy nuclear

targets. In this analysis, two independent methods were employed to identify and correct for
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Figure 5.15: Fraction of events originating in the deuterium target vessel.

the radiative events present in the DIS sample.

Figure 5.16 shows diagrams of typical radiative processes (up to order a2, ) which contribute
to the measured cross section.

The first two processes, 5.16a and 5.16b, are known as the vertex correction and vacuum
polarization, respectively. While they are important for absolute cross section measurement
and F; extraction, they are independent of the number of nucleons (A4), and therefore, are not
impor.tant in the calculation of cross section ratios.

Processes 5.16¢c and 5.16d, which represent bremsstrahlung from the beam and scattered
muon, respectively, are target dependent and are the largest source of radiative background in

a heavy nuclear target. In addition, these two processes come in 3 types :

1. Coherent - where the nucleus does not break up;
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Figure 5.16: Radiative processes of up to order a2, which coniribute to the measured cross
section for muon inelastic scattering.

2. Quasi-elastic - where the nucleus breaks up but the constituent nucleons do not break

up; and
3. Inelastic - where the nucleons break up and produce hadrons.

The coherent and quasi-elastic processes dominate the measured cross section at high v and
low Q* (or small angles since Q? and v are related to 6 by equation (3.1)) for heavy nuclear
targets. In this experiment, ~ 60% of the SAT events from the xenon target for v > 400 Gel~
contained bremsstrahlung photons resulling from these two types of interaction. Since no
hadrons are produced in these interactions, very little of the energy transfer is taken up by the
target (only to excite nuclei in quasi-elastic scattering). Therefore, all of the available energy
goes into the bremsstrahlung photon.

The selection of these events by the SAT was enhanced by the large loss of energy (v) at low
Q? by.' the muon in the target. Since interactions in the target occured inside a magnetic fieid,
the focussing condition was destroyed (the energy independence of the focussing condition is
only maintained if the particle has constant energy throughout the field region). Therefore, the

SAT trigger was dominated at high v by muon - nucleus bremsstrahlung in the xenon target.
Another source of low @2, large energy loss events was muon - electron elastic scatters, which

also were prevalent in the SAT data, although not in the kinematic region of this analysis (see

Section +.4).
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The inelastic process also generates photons which change the measured kinematics of the
scattered muon. Of course, this process depends on the structure function of the nucleons in
the two targets, and is, therefore a weak functiion of A. The bremsstrahlung photon in these
events shares the available energy, v, with the hadrons produced in the break-up of the target
nucleon. Since these events are generated according to the DIS cross section, they display a
1/v dependence, and represent an approximately constant fraction of the events (compared to
DIS) at all ».

Figure 5.17 shows the relative contribution to the measured cross section in xenon as a
function of y = »/E at zp; = 0.005 for the 3 types of radiative events described above.
The coherent and quasi-elastic processes are included together since they are very similar in

appearance in the experimental apparatus.
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Figure 5.17: Relative contribution of the dominant radiative processes as a function of y for
fixed zg; = 0.005.
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5.6.1 Radiative Correction Calculations

The calculation of the above radiative processes has been described by several authors {49, 58]
and [4], and their results have been applied to muon scattering experiments. These two methods
are very similar in their treatment of the coherent, quasi:ela.stic and inelastic contributions
described above, differing mainly in higher order (in aem) calculations and the inclusion of
electro-weak interference. In this analysis, a calculation of the radiative processes in xenon and
deuterium has been done using a modified program from the EMC group, which employs the
method of Mo and Tsai [49, 58]. This method has been compared to the method of Akhundov
et al. [4] by Lietzke and Wimpenny [43] with the conclusion that the two methods were nearly
the same (to within 1%) for zp; < 0.3, increasing to ~ 4% in the region above zg; = 0.8
and Q? = 200(GeV/c)2. The following section describes the input to the radiative correction
program and the results of using it to calculate the contribution to the measured cross section

on both xenon and deuterium.

Xenon

The largest correction to the data used in this analysis was that due to coherent bremsstrahlung
generation in the xenon target. Therefore, the largest source of systematic error in the total

correction is due to the lack of knowledge of the xenon elastic form factor.

Form Factor for Elastic Scattering One of the simplest models used to parametrize the

charge density of a nucleus is the Two-Parameter Fermi distribution :

Po
Zy (L+ =R

p(r) = (5.3)

where the sum is performed over all the nuclear isotopes, R; is the charge radius, and v; is
the “skin thickness” of the charge distribution (a measure of the steepness of the slope of
the charge distribution at its edge). The elastic form factor is then determined by Fourier
transform of this charge distribution. The two parameters, R; and v; have been measured for
many elements, however, they have not been measured for xenon. For input to the radiative

correction program, these two parameters were obtained by interpolating results from nuclei
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with atomic numbers close to that of xenon. Specifically, the paramaters have been measured
for many isotopes of tin (including Snj2¢ which also occurs in xenon) and Lanthanum (average
A = 138). The interpolation of the parameters for these two nuclei yields a charge radius value
of 5.7 fermi and a skin thickness of 0.55 fermi for Xej31. These values were used to generate
the elastic form factor for xenon and the resulting radiative correction factors compared with
the same results ohtained with different parameters. For example, a change in the charge radius
of 10% resulted in a change in the radiative corrections due to coherent scattering of less than
1%. The variation of the v had no effect on the results. The total radiative correction results
on xenon have been compared to other heavy nuclei, such as lead and copper, showing that the
xenon results are consistent with those from other nuclei. This comparison is shown in Figure

5.18.
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Figure 5.18: Radiative correction factors for Pb, Cu, and Xe presented as ratios of the correc-
tions for the heavy nuclei compared to deuterium.
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F; Parameterization for Inelastic Scattering The structure function F; has not been
measured for xenon, and therefore, no specific parametrization exists for input to the radiative
correction calculation. However, since the dominant corrections in xenon are due to coherent
bremsstrahlung production, the lack of knowledge of F provides a'small contribution to the
total systematic error. The parametrization used was that of the EMC group (8], who found
that by varying F; of calcium by a large amount (enough to cancel the EMC Effect at high
zp;) contributed < .2% to the systematic error on the radiative corrections. Since no previous
measurement of I3 for xenon has been measured, the parametrization of this structure function

was taken to be the same as that used by EMC for other heavy nuclei, e.g. Cu, Sn, and Fe.

Corrections to Measured Cross Sections Figure 5.19 shows constant radiative contribu-
tion contours for xenon as calculated by the radiative correction program in the Q? and zp j

plane defined by the kinematic cuts used in this analysis.

Deuterium

The input parameters to the radiative correction program for deuterium nuclei have been used
in previous results and have been undertood regarding any systematic effects related to the
measured and calculated parameters. The following sections describe the determination of the

systematic error in the deuterium radiative correction calculations.

Form Factor for Elastic Scattering For deuterium, the contribution of elastic scatters
accounts for a very small fraction of the total measured cross section. The total radiative
correction for deuterium was calculated by Arvidson, et al. 8] using two very different form
factors as input. The difference in the total radiative corrections amounted to < 0.1% for these

two methods.

F, Parameterization for Inelastic Scattering The parametrization of F; for deuterium
was found by Arvidson, et al. to contribute a negligible amount to the systematic error on the

radiative corrections.
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Figure 5.19: Radiative correction factor contours for xenon.

Corrections to Measured Cross Sections Figure 5.20 shows constant radiative contribu-
tion contours for deuterium as calculated by the radiative correction program in the Q3 and

zp; plane defined by the kinematic cuts used in this analysis.

Systematic Error on Radiative Correction Calculations

To correct the cross sections meéasured in this analysis, the radiative correction program was
run to calculate the 'correction factors on a fine-grained Q2 and zp; grid, using the onput as
described ahove. An interpolation routine was used to smooth the correction between grid
points, resulting in an almost continuous calculation of the fraction of events at a particular Q3
and zp; point that were of radiative origin. Each event was therefore weighted by the fraction
of events at a particular Q* and zp; point which were DIS events according to the radiative

calculation.
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Figure 5.20: Radiative correction factor contours for deuterium.

The source of systematic errors was thus due to the error on the calculation by the correction
program due to the uncertainties of the inputs, and to the ratio of radiative to total cross section
used to weight tlhe events. For deuterium, both systematic errors were small (< 1% for the total
contribution), but for xenon, since neither F or the charge distribution parameters have been
measured, the systematic error could be large. For xenon, the uncertainty in the calculation
due to the input parameters appears to be small, even though the charge density parameters.
have ﬁot been measured. Allowing the parameters to vary from the next lowest measured

isotope (Sn;16) to the next highest measured isotope (Laias) yielded a worst case difference in

the calculated correction factor of ~ 1%.
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5.6.2 Electromasnetic Calorimeter

An alternative way to identify the contribution to the measured cross section from radiative
events is to actnally detect the events in the data sample. For this analysis, the electromagnetic
calorimeter detected and identified photons formed in radiative events; theses events were then
discarded from the total sample. In principle, this method identifies phofons formed by coherent
and quasi-elastic radiative processes. However, even though photons formed in inelastic events
can be detected in the calorimeter, these events are hard to eliminate since there are many
methods by which energy can be deposited in the calorimeter from the products of inelastic
events. If the source of the photon could be identified, i.e. that it came from the beam
or scattered muon, then these events could also be corrected in the data sample. For this
analysis, however, the intent of the calorimeter analysis was to identify cpherent and quasi-
elastic radiative events and to cut these from the data sample [54, 55]. Figure 5.21 shows the
comparison of radiative correction calculations for the coherent and quasi-elastic contributions
to the cruss section compared to the Electromagnetic Calorimeter cut for these events.

Note that since the dominant processes for y > 0.5 are the coherent and quasi-elastice
processes and, therefore, in the high y region, the two methods should yield similar results.

The error hars represent statistical errors on the cut ratio to the initial sample.

Calorimeter Cuts for Xenon and Deuterium Data

The calorimeter response was used to discard events based on a fit of energy deposited in the
calorimeter divided by v (the energy available in the event) for muon - nucleus bremsstrahlung
candidate events selected from the data. The calorimeter response for the selected events
from both the xenon and deuterium data sets were fitted separately in order to check that the
response was consistent between the two targets. The result was that both fits agreed to within
4% as shown in Figure 5.22.

The following fitted parametrization was used for both data sets :
Egai/v = 0.60 — 0.356 x 1073v — 0.706 x 10™%? + 0.160 x 107%° (5.4)

Any event with Ec,/v greater than this result and in which the calorimeter showed two or less
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Figure 5.21: Comparison of calculated radiative corrections to the ratio of cut events by the
Electromagnetic Calorimeter on the total sample.

clusters of energy, was considered a muon - nucleus bremsstrahlung event and was subsequently
cut from the final data sample (the maximum cluster requirement was imposed to reduce the
number of DIS events lost due to the low calorimeter energy to v ratio). The fraction of DIS
events lost due to the calorimeter cut can be monitored by counting the number of particle
tracks associated with the primary vertex in events that are discarded. Aside from the incident
and scattered muon tracks, no other tracks should be associated with the vertex in coherent or
quasi-elastic muon - nucleus bremsstrahlung events. Figure 5.23 shows the number of associated
tracks at the vertex for events which were cut using the calorimeter. '

The DIS loss rate, as determined by this method, was estimated to be < 2% for both data
sets, which may be an overestimate of the loss rate since many of the single fitted track events

may be due to electrons from u - e elastic scattering in the target “leaking” into the z5; range
y u g j g
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Figure 5.22: Calorimeter response to muon bremsstrahlung events, comparing the fitted results
for xenon to deuterium.

defined by the kinematic cuts (see Section 4.4).

Systematic Error on Calorimeter Cuts

An estimate of the systematic error associated with the use of the elelctromagnetic calorimeter
is difficult to determine without a very detailed Monte Carlo calcglatién including a full sim-
ulation of the calorimeter response. The méthod used in this analysis, that of fitting muon -
nucleus bremsstrahlung events in order to measure the response of the calorimeter, was done
to determine if the response was altered as a function of time. If the response had been sig-
nificantly different for the two running periods, a cross calibration would have had to be done
relating the two response functions. As it was, the calorimeter response was the same to within

5% using the results of the fit.
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5.7 Non-Isoscalar Target Correction for Xenon
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In principle, when measuring the cross section per nucleon, the difference in the scattering cross

section from neutrons and protons will affect the results. It is, therefore, advantageous when

comparing several nuclei to use only nuclei which are isoscalar. In this analysis, a comparison is

made hetween a non-isoscalar nucleus, xenon, and an isoscalar nucleus, deuterium. Therefore,

the cross section per nucleon for xenon should be corrected for this difference, if there is any.

Figure 5.24 shows the ratio of neutron/proton structure functions as a function of zp; [12].

Note that at low zp;, the ratio of o, /0, is consistent with 1.0, indicating that the neutron

and proton appear as similar objects (this is expected since at low zp;, the virtual photons are

absorbed by sea quarks). A parameterization of these results yields :

Fa*(z)/FaP(z) = 1 — 1.85z  2.45z2° — 2.35z% + =* (£.015)

(5.5)
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The correction factor for the xenon data in each zp; bin is calculated according to :

Ax.[1 + R (z)/ FP(z)]
2(Zx. + Nx . Fa™(z)/ FaP(z)]

C(z) = (5.6)

and is shown in Table 5.2.

5.7.1 Systematic Error on Non-Isoscalar Correction

From Table 5.2, the systematic error introduced by the correction applied to the xenon cross

section was 0.3%.

5.8 Summary of Systematic Errors

The systematic error estimates obtained after making the corrections described in this section
are summarized in Table 5.3. The total contribution is given for both radiative correction

results and for calorimeter cut results (in parentheses).




TABLE X: NON-ISOSCALAR CORRECTION FOR XENON

zp; C(z) [ oC(x) I
0013 | 1.0002 | .0030
0021 | 1.0003 | .0030
.0035 | 1.0006 [ .0030
0060 | L0010 | .0030
0098 | 1.0016 | .0030
016 | 1.0026 | .0030
027 | 1.0044 | .0030
045 | 1.0073 | .0030
074 | 10119 | .0030
126 | 1.0200 | .0031

TABLE XI: SUMMARY OF SYSTEMATIC ERRORS

| Source _I ~__ Estimate on Ratio __l
‘Beam Normalization T 0.7% ]
Non-Isoscalar Target 0.3%
Target Deusity 0.4%
""Trigger Acceptance 1.05%
'Empty Target Subtraction 1.4%
" Muon Reconstruction Efficiency 7.0%
Radiative Processes
Radiative Corrections 1.4%
Calorimeter Cut 5.0%

[ Total [ 7.4% (8.8% with Calorimeter Cut) |

114



6. XENON/DEUTERIUM CROSS SECTION RATIOS

Tn this section, the results of the ratios of cross sections will be shown starting from uncor-
rected, normalized event yield ratios and ending with the final, fully corrected ratios determined
by 3 independent methods. The z5;, @3, and v dependence of the uncorrected ratios show
the same trends as in the corrected ratios. A comparison of the 3 different methods used to

eliminate background due to radiative processes is made as follows :

. 1. More restrictive kinematic cuts were applied to reduce the fraction of radiative events in

the sample.

[

. Radiative corrections were calculated according to the method of Mo and Tsai (see Section

5.6).

3. Events were cut using tlie total amount of energy detected in the electromagnetic calo-

rimeter.

The agreement between the 3 methods indicates the amount of systematic error introduced by

the radiative correction procedures.

6.1 Raw Event Yields

The uncorrected event yields from the xenon and deuterium targets are presented in Figure
6.1 as a function of zp;; only the “standard” kinematic cuts (as defined in Section 4.4) are

applied. There are ~ 10000 events passing these kinematic cuts from each target.
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Figure 6.1: Raw event yields from xenon and deuterium shown as a function of log zp;.
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Figure 6.2 shows the raw distributions as a function of @3, splitting the data into two zp;

regions; the choice of the two zp; regions was made to divide the data into shadowed and

un-shadowed regions (which will become apparent in Section 6.3).

Figure 6.3 shows the raw distributions as a function of v in the range 40 GeV < v <

300 GeV; the upper limit was determined by restricting the total radiative correction to be

< 50% in any v bin for xenon.
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Figure 6.2: Raw event yields from xenon and deuterium shown as a function of log Q2. The
zg; range has been divided into two regions for this plot.
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8.2 Uncorrected Cross Section Ratios

In Lhis section, Lhe uncorrected event yields will be normalized by the luminosity observed in
each target to obtain uncorrected cross section ratios. The following table shows the parameters

used and the measured luminosity for the xenou and deuterium targets.

TABLE XII: TARGET LUMINOSITY

Tar get N, beams ptarget Itarget Luminosity
(Xlow) (g/cm3) (em) PIN 4 Nieams (x 1034 cm_z)

Xenon 0.9348 0.0851 113 5.4134

Deuterium | 0.4355 0.1630 115 4.9160

Figure 6.4 shows the uncorrected Xe/D, cross section ratio as a function of zg; for all v

and Q3.

Figure 6.5 shows the uncorrected Xe/D; cross section ratio as a function of @2 for the two
zpg; regions.

Figure 6.6 shows the uncorrected Xe/D; cross section ratio as a function of v for all zp;
and Q2.

The uncorrected ratio as a function of 2zp; and v shows a tendency towards increased

depletion at low zp; and high v and the amount of depletion showing a slight Q2 dependence.
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Figure 6.6: Uncorrected Xe/D, cross section ratio as a function of v.
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8.3 Corrected Cross Section Ratios

In this section, cross section ratios will be shown which include the full complement of correction
factors applied to the data as discussed in Chapter 5. All of the ratios are corrected for empty
target events, reconstruction efficiency (in the deuterium data), and trigger acceptance. In
addition, each of the 3 metliods described in Section 6.1 will contain the correction or cut used
to eliminate the contribution from radiative processes. Figure 6.7 shows the corrections for
muon reconstruction efficiency and trigger acceptance applied to deuterium (solid line) and

xenon (dotted line) as a function of zp;.
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Figure 6.7: Reconstruction efficiency and acceptance correction factors for deuterium (solid
line) and xenon (dotted line) as a function of zp;.

Note that there is no muon reconstruction efficiency correction factor (= 1.0) for xenon

(see Section 5.4). Figure 6.8 shows the xenon/deuterium ratio of these correction factors as a

function of zpj.
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Tigure 6.8: Xe/D, ratio of muon reconstruction efficiency and trigger acceptance corrections

as a lunction of zp;.

6.3.1

Kinematic Cut Results

The first method used to reduce the amount of radiative events present in the final sample is to

redefine the kinematic region used to select DIS events. In a plot of Q2 versus v, the radiative

contributions are present at low Q? and high v (see Figure 4.9). By redefining certain kinematic

cuts, it can be seen that the majority of the radiative events can be removed from the sample

without sacrificing all of the data. The following kinematic cuts are used to calculate ratios :

e Q%> 0.2(GeV/c)?

e zg; > 0.002
o v > 40 GeV

° y:V/E<0.5
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I"igure 6.9 shows the corrected cross section ratio versus z pj with these kinematic cuts and

with all corrections except radiative applied.
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Figure 6.9: Corrected cross section ratio as a function of 2 g; evaluated with redefined kinematic
cuts.

Figure 6.10 shows the cross section ratio versus Q23 in two zp; regions with the same
corrections and kinematic cuts applied.

Figure 6.11 shows the corrected cross section ratio versus v with the same cuts and correc-
tions.

The cross section ratio again shows shadowing in the low zp; and high v régions and is

consistent with little or no @? dependence.
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Figure 6.10: Corrected cross section ratio as a function of Q2 evaluated with redefined kinematic
cuts. .
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Figure 6.11: Corrected cross section ratio as a function of v evaluated with redefined kinematic
culs.
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6.3.2 Radiative Correction Results

In this section, the “standard” kinematic cuts will return and the presence of radiative back-
ground will he treated by applying the calculated radiative corrections (see Section 5.6).
Figure 6.12 shows the radiative correction factors calculated for deuterium (solid line) and

xenon (dotted line) as a function of zp;.

Radiative Correction Factors
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Log xg
Figure 6.12: Radiative correction factors for deuterium and xenon as a function of log zBj.

The maximum radiative contribution of ~ 40% in the lowest zg; bin was determined by the
choice of the maximum y = v/E = 0.75 defined in the “standard” kinematic cuts (see Section
4.4). Figure 6.13 shows the xenon/deuterium ratio of these correction factors as a function of
TB;.

Figure 6.14 shows the corrected cross section ratio versus zpg; with the “standard” kinematic
cuts and all corrections (including radiative corrections) applied.

Figure 6.15 shows the cross section ratio versus Q? in two zp; regions with the same

-
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Figure 6.13: Xe/D, ratio of radiative correction factors as a function of z5;.

corrections and kinematic cuts applied.

Figure 6.16 shows the corrected cross section ratio versus v with the same cuts and correc-
tions.

The presence of shadowing is clearly indicated in the cross section ratio in the low zp;
region and in the entire v range with no increase in the lowest zp; and high v bins, and are

consistent with a flat Q? dependence.
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Figure 6.14: Corrected cross section ratio as a function of zp; evaluated including radiative
corrections.
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Figure 6.15: Corrected cross section ratio as a function of Q? evaluated including radiative

correctious.
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Figure 6.16: Corrected cross section ratio as a function of v evaluated including Radiative
Corrections.
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68.3.3 Calorimeter Cut Resulis

The final section for reporting the fully corrected cross section ratios will use the electromagnetic
calorimeter to cut those events which are determined to be radiative in nature. As described
in Section 5.6, the calorimeter was used to selectively cut events in which a large fraction of
the available energy was seen only in the calorimeter, indicating the presence of a high energy
photon resulting from a coherent or quasi-elastic x4 - nucleus scattering interaction.

Figure 6.17 shows the ratio of events remaining after the electromagnetic calorimeter cut

to the raw sample for deuterium (solid line) and xenon (dotted line) as a function of z5;.
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Figure 6.17: Effect of the Electromagnetic Calorimeter cut for xenon and deuterium as a
function of log zBjy.

Figure 6.18 shows the xenon/deuterium ratio of these cuts as a function of zp;. The error
bars represent the statistical error on the ratio of cut events to raw events.

Overlayed on this plot is the ratio of radiative corrections (dotted line) from Figure 6.13.
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Figure 6.18: Xe/D; ratin of the Electromagnetic Calorimeter cut as a function of log z ;.

The two curves show no difference within the statistical precision of the calorimeter correction
result.

Figure 6.19 shows the corrected cross section ratio versus zg; with the “standard” kinematic
cuts and all corrections (after the electromagnetic calorimeter cut) applied.

Figure 6.20 shows the cross section ratio versus @Q? in two zp; regions with the same
calorimeter cut and kinematic cuts applied.

Figure 6.21 shows the corrected cross section ratio versus ¥ with the same kinematic and
calorimeter cuts applied.

The cross section ratio again shows shadowing in the low zpg; region and in the entire v

range and shows the same Q? dependence seen in the ratios with radiative corrections applied.
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Figure 6.19: Corrected cross section ratio as a function of 2p; evaluated including the Electro-
wmagnetic Calorimeter cut.
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Figure 6.20: Corrected cross section ratio as a function of @? evaluated including the Electro-
magunetic Calorimeter cut.
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6.4 Comparison of Correction Methods

The 3 dilferent methods used to correct for the presence of the radiative background in the
data sample are compared in overlapping regions of the kinematic variables. Figure 6.22 shows

the results of the 3 methods plotted as a function of zp;.
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Figure 6.22: Comparison of cross section ratios for the 3 methods indicated as a function ofz ;.

Figure 6.23 shows the comparison of the cross section ratios for the 3 methods as a function
of Q? in the two zp; regions.

Figure 6.24 shows the results of the 3 methods plotted as a function of v.

Within the measured statistical errors, all 3 methods agree in the overlap region with the
redefined kinematic cut results. The results using calculated radiative corrections and the
calorimeter cut agree over the total range within statistical errors. It can be seen, however,

that there is a systematic increase of the ratio for the calorimeter cut ratio over the radiative
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Figure 6.23: Comparison of cross section ratios for the 3 methods indicated as a function of
Q°.
correction ratio of a few percent. The reasons for this are not known, but some suggested

explanations are :

1. Electromagnetic Calorimeter inefficiency. It is possible that there is a time dependence
in the calorimeter efficiency. In this analysis, only the cathode pad readout is used, and
this has been estimated to be > 99% efficient for recording the presence of photons. The
response of the cathode pads was also monitored closely during the run and corrected
for time variations. Also ; possibility was that the calorimeter readout dropped out of
the data acquisition. This was possible for events with a large number of words in the

readout chain. This was also checked and found to be time independent to within 1%.

2. Bremsstrahlung photons from inelastic scatters. The calculated radiative corrections in-

clude contributions from inelastic events in which the beam or scattered muon radiate a
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Figure 6.24: Comparison of cross section ratios for the 3 methods indicated as a function of v.

photon. This type of event was not cut with the calorimeter so as to keep the DIS loss
rate small (see Section 5.6). In principle, the contribution from these events should be ap-
proximately A independent since they only depend on the structure function Fy. Figure
5.17 shows the relative contribution of these events from the radiative correction calcu-

lation program. The measurement of F; for the xenon target is necessary to determine

the relative correction due to these processes compared to deuterium.

3. Electromagnetic Calorimeter cut too conservative. Since the cross section ratio for the
calorimeter cut is systematically higher than that from the radiative correction calcula-
tion, it may he that the Ecg /v ratio used to determine if events are to be cut is too
high, or that the cluster requirement is too restrictive. As shown in Section 5.6, the
value used was based on a fit of events selected for their high probability of being due to

muon - nucleus hremsstrahlung and the cluster requirement was confirmed by checking
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the number of tracks associated with the primary vertex. However, the coherent scat-
tering bremssirahlung events were most likely to result in a lower Ec,/v ratio since the
high energy pholon generated in such events saturated the charge collecting ability of
the calorimeter, resuiting in an underestimate of the energy contained in the detected

photon. This problem can only be corrected by greater segmentation in the region in

which these photons are seen.

The most likely explanation for the systematic difference is probably i!:em 3, but to correct for

this by lowering the E¢q /v ratio for the cut would introduce a greater DIS loss rate considered

unacceptable for this analysis.
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8.5 Tabulated Results

Tables XIIT - XV contain the tabulated results of the fully corrected (including radiative cor-
rections) cross section ratio as a function of each of the 3 kinematic variables z5;, @2, and v.
Also shown are the statistical and systematic errors for each point. For the 2p; and v results,

average Q? values are reported, and for the Q3 results, average zp; values are included.

TABLE XIII: ox./op, VERSUS zp;

| zp; Dependence |
U'Xe/a'Dl TBj < Qz > | Ostat | Tayst
639 | .0013 | .406 | .021 | .047
.680 0021 | .597 | .025 | .050
748 | .0035 | .861 | .028 | .055
.780 | .0060 [ 1.310 | .030 | .058
.788 | .0098 | 2.073 | .032 | .058
844 016 | 3.301 | .039 | .062
.946 027 | 5.231 | .050 | .070
.950 045 | 8.022 | .060 | .070
940 074 | 12.377 | .075 | .070
.926 126 | 26.195 | .103 | .069




TABLE XIV: ox,/op, VERSUS @3
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| Q? Dependence (.OOIiZBj < .025)

1 Q’_D_ependence (.025 < zp; < .2) |

———

a‘.\'e/"Dn Qg < ZBj > | Ogtat Tayat UX./”D, Q’ < ZBj > | Tutat O syst
.752 129 0013 .087 | .056 .898 2.04 .028 .152 | .066
.831 214 0018 048 | .061 965 3.47 .035 081 | .071
.731 .355 0024 .030 | .054 .985 5.75 047 070 | .073
691 .589 0037 .023 | .051 .961 9.77 .066 073 | 071
807 77 0059 027 | 060 1.101 16.22 .088 .102 | .081
.832 1.62 0096 .032 | .062 909 27.54 127 125 | .067
.808 2.69 0120 .040 | .060 1.303 45.71 200 277 | 096
712 4.47 0139 045 | .053 .794 77.62 237 264 | .059
.852 7.41 .0168 .086 | .063 - - - - -
.808 12.30 .0203 .150 | .060 - - - - -

TABLE XV: ox./op, VERSUS v

D Dg_]:_endence

|

a’.\'e/anz v < Qz > | Ostat | Tayat
808 | 53 | .406 | .022 | .060
796 | 79 | .597 | .028 [ .059
819 |105| .861 | .035 | .061 |
.790 131 1.310 .038 | .058
761 | 157 | 2.073 | .043 | .056
765 | 183 | 3.301 | .048 | .067
804 | 209 | 5.231 | .055 | .059
733 | 235 | 8.022 | .051 | .054
623 | 261 | 12.377 | .045 | .046
682 | 287 | 26.195 | .051 | .050




7. COMPARISON OF RESULTS

The xenon/deuterium cross section ratios obtained in this analysis will be compared to
other experimental results and Lo theoretical results where quantitative predictions have been
made. Some experimental and theoretical results are expressed as F4 /FgD (ratio of structure
function per nucleon in a nuclear target compared to that in deuterium) instead of ratio of
cross sections. By examining Equation 1.27 in Section 1.1, it follows that if R = o‘L/c;'.T is
independent of A (as the best available evidence indicates [30]), then o4/0p = F34/F;P and
direct comparisons are possible. Also, the ratio A°/f/A is an equivalent way of expressing the

ratio of cross sections per nucleon, and will therefore be compared directly.

7.1 Comparison with Other Experiments

For direct comparison, the NA28 (EMC Collaboration) experiment is the closest in apparatus
design and experimental technique to E665. The method of triggering (7] was very much like
the SAT described in Chapter 3. The kinematic ranges in zp; and Q? were very similar in
botli ‘experiments, with the NA28 region being a subset of the E665 range.

The EMC Collaboration also examined the ratio of structure functions in tin (4 = 118)
compared to deuterium for an zp; range which substantially overlaps with NA28 and E665,
but at Q2 values higher than those obtained in NA28. Figure 7.1 shows these results compared
to the E665 xenon/deuterium ratio as a function of zp;.

The progression of the EMC results shows stronger shadowing as a function of 4. From these

144
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Figure 7.1: Comparison of E665 oyx./op2 results to NA28 Fg“/FgD results for carbon and
calcium and EMC results for Fy5™ / RD. )

results, it is expected that the E665 xenon results should closely match those of EMC tin. How-
ever, Figure 7.1 shows that the E665 results more closely match the NA28 calcium/deuterium
ratio. A possible source of this discrepancy could be the systematic errors quoted for each of
the results; NA28 quotes a 7% systematic error on the normalization, and EMC reports a 5%
total systematic error. Taking the systématic error for this analysis of ~ 7%, the ratios can
be rearranged to show a consistent A dependence. It must also be noted, however, that the
tin/deuterium ratio does not agree withh the A dependence shown by the carbon and calcium
ratios when included in the same theoretical model.

Figure 7.2 shows the cross section ratio as a function of Q2 in the two zp; regions for this
analysis compared to the Q? dependence of the NA28 calcium/deuterium results.

A flat dependence on Q? is indicated for both results with the E665 ratio extending the
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Figure 7.2: Comparison of E665 ox./opa results to the NA28 Fgc"/FgD results as a function
of Q.
range in Q* over which this dependence is seen. From the low zg; range plot, it can be seen
that shadowing persists for Q? values of up to 10 (GeV/c)3.

The recent results from the Drell-Yan experiment E772 at FNAL also show shadowing as
a function of x, - the fraction of the target nucleon’s momentum carried by the struck quark.
The Drell-Yan process in the continuum region between the J/v and the Y represents masses
(analagous to Q in deep inelastic scattering) between 4 GeV and 8 GeV, or Q? values from
16 — 64 (GeV/c)3. The lower limit on z, is ~ 0.04 determined by the trigger acceptance. Figure
7.3 shows the results from E772 for ratios of calcium/deuterium, iron/deuterium (Ar. = 56),
and tungsten/deuterium (Aw = 184) event yields per nucleon as a function of z, compared
with the results from this analysis. The NA28 calcium/deuterium structure function ratio is

also included as a direct comparison of like targets.
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Figure 7.3: Comparison of E665 ox./op; results to E772 Drell-Yan ratios of event yield per
nucleon for calcium, iron, and tungsten. The NA28 F,¢°/ F3P result is also included.

The comparison of these results shows a consistent A dependence of shadowing among the 3
E772 targets represented, and the calcium/deuterium ratios of E772 and NA28 show fairly good
agreement. The systematic error quoted on the E772 results is < 2%. It must be remembered
that the Q2 values of the NA28 data (0.3 (GeV/c)? < @? < 3.2 (GeV/¢)?) do not overlap with
the £772 (Mass)? of > 16 GeV2. Therefore, the agreement of the two data sets in these two
different kinematic ranges is further indication of the Q2 independence of shadowing as seen in
the NA28 and E665 data.

The final comparison with other experiments is to compare the v dependence seen in the
E665 xenon/denterium cross section ratio with the ratio of A*/f /A seen in real photon scattering
data. Figure 7.4 shows the v dependence of carbon/deuterium, copper/deuterium (Ac, = 64)

and lead/deuterium (Ap, = 207) from reference [23] along with the E665 xenon/deunterium »
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Figure 7.4: Comparison of E665 ox./op) results to real photon results of A.s5/A for carbon,

copper, aud lead as a function of v.

7.2 Comparison with Theoretical Models

The theoretical models used to explain shadowing are divided into two basic types as discussed

previously; those which model the ratio of cross sections by vector dominance and its variations,

and those which use some variation of parton recombination to explain the effect. While both

types of models can explain the existence of shadowing at low zg; (or high v), varying degrees

of shadowing are predicted by the individual models in each category such that it is hard to

distinguish between general types as opposed to individual models. However, the one item

which separates the two general categories and can be used to give support to one or the other

is the Q? dependence of the ratio. In the vector dominance models, the presence of Q? in
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the denominator of the energy difference between the photon and hadronic states eventually
dominates the ratio, forcing shadowing to go away at high Q3. The slope of the dependence can
be modified by including increasingly heavy vector mesons, but the quantitative predictions of
the resulting dependence on Q2 show large variations in the shadowing signal as Q? changes.
On the other hand, the parton recombination models can exist with a very slight or even

non-existent Q? dependence which the recent data of NA28 [6], E772 (5], and now E665 show.
It is seen in this study as well as in the individual experiments NA28 and E772 that the Q3
dependence appears to be flat over the range 0.1(GeV/c)? < Q? < 30(GeV/c)?, agreeing with
Qiu 53], who indicates a slight Q2 dependence in this range. Figure 7.5 shows a comparison

of this data with the results of Qiu’s predictions.
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Figure 7.5: Comparison of the Q? dependence from a QCD shadowing model to the observed
dependence of ox./oD2.



8. CONCLUSIONS

This analysis featured the following items which were unique in this study of the low zp;

structure of free nucleons compared to nucleons in nuclei :

e The highest muon beam momentum (490 Gel’/c average) and virtual photon energy

(v = 350 GeV) in a DIS experiment.

The lowest zg; (0.001) reached in a DIS experiment.

The largest Q* range (0.1 — 50 (GeV/c)?) in a DIS low zp; experiment.

The use of xenon (4y. = 131) to provide bound nucleons.

The use of both radiative correction calculations and electromagnetic calorimetry to cor-

rect for the presence of radiative background for the first time in a low zp; cross section

ratio measurement.

The results of this analysis qualilatively confirm previous results from various nuclear tar-
gets and probes. The presence of shadowing at low zp; is seen. No evidence for saturation of
the shadowing effect down to zp; = 0.001 is seen in this analysis of ox./op,. In addition, by
studying the ratio dependence on different kinematic variables, it has been determined that the
dependence of the ratio of cross sections on the scaling variable zp; is the natural way to model
shadowing. The Q? dependence at fixed zp; shows that shadowing does not disappear as Q*

increases whiclh is contrary to vector dominance models. In fact, this analysis shows that the
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lack of Q? dependence is consistent with Qiu’s model [53] which predicts a flat Q@3 dependence
at fixed zp;. Also, the recent Drell-Yan shadowing results support the lack of Q@? dependence
when the calcium results at high Q7 are compared to the NA28 results at Q3 ~ 1(GeV/c)?.
The v dependence of the ratio (at all Q2 since no Q? dependence is seen) also indicates that
the naive vector dominance model (or p dominance) is also not consistent with the data. It is
possible that more recent generalized vector dominance models are consistent with the observed
v dependence, but as shown in Section 7.2, these models are not consistent with the data as a
function of Q3.

All of the above observations point to a parton model approach to explain shadowing in
nuclear targets. The zp; dependence of the rativ as seen in this analysis can be explained by the
sea quark and gluon recombination models as suggested by Mueller and Qui [51]. While some
of the features of the ratio dependence can not be determined from this analysis, such as the
onset of shadowing or the presence of anti-shadowing, the zp; dependence and Q? dependence
at fixed zp; strongly suggest that the recombination model and resultant modified Altarelli-
Parisi evolution equations can explain the observed features of shadowing. Several variations
of this model, i.e. those of Brodsky and Lu [22], Frankfurt and Strikman [36], and Zhu and
Shen [59], also can explain some features of this data, and can not be ruled out as competing
explanations.

The comnmon feature which is the basis for all of the theoretical models describing shadowing
in nuclei is the size of the probe and/or the scattering region. The transverse size (x Q) is a
properly of the virtual photon probe and as such is associated with vector dominance models
which treat the photon as an object with structure. The longitudinal size (« zp;) is a property
of the nucleon in its free and bound states, the effects of this size becoming evident when
nucleons are packed in a nucleus. Therefore, zp; dependent shadowing indicates that low z5;
partons extend well beyond the size of a nuqleon, belonging, instead to the nucleus. This,
in itsell, does not explain the effect of reduced parton distributions per nucleon, but it does
provide a means to allow a mechanism such as parton recombination to occur.

In summary, the results of this analysis support the description of the phenomenon of

shadowing as a partonic effect. The parton distributions (for gluons and sea quarks) at low
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z g appear to be modified when the nucleons containing these partons are bound in a nucleus.
The net effect of parton recombination would effectively reduce the total number of partons
in nuclei per nucleon at low zp;, and the modified Altarelli-Parisi evolution equations, which
include recombination effects, predict the very weak Q? dependence. If vector dominance plays
a role in the shadowing phenomenon observed in this Q? and zp; region, it appears to be

dominated itself by the reduced parton distributions per nucleon in nuclei.
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