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Hovhannes Keutelian, Ph.D. 
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I report the results of an analysis to measure the mass and width of the Z 

gauge boson from Z -t e+e- decays in pp collisions at -JS= 1.8 TeV. The 

Z -t e+e- data from the CDF detector yields a mass of the Z boson of 

Mz = 90.78 ± 0.40(stat.) ± 0.38(syst.) ± 0.2(scale) GeV /c2 and a width of 

fz = 2.8 ± l.O(stat.) ± 0.5(syst.) GeV. 
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1 INTRODUCTION 1 

1 Introduction 

In the Standard Model of electroweak interactions, the mass of the Z gauge boson is 

directly related to the SU(2)L and U(l) coupling constants g' and g [l], and to the 

vacuum expectation value of the Higgs field [2]. The width of the Z is also predicted in 

the theory from its couplings to the quark and lepton generations. This thesis describes 

a measurement of the Z mass and width based on an integrated luminosity of 4.4 pb- 1 of 

pp collisions at .JS= 1.8 TeV collected with the Collider Detector at Fermilab(CDF)[3]. 

This analysis uses data collected during 1988-1989 CDF's second collider run. The Z mass 

and width values are extracted by fitting the invariant mass distribution of e+e- pairs 

from Z --+ e+e- decay candidates. The distribution of the invariant masses is assumed to 

form a Gaussian smeared relativistic Breit-Wigner distribution. Parton luminosity and 

internal radiative effects have been included in the analysis. 

1.1 Theory 

Having been predicted by the standard model of electroweak interactions[l], the experi­

mental discovery of weak bosons at the CERN pp collider successfully concluded the long 

theoretical development to understand the weak nuclear force[4]. The standard model is 

a non-abelian gauge theory based on the gauge group SU(2)L x U(l)y where the ideas 

of Yang-Mills theories, isospin invariance, spontaneous symmetry breaking, and Higgs 

mechanism merge in one common concept. The input parameters themselves cannot be 

predicted but have to be taken from appropriate experiments. 

The standard model with its four input parameters(besides fermion masses and mixing 

angles); A(photon), W, and Z gauge bosons, and the Higgs field, essentially describes 

the electroweak processes between fermions. These physically observable quantities are 

related to the gauge couplings of the theory. The following choice of weak mixing angle: 
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Mw 
cos Ow= -­

Mz' 

2 

(1) 

leads to the expression where the electron charge is related to both the weak mixing angle 

and the gauge coupling in the model: 

e = gsinOw. (2) 

The determination of W, Z, Higgs masses test the validity of the last equation. By 

applying the theory to the µ- --+ vµe-ve decay, via W exchange, one obtains the relation: 

M2 - 7ro: 
w - /n2G . 2 LI ' V L. FSIIl uw 

(3) 

where the fine structure constant o: = 1/137.03604(11), and the Fermi constant GF = 

1.166344(11) x 10-5Gev-2 • The electroweak mixing angle Ow is determined by ex­

periments involving Z exchange. A value of sin2 Ow = 0.231 ± 0.006 is obtained from 

neutrino-quark scattering. The experimental input parameters o:, GF, sin2 Ow and the 

above relations help determine the weak boson masses in the lowest order application of 

the standard model: 

Mw = 77.6 ± 1.0 GeV/c2 
, Mz = 88.5 ±.0.8 GeV/c2 

• 

These values are modified by including higher order quantum effects, the "radiative 

corrections", in the mass calculation. These radiative corrections lead to the interdepen­

dence of W, Z, Higgs masses with an additional dependence on yet undetermined top 

quark mass. The earlier W and Z mass measurements show the radiative corrections are 

necessary to explain the experimental results[19]: 

Mw = 81.0 ± 1.3 GeV/c2 
, Mz = 92.4 ± 1.8 GeV/c2 

• 

-

-

-

-
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1 INTRODUCTION 3 

e 

z 

+ e 

Figure 1: Lowest order Feynman diagrams associated with pp-+ e+e-. 

At lowest order, both photon exchange and Z exchange contribute to electron pair 

production in hadronic collisions; the Feynman diagrams for these processes are shown 

in figure 1. A straightforward calculation based on these diagrams gives the cross section 

[5] 

a f
1 

dxa f
1 

dxb I: q( Xa, s)q( Xb, s) [A~ + lo lo q s 

+ c (s -M})2 ~ (sf/Mz)2 ] • 

A M2 s- z 
B (s - M~)2 + (sr /Mz )2 

(4) 

Here q(xai s) and q(xb, s) are the quark distribution functions in the proton and antipro­

ton, and the sum is over the quark species. The first term in the cross section is due 

to photon exchange and the third due to Z exchange, while the the second term arises 

from the quantum mechanical interference of these two subprocesses. The constants A, 

B, and C depend on the standard model parameters. The mass determination relies 

on the shape of the distribution, the Z pole, and not on the absolute cross section; the 

exact forms of A, B, and C are not important in this analysis. The variables is just the 

invariant mass of the e+e- pair, m2 . 
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2 Apparatus and Data Collection 

The Collider Detector at Fermilab(CDF) is a 5000 ton multipurpose detector built to 

study 1.8 TeV /c2 pp collisions at the Fermilab Tevatron (Figures 2,3). Event analysis 

is based on charged particle tracking, magnetic momentum analysis and fine-grained 

calorimetry. The combined electromagnetic and hadron calorimeters have approximately 

uniform granularity in pseudorapidity-azimuthal angle and extend to within 2° of the 

beam directions. Charged particle momenta are analyzed in 1.4116 Tesla solenoidal 

magnetic field; the magnetic field was generated by a superconducting coil which is 3 

meters in diameter and 5 meters in length. 

In the CDF detector, the positive z-axis of a right handed coordinate system was de­

fined to be parallel to the direction travelled by protons. The polar angle, 0, is measured 

from the proton beam direction. The x-axis is in the horizontal plane of the Tevatron 

and is pointed radially out of the ring, and the y-axis is pointed upward. The pseudo­

rapidity, 'ff = - ln( tan( 0 /2) ), is an approximately Lorentz invariant measure applicable 

to distributions in the polar angle variable. The CDF detector is described in detail in 

reference [3]; a brief description of components used in this analysis follows. 

2.1 Tracking Detectors 

Radially closest to the beryllium beam pipe and nominal interaction point was the Vertex 

Time Projection Chamber(VTPC)(Figure 4.) Covering a total length of 2.8 meters along 

the beamline, this chamber was used to determine the vertex position along the z axis by 

measuring charged particle tracks direction in the r-z plane. The r.m.s. resolution in z is 

1 mm [6]. In the Z candidate events the vertex position measured along z was required 

to be within ±60 cm. about the center of the detector, z=O. The distribution in z of 

reconstructed vertices in candidate Z events is shown in figure 5 and is well approximated 

by a Gaussian of mean 0. 7 ± 2.5 cm and width of 31.9 ± 2. 7 cm. 

The VTPC was surrounded by the Central Tracking Chamber(CTC). Both resided in 

-

-
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BACKWARD MAGNETIZED 

STEEL TOROIDS 

Figure 2: A perspective view of the CDF detector showing the central detector and the 
forward and backward detectors. 
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Figure 3: A cut-away view through the forward half of CDF. The detector is forward­
backward symmetric about the interaction point. 
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Figure 4: An isometric view of two VTPC modules. They are rotated in</> by 11.3° with 
respect to each other. 
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Figure 5: The event vertex position distribution in z of the Z candidates. 
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554.00mm J.D. 

2760.00mm O.D. 

Figure 6: End view of the Central Tracking Chamber showing the location of the slots 
in the aluminum endplates. 

1.4116 Tesla solenoidal magnetic field. The CTC was designed to determine the curvature 

of charged particle tracks in the r - </> plane, and thereby determine their momentum. 

The CTC has 84 layers of wires grouped together in nine "superlayers," (Figure 6.) Five 

of the nine superlayers have twelve sense wires parallel to the beam direction and the 

magnetic field. These axial layers were used for the primary determination of the track 

curvature. The other four layers have 6 sense wires at a ±3° stereo angle with respect to 

the axial sense wires. These provided the information necessary to determine the angle 

of the tracks with respect to the beam axi·s. In increasing radii the nine superlayer's 

stereo angles with respect to the axial direction are: 0°, +3°, 0°, -3°, 0°, +3°, 0°, -3°, 0°. 

All superlayers have tilted cells at a 45° angle with respect to the radial direction to 

compensate for the Lorentz angle of electron drift in the magnetic field (Figure 7.) In 

-
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Figure 7: Wire nomenclature for an axial cell. 

9 

ideal conditions this allows the electrons to drift azimuthally thus simplifying the time­

to-distance relationship. 

The CTC alone provided a momentum resolution of ap, = 0.002 x Pt2 for isolated 

tracks, Pt is measured in GeV/c. The addition of a well defined vertex position extended 

the effective tracking radius from 100 cm to 130 cm, thereby halving the effective reso­

lution to ap, = 0.0011 x Pt2
• The average effective mass resolution of Z decays is about 

am = 2.8 GeV/c2
• The Pt resolution scales as 1/l2, where l is the radial path of a charged 

particle in the solenoidal magnetic field. This improvement in resolution reduced the 

systematic uncertainties of momentum and energy scales; details are given in section 3.2. 

The momentum resolution is degraded if a track does not pass through all layers of the 

chamber. Events used in this analysis were required to have electrons and positrons pass 

through all layers of the Central Tracking Chamber. 

2.2 Calorimeter Detectors 

The central (-1.1 < TJ < 1.1) region of the calorimeter is made up of lead-scintillator 

electromagnetic shower counters followed by an iron-scintillator hadron calorimeter. The 

central calorimeter is segmented into projective towers, each tower subtends a rapidity 
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interval of ~:q = 0.11 and a </> interval of ~</> = 15°. 

The Central Electromagnetic Calorimeter( CEM) [7] was used to measure the energy 

of the electrons from Z decays. These energy values in conjunction with the measured 

angles by CTC were used to calculate the invariant masses of the Z candidates. The CEM 

consists of 31 layers of polystyrene scintillator interleaved with 30 layers of lead absorber. 

Including the outer chamber wall, magnet coil and the calorimeter itself, a total of 18 

radiation lengths of material are presented to electrons. The ensemble absorbs 98% of 

the energy of the 45 Ge V electrons from a Z decay. The calorimeter is broken up into 

15° wedges in </> (Figure 8.) Light from the scintillators is read out through wave length 

shifters on both sides of a wedge. A central wedge is divided up into 10 towers labeled 

from O(near () = 90°) through 9. The Central Electromagnetic Strip(CES) chamber is 

located at the EM shower maxima; in the CEM at a depth of 6 radiation lengths. This 

proportional chamber with orthogonal wires and strips was used to measure the electron 

shower positions in </> and z views. The electron shower positions from W and Z decays 

were measured with 2 - 3 mm accuracy. The effective region of the strip chamber in the 

plane of a wedge is lxl ~ 22.5 cm( in </>) and 6.0 cm. ~ z ~ 239.4 cm( in z ), where the the 

active area of the CEM extends to lxl ~ 23.1 cm and 4.2 cm~ z ~ 246.0 cm. 

The 478 CEM towers were calibrated with 50 GeV electrons in a test-beam. These 

calibrations were maintained by referring them to Cs137 source signals [8]. This procedure 

provided a set of calibrations that was good to about 2.5% after 5 years. In 1989, the 

CEM was calibrated in - situ using inclusive electrons in the CDF pp data. These 

calibrations are described in section 3.2. The energy resolution, aE/ E = 13.5%/vE sin(), 

of individual CEM towers was determined from test beam data; the determination of the 

tower-to-tower resolution of 2.4% is explained in section 4. The effective mass resolution 

of Z decays is about am = 2.0 GeV/c2 ; details of calculation are given in section 4. With 

this resolution and with the CEM ability to capture radiated photons from electrons in 

a Z decay it was possible to probe the width of the Z mass resonance. 

-

-

-

-



-

-

-

-

-

-

-

-

2 APPARATUS AND DATA COLLECTION 

LEAD 
SCl/\JTILLATQR 
SANDWICH -

STRIP 
CHAMBER ---

< 

a 

111--f--=- LIGHT 

x 

GUIDES 

WAVE SHIFTER 
SHEETS 

11 

Figure 8: Schematic of the wedge module of the CDF central calorimeter and the coor­
dinate system used for response mapping. Layout of the light-gathering system of the 
CEM calorimeter wedge is shown. 
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The Central Hadron Calorimeter( CHA) and the End wall Hadron Calorimeter(WHA) 

[9] were used to measure the hadronic energy associated with the central EM clusters. 

The CHA consists of 33 layers of scintillating plastic interleaved with 32 layers of 2.5 cm 

thick steels. The calorimeter has 4. 7 absorption length. The WHA consists of 16 layers of 

scintillating plastic interleaved with 15 layers of 5.0 cm thick steels. The calorimeter has 

4.5 absorption length. The energy resolution, uE/E = 4% + 33%/VE'fJinO, of CHA and 

WHA was determined from test beam data. The hadron calorimeter energy resolution 

is about 3 times poorer compared to the CEM energy resolution; this was no drawback 

when the hadron calorimeter energy measurement was used to reject pions. The hadronic 

to electromagnetic energy ratio, Had/EM, was used to reject backgrounds imitating an 

electron shower. The measured hadronic energy was in no other way used in this analysis. 

2.3 Trigger 

The interaction rate during the 1988-1989 running at the Tevatron collider was 105 times 

higher than the CDF data recording capability. With a four level trigger[lO] system it 

was possible to select interesting events. A description of the triggers relevant to the 

collection of Z candidates follows. 

The lowest level of the triggering scheme, level 0, selected inelastic collisions by re­

quiring that time of flight counters on either side of the interaction region be hit. This 

is the minimum bias trigger. This trigger's decision was available in time to inhibit data 

taking during the next beam crossing. Beam crossing occurred every 3.5 µs. 

The level 1 decision was made within the 7 µs allowed by level 0. If the event failed 

in level 1, the front end electronics were reset, in time for the second crossing after the 

initial level 0 decision. 

The level-1 calorimeter trigger system computed the energy flow in both the electro­

magnetic and hadronic compartments of the calorimeter. For W and Z electron candi­

dates, all events fulfilled the requirement that there be at least 6 Ge V in a single trigger 
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cell of the central electromagnetic calorimeter. A trigger cell covered two towers of the 

CEM in the same wedge, 0.2 in 7] by 15° in <f>. 

In level 2, the electron trigger( as well as other CDF level 2 triggers) used 2 dimensional 

tracks found by the Central Fast Tracker(CFT) [11), a hardware track processor which 

used fast timing information from the CTC to detect high transverse momentum tracks. 

The track finder analyzed prompt hits from the axial sense wires of the CTC to identify 

tracks by comparing prompt hits in the CTC to predetermined hit patterns for the range 

of transverse momenta allowed by the CFT trigger threshold. The processor covered 

the Pt range from 2.5 to 15 GeV/c with a momentum resolution of O"p1 = 0.035 x 

Pt 2 (Pt in GeV/c ). The list of found tracks was presented to the rest of the CDF trigger 

system for use in level 2 decisions. 

The level-2 trigger selected central electrons if: 1) a cluster [12] of transverse energy 

was found above 12 Ge\Z, 2) a track found by the CFT, with a nominal threshold Pt > 6 

GeV /c, pointed towards the wedge that contained the cluster, and 3) less than 12.5% of 

the energy in the trigger cell was in the hadron compartment. By studying events passing 

other triggers, this trigger was found to be 98% efficient for W electrons. Comparisons 

of this trigger to lower threshold electron triggers revealed that it was fully efficient at 

15 GeV [13]. 

A level 3 trigger system was also implemented during the 1988-89 running period. 

This consisted of a farm of 60 Motorola 68020 processors. All the raw data was available 

for decision making. Due to constraints on execution time the streamlined versions of 

the complete CDF reconstruction code was used. 

The level-3 electron filter required that the electron cluster, identified in level 2, be 

reconstructed with at least 12 GeV in software. The filter also required that the fast 

reconstruction yield a track of at least 6 GeV /c, associated with the cluster. 

The Z candidates were also selected by another trigger that did not use tracking infor­

mation. The diphoton trigger decision was solely based on the calorimeter information. 
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The level-2 trigger selected diphotons if: 1) Two clusters[l4] of transverse energy were 

found above 10 GeV, 2) less than 12.5% of the energy in each trigger cells were in the 

hadron compartment. The level-3 diphoton filter required the EM clusters, identified in 

level-2, to be reconstructed and have transverse energy above 10 GeV, and to have less 

than 12.5% of the energy in the hadron towers. 

The overlap of the electron and the diphoton triggers in the Z candidates is close 

to 100%. In a di-electron sample 114 events passed the level-2 electron trigger and 113 

events passed the diphoton trigger. These events were selected from 81-101 GeV/c2 

invariant mass range. The inclusive electron cuts are applied to one of the EM clusters 

in the di-electron events, and the second cluster is required to pass HAD/EM< 0.1 and 

there is 3D CTC track pointing to it. 

2.4 Data Collection 

The data used in this analysis was collected over a 12-month period from June of 

1988 through May of 1990(Figure 9.) The peak machine luminosity grew to over 2 x 

1030cm-2s-1• The overall trigger rate was limited to 1-2 Hz by the speed the data was 

transferred to tape. The average event record contained 150 kbytes of information. The 

final 4.4 pb-1 sample consists of 4 X 105 events recorded on 5,500 magnetic tapes. 

3 Event Selection and Detector Calibration 

3.1 Event Selection 

The selection of the Z candidates relies on the electron cuts shown in table 1. The event 

selection proceeds by first preparing a sample where at least one of the CEM clusters 

passes the inclusive electron cuts. Next the Z candidates are selected by requiring that the 

invariant mass of an EM cluster pair be greater than 50 Ge V/c2 and three dimensional 

CTC tracks to point at both EM clusters. The EM cluster is defined in the detector 

calibration section. The mass and width fit uses a high quality sample of Z candidates 
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Figure 9: Data collection during 1988-1989 pp collider run by CDF 
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where both EM clusters pass the electron cuts. Description of fitting is given in section 

4. 

Figure 10 shows the geometry of towers within a CEM wedge. The target marks 

indicate the reference points used to obtain the position dependent energy corrections 

from test beam electron data[15]. Fiducial cuts in both x and z views of a wedge ensure 

a well measured energy of an EM cluster. By being a good source of electrons, the 

distributions of quantities from electrons in the W --+ ev sample give an idea about the 

shape and the range of the cuts mentioned in table 1. The preparation of W sample uses 

cuts based on missing transverse energy and a cut on the transverse energy of electrons, 

Et> 25 GeV. 

A Gaussian of mean -0.94 ± 0.72 cm and width of 29.5 ± 1.5 cm approximates the 

event vertex distribution (Fig. 11) in z of the W candidates. The requirement of an 

event vertex position within ±60 cm is an accepted fiducial cut by the CDF collabora­

tion. This cut primarily ensures the full acceptance of the VTPC for 1111 ~ 3 units in 

pseudorapidity (16]. The mean value of the ratio of calorimeter hadron energy to elec-
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Figure 10: Tower geometry of the CEM wedge. Tower 0 is near () = 90°. The x axis of 
the tower is along the r</> plane of the CD F's right handed coordinate system. The Tower 
9 material is thinner(radiation length) compared to other towers, hence its contribution 
is removed from the Z mass analysis. 
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Table 1: Quantities used in the Z mass and width analysis. 

Name of the cut 
3D track required 

Fiducial 

Event Z Vertex 

CES-CTC 

LS hare 

Had/Em 
E/P 
Mass range 

Description of the cut 
An EM cluster is considered an electron candidate if three 
dimensional CTC track is pointing at it. 
To keep the electron showers away from wedge edges in </>; 

jxj < 21 cm. Contribution from tower 9 to the EM cluster 
energy is removed. 
An event vertex to be within ±60 cm; 2u of the beam position 
spread. 
Track matching between the Central Electromagnetic Strip(CES) 
chamber and the CTC. 
A measure of the energy sharing among towers in an EM cluster 
compared to the sharing observed at the testbeam. 
The ratio of calorimeter hadron energy to electromagnetic energy. 
The ratio of calorimeter EM energy to tracking momentum. 
Any CEM cluster pair with an invariant mass greater than 
50 GeV/c2 is considered a possible Z candidate. 
The consistency of the EM shower profile observed in the CES 
chamber compared to the testbeam showers. 

tromagnetic energy( Fig. 12), HAD /EM:S 0.1, indicates that on the average 1.40 ± 0.03% 

of electromagnetic energy leaks to the hadron calorimeter. The "LShare" is a measure of 

consistency of the energy lateral sharing among CEM towers of an EM cluster compared 

to the sharing observed at the testbeam. The center location of the LShare distribu­

tion(Fig. 13) is at 0 with r.m.s value of 0.06. The LShare cut of :S 0.2 selects more than 

99% of electrons from W sample. The ratio of electromagnetic energy to the tracking 

momentum, E/P, is an effective electron identification cut in the CDF detector. Except 

for values greater than 1.1, a Gaussian of mean 1.010 ± 0.001 and width of 0.051±0.001 

well approximates the E/P(Fig. 14) distribution. The tail above 1.1 reflects the QED 

radiation from electrons. The width of the distribution is the convolution of the measure-

ment uncertainties of CEM and CTC, its value agrees with what is expected. Without 

the QED radiation from electrons the mean value of this distribution is 1. In section 
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Figure 11: The event vertex distribution in z of the W candidates. The arrows indicate 
the value of the vertex cut. 
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Figure 13: The LShare distribution of electrons from W candidates. The arrow points 
at the upper limit of this cut 

3 the mean value of< E/P >,for an upper cut E/P::; 1.4, is going to be used to de­

termine the energy scale. The CES-CTC track matching resolutions in r<P and z views 

(Fig. 15a: b) are about ,....., 2- 3 mm. These values are consistent with the intrinsic position 

resolution of CES and the angular resolutions of CTC. Track matching cut of ±1 cm in 

r<P and ±1.5 cm in z keeps most of the electrons from W candidates. The CES x2s are 

measures of consistency of the observed EM shower profile compared to the test beam 

showers; these have 9 degrees of freedom in each <P and z views. A large fraction of elec­

trons have x2 values below lO(Fig. 16a:c). The distribution of the average x2((Fig. 16c), 

X~vg. == (X;trip + X!ire)/2, is similar to distributions in each view. In the fitting section, 

I'll give details on the effect of the CES x2 on the Z mass value. A X~vg. ~ 10 is the 

strictest limit studied in the fitting section. 

The preparation of an inclusive electron sample proceeds by requiring at least one 

electron candidate per event satisfying the following: (1) A three dimensional CTC track 

pointing to the EM cluster; (2) In a wedge(Fig. 8) the cluster to be located in towers 0 
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Figure 14: The E/P distribution of electrons from W candidates. The arrow indicates 
upper limit on this variable used in selecting Z candidates. 

through 8; (3) The event vertex in z is to be within ±60 cm. (4) In a wedge the electron 

is to be within ±21 cm in the x direction and > 10 cm in the z direction as to have its 

shower fully contained; (5) a match between the strip chamber shower position and the 

extrapolated track position of jilz I sin 0 ~ 1.5 cm in the z direction and 16.x I ~ 1.0 cm 

in the ¢direction; (6) the ratio of hadronic to electromagnetic calorimeter energy be less 

than 0.10; (7) the lateral shower profile in the calorimeter consistent with an electron 

shower, LShare~ 0.2; (8) the ratio of electromagnetic energy to track momentum, E/P 

~ 2.0. 

Two additional requirements: (i) an EM cluster pair be greater that 50 GeV/c2 

and (ii) three dimensional CTC tracks point at both EM clusters, select Z candidates 

from the inclusive electron sample. This di-electron sample consists of 215 EM cluster 

pairs(Fig. 17) formed from 209 events. In this sample there is an event with an invariant 

mass of 190.2 GeV/c2 ; this single event is consistent with the Zand Drell-Yan production 

cross section, recorded luminosity, and the efficiencies of electron cuts[17). 
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Figure 17: Invariant mass distribution of EM cluster pairs where at least one of the 
clusters passed the inclusive electron cuts. The Z resonance is clearly visible. 

The distributions of electron variables from the di-electron sample agree pretty well 

with the distributions of electrons from W candidates (Fig. 18, 19.) The EM cluster 

distributions from di-electron sample carry the following information: 1) The mean value 

of the Had/EM distribution indicates 2% electromagnetic energy leakage to the hadron 

calorimeter as expected from testbeam data; 2) The CES-CTC track matching resolution 

both in r</> and z are ,...., 2 mm and ,...., 3 mm. 3) The center of the LShare distribution is 

at 0 with an r.m.s value of 0.06. The electron distributions without cuts can show how 

effective an electron cut is by counting the number of events falling outside the range of 

the cut. The E/P rejects largest number of events and the Had/EM fewer number of 

events. 

There is correlation among the electron cuts; their individual efficiency depend on 

their order of application. The combined efficiency is independent of the order of ap­

plication. From these distributions one cannot deduce how many Z candidate events 

will survive after applying the electron cuts on the second EM cluster in the di-electron 

sample. The implicit assumption in this analysis is that the efficiencies of electron cuts 

do not distort the di-electron invariant mass distribution near the Z resonance. Indeed, 
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Figure 18: The histograms on the left side are prepared from information of the EM 
cluster, from an EM pair, that passed the inclusive electron cuts. The second cluster 
information, regardless if it passes or fails the inclusive electron cuts, are used to prepare 
the histograms on the right side. The minimum cuts on the second cluster are a 3D CTC 
track pointing at the cluster, and HAD/EM~ 0.125. Comparison of these histograms 
with those from W electrons show HAD/EM, LShare, and E/P distributions are similar 
in both Wand Z decays; these are as expected. 
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Figure 19: The histograms on the left side are prepared from information of the EM 
cluster, from an EM pair, that passed the inclusive electron cuts. The second cluster 
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the data is modeled well by a Gaussian smeared Breit-Wigner distribution within the 

81-101 GeV/c2 range. 

After the application of inclusive electron cuts to the second EM cluster 92 out of 

209 events survive from the di-electron sample( Fig. 20.) One of the event has a mass of 

190.2 GeV/c2 and another event contributes 2 EM pairs to this sample. The conclusion 

of a visual scan of the event with multiple EM pairs is that the event has no Z candidate 

characteristics; there are 6 EM clusters in the event. This event does not enter in the mass 

and width fits. In the fitting section, I'll use a stricter E/P cut to make the calculation 

of the EM cluster energy consistent with the energy calibration. Details of CES x2 cut 

and discussion of backgrounds are given in the mass and width fitting section. 

3.2 Detector Calibration 

In this analysis, the momentum measurement sets the absolute mass scale. Hence the 

overall uncertainty of the mass stems from the uncertainty in the momentum scale de­

termination. First I describe the CTC calibration with emphasis on determining the 

momentum scale and afterwards the CEM calibration which determines the energy scale. 

3.2.1 Determining the Momentum Scale 

The momentum calculation of a charged track uses the magnetic field magnitude, the 

measured curvature, and angles in the CTC. The formula used to calculate momentum 

is: p = (/3/C)Vl + cot2 0, where the factor /3 contains the magnetic field magnitude, and 

C is the track curvature. A discussion of the magnetic field uncertainty and the curvature 

systematics follows. 

The uncertainty in the absolute magnetic field is ±0.05%, where the dominant contri­

bution to this uncertainty stems from the fact that the solenoid was operated at a current 

of 4650A, wh~reas it was mapped at 5000A [18]. Also the determination of the average 

magnetic field magnitude contributes to this uncertainty; the solenoid's magnetic field is 
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Figure 20: Invariant mass distribution of EM cluster pairs where electron cuts are applied 
to both clusters. Pt distribution of the pairs are also shown. The 3D dimensional opening - angle show no visible bias on the invariant masses. 



3 EVENT SELECTION AND DETECTOR CALIBRATION 28 

position dependent along the axial and the radial directions. 

Calibration of the CTC begins with the determination of timing offsets, drift velocities 

and a beam position on a run by run basis. The beam center is determined with 5 µm 

accuracy for a 50 µm beam size in the r</> plane. The determination of the chamber 

alignment uses charged particle tracks in minimum bias events. The tilted geometry of 

the drift chamber cells means that each track provides a measurement of the drift-time 

relationship. This information reduces timing measurement systematics in the curvature 

determination. This data is collected online and provides calibration parameters for the 

first pass reconstruction. Having reconstructed tracks with this alignment we find 180 

µm average axial residuals and average stereo residuals of 225 µm. 

Remaining tracking chamber distortions fall into two categories: 1) azimuthal mis­

alignment and 2) overall magnification due, for example, to mechanical loading. The 

azimuthal alignment errors can effect the chamber's resolution at high momenta, by 

leading to charge dependent sagitta errors of the type: 

1 1 1 
-=-+­
p Ptrne A 

1 1 1 
P = Ptrne - A 

(5) 

(6) 

By comparing average energy to momentum ratios < E / P > for electrons and positrons 

the sagitta error is: 

1 1 
A = E E ( < E/p >+ - < E/p >-)· 

< >+ + < >-
(7) 

Since the W -+ ev sample is a good source of electrons and positrons, the alignment 

procedure uses this sample to zero the sagitta error. The determination of 166 wire­

layer azimuth offsets( one for each wire-layer at each end of the chamber less two phases) 

begins by equalizing both< E/p >and u<E/p> for electrons and positrons; the additional 

requirement is that the electrons and the positrons to emanate from a common beam 

spot. The sign dependent shifts are 3% before correction and 0.3% after correction. There 
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Figure 21: Curvature match of cosmic ray muons before and after aligning the CTC 
geometry. 

are ten times more W events compared to Z events, therefore higher order corrections 

to CTC alignment do not limit the accuracy of the Z mass measurement; the statistical 

fluctuations dominate the measurement accuracy. 

The effect of gravity on the chamber wires degrades the chamber resolution. The 

verification of both the correction for the effect of gravity on the sense wires and the 

alignment uses cosmic rays; cosmic rays provide apparent tracks of equal momenta but 

opposite charge. The curvature matching (Fig. 21) of cosmic ray branches shows the 

improvement. The mean value corresponds to 1/A,...., (8.7±3.5) x 10-5(GeV/ct1, about 

0.3% of the measured curvature and is consistent with results from < E/p > calibration. 

The average curvature of an electron from W decay is,...., 6 x 10-5cm-1 • This corresponds 

to a sagitta value of 0.15 cm. The alignment does not change the scale; it only improves 

the resolution at high momenta. By including the beam position in the track fit, the 

chamber's resolution becomes <J'p, = 0.0011 x p~(Pt in GeV /c), or about 1.3 GeV /c for a 

35 Ge V / c track typical of W decay leptons. 
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Figure 22: Dimuon invariant mass spectrum. 

30 

9.B 

The check for residual chamber dilation uses the CD F's sample of J /tf; and 1(1S) 

dimuons(Fig. 22). The reconstructed masses of 3.097 ± 0.001 GeV/c2 and 9.469 ± 

0.010 GeV/c2 agree well with the world-average values[19]. The J/tf; mass agrees to within 

its 0.03% statistical uncertainty and the 1(1S) mass is 0.1±0.1 % high. The average trans­

verse momenta, in the dimuon samples, of muons is rv 5 GeV /c. By adding in quadrature 

the uncertainties of the magnetic field, the sagitta error and the 1(1S) mass, the tracking 

chamber momentum scale uncertainty is rv 0.11 % = j(0.052 + 0.002 + 0.102 )%. 

The checks mentioned above support the assumption that the curvature determination 

is linear for leptons from Wand Z decays. No mass resonance exists between the Zand 

the i mass resonances to further verify linearity assumption. For transverse momenta 

typical of W and Z decays the CTC track fitting code reproduces track curvatures to 

better than 0.1 %, hence a conservative estimate of the momentum scale is set to 0.2% 

for high momentum tracks. 
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3.2.2 Determining the Energy Scale 

In addition to the electron shower energy, the energy scale determination relies on the 

momentum scale of the CTC and on the simulation of W events in the CDF detector. 

Electron showers in the central calorimeter may span 1 to 3 calorimeter towers in a 

single wedge. The electron shower energy calculation includes at most the two highest 

energy towers of the electromagnetic calorimeter. However, to form an EM cluster from 

more than one tower, the neighbouring tower must have more than 100 MeV of Et. The 

phototube electronics introduces a measurement uncertainty of,...., 30 MeV per tower. The 

electron energy calculation uses: the measured CEM cluster energy, a position dependent 

correction of each tower from a response map [15], a correction to remove tower to tower 

variations. The mathematical expression is: 

Emeasured 
Ef orrected = i , 

ri qi 
(8) 

where r is the position dependent and q is the tower to tower variation corrections for 

the i-th tower. The response map correction uses the EM shower position measured by 

the strip chambers or the extrapolated position of the CTC track in the strip chamber 

plane. This correction accounts for light attenuation, the effect of cracks, and transverse 

leakage and is accurate to ±1.1 % over the CEM fiducial area the W electrons occupy. 

The removal of tower to tower variation uses a sample of inclusive electrons with Et ~ 

15 GeV. The tower to tower constants are common to electrons and positrons; where the 

transverse energy cut prevents trigger bias. The factor qi is equal to the inverse of the 

mean < E/p >i of each tower. The average < E/p >i is close to unity and its use is 

suitable to correct a few percent effect. 

The following cuts select a sample of inclusive electrons: 1) The fraction of the electron 

candidate's energy( the energy in the electromagnetic calorimeter) leaking into the hadron 

calorimeter( HAD /EM) be less than 0.04; 2) the energy sharing among towers in the 

cluster be consistent with the sharing observed at the testbeam, LShare~ 0.2; 3) the 
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Figure 23: CEM tower mapping parameters and setting uncertainty. 

shower profile seen in the strip chamber be consistent with testbeam showers(x2 < 10 for 

9 degrees of freedom in each view); 4) the CTC track and shower positions match within 

lb.xi ~ 1 cm and lb.z\ sinO ~8 mm; 5) the ratio of electromagnetic energy to tracking 

momentum be within 0.7 ~ E/p ~ 1.3; 6) the pulse height ratio of wires to strips of the 

shower chamber be within 40% of the nominal. This results in the selection of 17 ,000 

electron candidates, on the average 35 electrons per tower. The selection is not highly 

restrictive, leaving about 4% background. This background can shift the mean E/p, 

but influences all towers similarly. The resulting relative tower gains have an average 

statistical accuracy of 1. 7%. Figure 23 shows a distribution of the ratio of individual 

gains to those derived from test beam calibrations which has an rms width of 2.5%. 

The overall scale factor for CEM energy comes from a comparison of E/p for W 

electrons to a prediction which includes radiative effects. The calibration relies on the 

comparison of the electron momentum, measured with the tracking chamber, to its energy 

from the calorimeter. The distribution of the E/p ratio is independent of the electron's 

kinematic distribution. The average energy does not exactly match the average momen-
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Figure 24: E/P of W electrons( after including CEM calibration) 

tum because high energy electrons may radiate before reaching the calorimeter. The W 

decay may also have associated internal radiation. While the calorimeter measures most 

of the radiated photon energy, the tracking chamber measures only the momentum of 

the charged track. Thus, E/p~ 1 on average. 

The simulation predicts a 2.6% shift in the mean E/p if the E/p distribution is 

truncated at 1.4(Fig. 24.) The truncation point is more than 5a<E/p> away from 1; this 

covers more than 99% dispersion of the E/p distribution coming from the measurement 

resolutions of CEM and CTC. To reproduce the 2.6% shift in the data requires a re-scaling 

all CEM energies by 1.01655( a 1. 7% adjustment of the overall test beam calibration). The 

factor 1.01655 is the result of the following calculation: 

1 < E/p > Monte Ca.rlo 

1.01655 = X radiation ON 

< E/p >data < E/p > Monte Carlo 
radiation OFF 

(9) 

The tracking chamber momentum scale is known to 0.2%. With a calibration sample 

of 1,100 W electron candidates the statistical E/p matching uncertainty is 0.23%. Studies 

of the simulation and radiative calculation, including the loss of photons in the magnet 
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coil and the amount of material present in front of the tracking chamber lead to 0.25% 

systematic uncertainty. Thus the overall systematic uncertainty on the energy scale is: 

(0.20(tracking) + 0.23(E/p 3tat.) + 0.25(Rad. corrections)) = 0.39% (10) 

The electron energy leakage to the hadron calorimeter leads to an additional system­

atic uncertainty on the energy scale. In the W mass measurement the multiplication 

of the energy scale factor with the EM cluster energy implicitly corrects for the energy 

leakage to the hadron calorimeter. From the test beam measurement the energy leakage 

to the hadron calorimeter is: 

E 
Had/ EM,....., 0.04 x lOO, (11) 

where E is the energy measured in the electromagnetic calorimeter. By assuming an 

average 5 Ge V energy difference between the decay electrons from Zs and W s, it leads 

to 0.2% systematic uncertainty on the energy scale at the Z mass. 

There is a further complication that fortunately cancels when the cluster energy is 

scaled. Some of the energy from the event underlying the Wends up in the same tower(s) 

as the electron being measured. On average 50 Me V ends up in each electromagnetic 

·tower. This effect is on the order of .2% and cancels when the cluster energy gets 

multiplied by the energy scale. 

An additional effect on the energy scale determination comes from the spread of the 

event z vertex. The response map calibration assumes an event vertex position value of 

z=O. Because the CDF detector is symmetric about z=O, and also the decay properties · 

of electrons and positrons from W s and Zs are symmetric about z=O, this effect averages 

out. This effect implicitly enters in the energy scale and cancels when the cluster energies 

are scaled. Since there is a lack of test beam data with off z=O vertex, an estimate of 

the systematic uncertainty for this effect is not available. In the present CDF data the 

statistical fluctuation limits the accuracy of the Z mass measurement; the systematic 
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uncertainty from non-zero event vertex in z is not a crucial factor and may be implicitly 

part of 0.39% energy scale uncertainty. 

4 Measuring the Z Mass and Width 

I use the maximum likelihood method to determine the Z mass and width [20]. My goal is 

to keep the fitting procedure as straightforward as possible and at the same time to keep 

its systematics within the statistical fluctuation of the available data. In the maximum 

likelihood fit I use the relativistic Breit-Wigner function, 

dN m 2 

dm =A (m2 - M~)2 + (m2f2 /Mz)2' 
(12) 

as the probability distribution of the Z mass resonance, and convolute this with a Gaus­

sian distribution to account for the measurement resolution of the CEM. The electroweak 

interference and the nonresonant Drell-Yan terms are not included in the fit. Given the 

available statistics and the r /Mz ,....., 3% ratio, the classical Breit-Wigner function, 

dN =A r/2 ' 
dm (m - Mz)2 + (r /2)2 

(13) 

gives an equivalent result compared to the expression with the energy dependent width. 

First I'll describe the fitting procedure and its systematics, next I'll give the details of 

further cuts to the Z sample and the results of fits for each step. 

4.1 Fitting Procedure 

4.1.1 Fitting algorithm 

The fit results come from minimizing[21] the following likelihood function: 
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n 

log(L) = - L log[p(m;, am~; Mz, r)], 
i=l l 

(14) 

where p(m;, am'; Mz, r) is the probability of observing an event with measured mass m;. 
l 

n is the number of events in the fit. The function p(m;, am~; Mz, r) is a convolution of 
l 

relativistic Breit-\Vigner and Gaussian distributions: 

The integration over m is carried out using the Romberg algorithm[22]; the result is ac­

curate to one part in 106 . The choice of the limits of integration covers more than 99.99% 

of the area of the Gaussian distribution, prevents machine accuracy from influencing the 

answer. and the integral is calculated within a reasonable time. The fitted width is cor­

related with the limits of integration; a narrower range of integration, say m; ± 2a m', 
I 

gives a larger fitted width. For each event the normalization constant, 

(16) 

is calculated by integrating the event probability over the observed mass range; the 

range from which the events enter in the fit. The description of the mass range selection 

is given in section 4.1.5. The effective mass resolution, am', is the event weight in the fit. 
I 

This weight is a function of measured energies and angles; the details of its calculation is 

given in section 4.1.3. The curve that is superimposed on the distribution of the observed 

masses is the sum of the probabilities of each measurement: 
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n 
I ~ I 

p(m) == L..,.P(m ,um!; Mz, f). 
i=I I 

(17) 

The calculation of the goodness of fit, x2, uses the expected number of events within a 

bin calculated from the sum of the probabilities and the bin contents of the observed 

invariant masses. The calculation treats the bin contents as Poisson distributed: 

(18) 

where N is the number of bins, CJ.i is the number of entries for the j-th bin, and pj is: 

l
j-th bin upper limit n 

1 1 

Pj == L p(m 'um;; Mz, r) dm. 
J-th bin lower limit j=l 

(19) 

4.1.2 Invariant mass calculation from measured quantities 

The invariant mass calculation uses energies measured by the Central Electromagnetic 

Calorimeter and angles measured by the Central Tracking Chamber. The measured quan­

tities are: energies E1,2, and azimuthal angles </>1 ,2, and polar angles cot(01,2). Neglecting 

the masses of the electron and the positron, the invariant mass in terms of the measured 

quantities is: 

(20) 

The average resolutions of the measured quantities are given in table 2. The contributions 

from the measured quantities to the average uncertainty of the invariant mass are: 
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Table 2: Average resolutions of quantities measured by CEM and CTC 
Detector Measurement Comments 

CEM 

CTC 

ao1,2 

Resolution 

(i r = (J~·!~or + (2.4%)
2 

ap1 = 0.0011 X p~ 

a,p = 3 x 10-4 

acotB = 2.7 X 10-3 

Energy resolution in GeV 

Momentum resolution in GeV /c 
Azimuthal angle resolution in radians 
Polar angle resolution 

"' 2.0 Ge V/c2 (uncertainty on mass from energies) 

m [ sin 01sin02 sin( ¢>2 - ¢>1) l ( 2 2 ) 1/2 
2 1 - cos 01 cos 02 - sin 01 sin 02 cos( ¢>2 - ¢>1) a .Pi + a ¢2 

"' 0.02 GeV/c2 (uncertainty on mass from azimuthal angles(¢>) 

m [[sin01 cos02 + cos01 sin02cos(ef>2 - ¢>1)]
2 
a~1 

2 1 - cos 01 cos 02 - sin 01 sin 02 cos( ¢>2 - ¢>1) 

[cos 01sin02 +sin 01cos02 cos( ¢>2 - ¢>1)]2 a~2 l 112 

+ 1 - cos 01 cos 02 - sin 01 sin 02 cos( ¢>2 - ¢>1) 

"' 0.1 GeV/c2 (uncertainty on mass from polar angles(O)) 
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(21) 

(22) 

(23) 

where ao = acoto/(l + cot2 0). The uncertainty in the energy contributes most to the 

overall effective mass resolution. The angular measurement uncertainties are a factor 20 

smaller, hence only the energy contribution is used to calculate the event weight. 

4.1.3 Calculation of the effective mass resolution 

The energies E1 , E2 , that enter in the invariant mass calculation have been corrected for 

the CEM tower to tower variations, and the position dependent response of the tower. 

Their energies are scaled using the result of the E/P calibration, 

Emeasured 
E~orrected = s-i __ 

1 ri qi 
(24) 

The uncertainty of the energy scale, s, is common to all EM clusters. This uncertainty 

is assigned to the energy scale systematics. The uncertainty of the position dependent 
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correction factor, r, depends on the tower in which the electron deposits its energy and on 

the location of the electron shower within that tower[15]. The uncertainty of the tower to 

tower variation correction factor, q, depends on the tower in which the electron deposits 

its energy. The overall measurement uncertainty of a CEM cluster energy is: 

(
O'E)

2 
_ ( 13.5% ) 

2 
2 2 

E - J . + O'r + O'q 
EsmO 

(25) 

In the likelihood fit the above definition enters in the calculation of the effective mass 

resolution for each EM pair. 

For 9 towers within a wedge, the average uncertainty of the response map correction is 

1.5%. Figure 25 shows the geometrical categories, within a wedge, used by the authors in 

reference[l5] to derive the response map correction and its uncertainty. The uncertainties 

at the tower boundaries are larger compared to the average uncertainty from 9 towers; 

these are categories, B, C, and D in Figure 25. These information are included in the 

calculation of the effective mass resolution. The average uncertainty of the tower to tower 

correction factor is 1. 7%(Fig. 23). The quadrature sum, b = j( a; +a~), is the average 

tower to tower uncertainty of the CEM. The average value of bis 2.4%(Fig. 26). 

The effective mass resolution is the convolution of the energy uncertainties, Ei, E2 : 

"m = ~ [ ( ~: )' + ( ~: rr (26) 

The mean value of the effective mass resolution is 2.0 GeV/c2 (Fig. 26). 

4.1.4 Mass acceptance of Et and fiducial cuts 

The effect of both the fiducial volume and the transverse energy cuts on the shape of the 

Z invariant mass distribution is checked using events generated by ISAJET(V6.22)[23]. 

My conclusions from these tests are based on rv 60, 000 Z --+ e+e- events. The rapidity 
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Figure 25: Classification of geometrical categories to test the response map correction 
reproducibility. The response map correction for categories B, C, and D have larger than 
average uncertainties. These are the tower edges. No CEM cluster from categories E and 
F enter in the Z mass and width analysis. 
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Figure 26: a) The CEM tower to tower resolution, b) The effective mass resolution. If 
the contributions from tower boundaries are not included, the average CEM tower to 
tower resolution is 2.0%. The effective mass resolution has a single peak, because the 
chances of both EM clusters having poor measurement resolution are small. 
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range of electrons and positrons from Z decays in Monte Carlo data is 1111 < 7.5, where 

the fiducial cut in pp data is 1171 < 1. First I'll describe the effect of the fiducial cut and 

afterwards the transverse energy cut. 

The generated data is smeared with nominal CEM calorimeter resolution. The event 

vertex position in z is smeared to reflect the vertex spread in pp data. The shapes 

of the invariant mass distributions with and without fiducial cuts are the same. The 

Kolmogorov-Smirnov statistic[20], [22], test show both invariant mass distributions, with 

and without fiducial cuts, are identical with a 100% confidence level. Integral distri­

butions are shown in figure 27. A lower Et cut of 20 GeV on electrons and positrons 

does not distort the invariant mass distribution. The fiducial cut in rapidity implicitly 

applies an Et cut because of kinematics that enter in the invariant mass calculation. The 

Et distributions with and without fiducial cuts are shown in figure 28. These distribu­

tions show that an Et cut of 20 GeV does not affect the shape of the Z invariant mass 

distribution. 

Since the fiducial and the Et cuts leave the invariant mass distribution unaffected, 

their effects are not included in the likelihood fits. The trigger acceptances(Et, electronics, 

phototubes) and efficiency of each CEM cell are assumed to be identical and are not 

considered in the fit. 

4.1.5 Fitted Mass Range Selection 

Events that enter in the fit are selected from 81-101 GeV/c2 mass range. This mass 

range is symmetric about the observed invariant mass distribution peak. With this 

choice more than 90% of Z candidates are selected to be used in the fit. A Monte-Carlo 

Z sample, where the electrons passed the fiducial and the Et cuts, was prepared and 

each lepton was smeared with the nominal calorimeter resolution. The superposition of 

both generated and smeared mass distributions is shown in figure 29. The bin by bin 

difference of calorimeter smeared to ideal mass distribution is also shown. The dip in 
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Figure 27: Integral distributions of Z invariant mass are shown in plots a and b. a) 
The generated distribution without cuts. b) Fiducial cut is applied. c) The difference 
of the plots a and b, (b-a). The invariant mass distributions are normalized for the 
mass range 66-116 GeV/c2 • The plot in c is used to determine the confidence level of 
Kolmogorov-Smirnov statistic. 
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Figure 28: Transverse energy(Et) distributions of electrons and positrons from Z decays. 
The distribution with solid curve was prepared after an 1771 < 1.0 cut. The dashed curve 
is the original distribution. The fiducial cut changes the shape of the Et distribution of 
electrons and positrons. 

the difference plot indicates that, within the Mz ± fz range, events are depleted due 

to resolution smearing. Beyond Mz ± 3fz the effect is smaller, hence the difference is 

close to 0. The choice, Mz ± 10 GeV /c2, selects about 92% of Z candidates. With the 

effective mass resolution due to the CEM calorimeter resolution of O"m = 2.0 GeV /c2, 

the mass range also satisfies the 5am criteria assuming the spread of the invariant mass 

distribution arises primarily because of the calorimeter resolution. 

The probability distributions used in the likelihood fits are normalized using the 

selected mass range limits. Since the mass window is symmetric about the Z resonance, 

the normalization constant has small effect on the mass value but is crucial in determining 

the width. 
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Figure 29: a) The superposition of ideal and smeared generated mass distributions. b) 
The difference of smeared to ideal mass distribution. The Z mass range was chosen based 
on plot b. Parameters used to generated these plots are : Mz = 91 GeV/c2 

, f z = 2.4 
GeV, and CTm = 2 GeV/c2 
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4.2 Fitting Systematics 

4.2.1 Structure function contribution to the Z mass fit 

A systematic effect of the fit comes from excluding the structure function contribution in 

the calculated probabilities. The Z mass distribution is skewed toward lower mass values 

by the dependence of the parton densities on the generated mass. 

To keep the fitting procedure as simple as possible, the structure function contribution 

is not included when calculating probabilities. Instead, the results of several tests show 

the fitted mass is shifted by -80 ± 40 MeV /c2 • The uncertainty on this shift is from 

tests[24] of different structure functions: EHLQ-1[25], D0-1, D0-2[26], DFLM-2,DFLM-

3[27]. To account for this shift, an 80 MeV /c2 is added to the fitted Z mass from pp 

data. This mass shift is 5 times smaller compared to the statistical uncertainty of the Z 

mass, hence the fitting method is suitable to the determine the Z mass with the available 

statistics. The fitted mass range used for this study is 81-101 GeV, with the generated 

mass value of 91 GeV. No mass shift is observed by ignoring the nonresonant Drell-Yan 

and the electroweak interference effects in the fit. 

By not including the structure function in the fit, the fitted width comes out broader 

by 100 MeV compared to the input value of 2.5 GeV. This effect is washed out by the 20 

times larger energy measurement resolution. The statistical uncertainty of the Z width 

from the available Z sample,,....., ±1 GeV, is 10 times larger than the 100 MeV shift. The 

structure function contribution to the fit can be safely ignored. I consider this 100 MeV 

broadening as part of the Z width systematics. 

4.2.2 QED radiative effect to the Z Mass 

The QED radiative effect comes about because an instantaneously accelerated electron 

from rest to a speed /3 = v /c emits a photon with some probability. When a Z bo­

son decays in its rest frame into e+e- pairs, the electron and positron each acquire 
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"" 45.5 GeV/c2 energy and both are accelarated instantaneously from rest to a speed 

;3 "" 1. If the photon makes a large angle with respect to the electron or the positron, 

the photon energy won't be deposited in the same CEM tower as the electron. With 

reduced cluster energy the calculated invariant mass value will be smaller. In the case of 

Z decays, the probability that at least one of the electrons emits a photon with energy 

greater than 100 l\foV is around 60%. The CEM calorimeter does measure energies on 

the order of 100 ~fe V . 

~Jonte Carlo studies show the fitted mass is shifted by -110 1IeV /c2 by not in­

cluding the QED radiative corrections to the final state electrons in the probability 

calculation[28]. The Z-+ e+ e- events were simulated with a. 1-.fonte Carlo event generator 

which uses the exact matrix elements to order a 2 [29]. Thus, 110 MeV is added to the 

fitted mass from pp data. This shift is about a factor of 3 smaller compared to the Z 

mass statistical uncertainty. Hence the fitting procedure is suitable to estimate the Z 

mass with available statistics. 

By not including the QED radiative corrections to leptons in the fit, the fitted Z 

width from Monte Carlo is broadened by 200 :MeV. This effect is washed out by the 10 

times larger energy measurement resolution. The statistical uncertainty of the Z width 

from the available Z sample is 5 times larger than the 200 Me V shift. The QED radiative 

corrections to leptons are safely ignored in the fit, the 200 MeV braodening is treated as 

part of the Z width systematics. 

In the external bremsstrahlung, caused by the electrons passing through the detector, 

the emitted photon is collinear with the electron and its energy is deposited in the 

calorimeter and becomes part of the electromagnetic (EM) cluster energy. The effect 

of large angle external bremsstrahlung is assumed to be small compared to the QED 

radiative corrections and is not included in the fit. 
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4.3 Fitting the pp Z data 

Having described the details of the fitting method and its systematics, I now use this 

method to fit the Z ~ e+ e- candidates. Table 3 contains the fitted results of the 

Z mass and width for different cuts. The QED radiative and the structure function 

contributions are not included in the displayed results. The fitted results for the di­

electron sample(section 3.1), category A, is consistent with the results from Z sample 

with tighter cuts: categories B, C, D, E and F. The presence of background in the 

sample of category A broadens the fitted width. The fitted mass from the di-electron 

sample agrees within 100 MeV /c2 with the results from Z samples. In the di-electron 

sample there are 3 like sign pairs within 81-101 GeV/c2 range. There are no like sign 

events in the samples of the remaining categories. 

The cut on the ratio of the electromagnetic energy to momentum, E/P~ 2, is in­

tentionally kept loose at the event selection stage. In category B, both clusters of an 

EM pair are made to pass the inclusive electron cuts. The application of the same cuts 

on both clusters prevents unknown energy scale systematics. The CEM energy scale is 

determined from W ~ ev electron sample where the electrons pass an E/P~ 1.4 cut. The 

category C is the sample with E/P~ 1.4 cut. The fitted results of categories Band Care 

consistent with one another. I'll use the results of category C to quote the Z mass and 

width. There is no background contribution to the Z mass measurement, in the central 

region of the detector, from other physics processes [30]. In the Z mass analysis stricter 

cuts are applied to both EM clusters compared to the Z cross section analysis[l 7], [30]; 

where the background under the Z mass resonance is estimated to be < 1 %. 

Up to this stage of this analysis I have not used CES x2 information; this information 

is as good as the E/P cut to identify electrons and to reject backgrounds. To further check 

on the presence of background, I have applied CES X~v9., where X~vg. = (X~trip + x?oire)/2, 

cut to the Z sample of category C. Categories D,E and Fin table 3 show the results of the 

CES X~vg. cut; this x2 is for 9 degrees of freedom. Up to 4 events are rejected compared 
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Table 3: The fitted values of the Z mass and width. The QED radiative and the structure 
function corrections are not included in these values. The number of events within 50-
150 GeV/c2 range are listed under the 'Cuts category'. Events in a fit are selected from 
81-101 GeV/c2 

• A) One of the EM cluster passes the inclusive electron cuts, where the 
second cluster passes a HAD/EM<0.1 cut and there is a 3D track pointing at it. B) Both 
EM clusters pass the inclusive electron cuts. The E/P ratio is less than 2. C) Both EM 
clusters pass the inclusive electron cuts. The E/P ratio is less than 1.4. D) In addition 
to cuts in C, both clusters pass CES X~vg. ~ 20 cut. E) In addition to cuts in C, both 
clusters pass CES X~vg. ~ 16 cut. F) In addition to cuts in C, both clusters pass CES 
X~vg. ~ 10 cut. G) In addition to cuts in C, both clusters pass CES x2 ~ 10 cut for each 
r</J and z views. Where X~vg. = (X~trip + X~ire)/2. 

Cuts category Mass(GeV/c2 
) Width(GeV) 2 

Xdof Number of events 
used in fit 

A/213 events 90.63± 8:~~ 3.9o± A:g~ 29.0/18 114 

B/90 events 90.53± 8:~g 2 90 0.99 . ± 0.78 18.0/18 79 

C/83 events 90 9 0.39 .5 ± 0.40 2.16± A:~g 23.5/18 72 

D/81 events 90.69 ±0.380 2 7 0.91 .4 ± 0.75 26.5/18 70 

E/80 events 90.69 ±o.380 2.47± 8:~~ 26.5/18 70 

F /79 events 90.72± 8:~~ 2.52± 8:~: 25.4/18 69 

G/66 events 91.03± 8:!~ 2.59± A:~ 20.7 /18 58 

with category C. A visual inspection shows these are Z candidates where the radiated 

photon is close to the electron shower; the closeness of both showers gave larger x2 values. 

The fitted masses of categories D,E and F are consistent with the result from category 

C. The mass shift among different categories is due to the statistical fluctuation in fitted 

samples. The results of a tighter CES x2 cut is given in category G. The fitted mass is 

larger by 0.44 GeV/c2 compared to the fitted mass in category C. This result reflects the 

use of improper energy scale; there is no CES x2 cut in the energy scale calibration. This 

tighter cut rejects Z candidates where the radiated photons from electrons are physically 

close to the electron showers, thus resulting in larger CES x2 values. 

The fitting algorithm is tested to check for systematics on the fitted results. Fits are 

performed on 72 events per sample for total of 200 samples. Each sample is selected from 
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a Gaussian convoluted Breit-Wigner distribution with an average Gaussian resolution 

of 2.05 GeV/c2 ; about 20,000 events are generated with Breit-Wigner mass and width 

values of 91 GeV/c2 and 2.5 GeV. Figures 30a,c show the distributions of fitted mass and 

width from Monte Carlo generated samples; the mean values of mass and width agree 

with the input values. The r.m.s. values of these distributions reflect the measurement 

uncertainties of mass and width for 72 events. These agree with the fit uncertainties 

from pp data. The mean values of the uncertainties on the mass and width(Fig. 30b,d) 

agree with the r.m.s. values of figures 30a,c; this result is expected. The statistical 

uncertainty of the width is asymmetric; the absolute values of positive and negative 

uncertainties about the fitted width are different. This asymmetrical nature comes about 

because both the width and the effective mass resolution are inversely proportional to 

the normalization constant. In figures 30c,d I have histogrammed the average quantities 

of positive and negative uncertainties. The statistical uncertainties of the fitted results 

in pp sample agree with the results from Monte Carlo studies[31]. 

The statistical uncertainties of the fitted results, in Monte Carlo study, shows depen­

dence on the fitted width. This dependence is expected since the spread of a probability 

distribution is by definition used to determine the uncertainty of its parameters[32],[20]. 

The statistical uncertainty of the location parameter, Mz, in a Breit-Wigner distribution 

is r I .J2N, and the statistical uncertainty of the scale parameter' r' is ,....., r f /Nf2. Both 

uncertainties are proportional to the width of the Breit-Wigner distribution. Similarly, 

the statistical uncertainty of the scale parameter, er, in a Gaussian distribution is er/ v'fN. 

These are valid in the limit of infinite events, N. The dependence of the statistical un­

certainties on the fitted width is shown in figures 31a,b. These uncertainty bands will 

shift upward, in the plot, if the resolution value is greater than 2.05 GeV/c2 ; downward 

if the resolution is less than 2.05 Ge V/c2 
• The agreement between the fitted results 

from pp data, category C sample, and the Monte Carlo is excellent. This is expected 

since the vertical location of the uncertainty bands is determined by the measurement 
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Figure 30: Results oftests on fitting code. The input parameters are: M = 91.0, r = 2.5, 
and u = 2.05. a) Fitted mass. b) Uncertainty on the fitted mass. c) Fitted Width. d) Un­
certainty on the fitted width. The mean values of the statistical uncertainties(Histogram 
b,d) agree well with the r.m.s. values of mass and width distributions(Histogram a,c). 
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width. I have only plotted the positive uncertainies of the fitted width. The arrows • 
indicate the fitted results from Z-+ e+e- from pp data. The agreement is excellent. 

resolution used in the fit. This is yet another check that the fitting algorithm works; 

this also indicates the quoted uncertainties on the Z mass and width are consistent with 

expectation. The fitted width and the measurement resolution are correlated. In case 

the wrong measurement resolution is used in the fit, the fitted width will compensate for 

the wrong value by having different than its nominal value. 

The fitted Z mass and width from pp data are listed in table 4 with their statistical 

and systematic uncertainties. The quoted statistical uncertainty is the largest of either 

positive or negative uncertainties in table 3. The likelihood functions in each mass and 

width parameter space are shown in figure 32. Each of these functions has one maximum 

and both are well behaved. The likelihood function dependence of the mass is symmetric 

about its maxima; where as the likelihood function of the width is asymmetric about 

its maxima. The fitted mass and width are weakly correlated(Fig. 33), hence less than 
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Figure 32: Likelihood functions for a) Mass and b) Width. The dotted horizontal line 
shows 10'" level, and the arrows their corresponding mass or width values. 
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Figure 33: Z mass and width contour plot. The QED and structure function corrections 
to the mass are not included. The line (in the vertical direction) shows how far from 
the optimum value the fitted mass will be if the width is fixed to a wrong value. The 
parabola shows how wrong the fitted width will be if the mass is fixed. Near the optimum 
values, the mass and width are weakly correlated. 
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Figure 34: Log(Likelihood) distribution from fitting code tests. a) The arrow indicates 
the log(likelihood) value from pp data, b) The cross indicates the pp results. c) The 
fitted mass and the log(likelihood) are not strongly correlated. 
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Table 4: Corrections and uncertainties in the Z mass and width. The first uncertainty is 
statistical and the second systematic. 

Observed fitted results 
Radiative corrections 
Structure functions 
E/P calibration 
CEM resolution uncertainty 
Mass scale 

Corrected results 

Mass(GeV/c2 
) 

90.59 ± 0.40 
+0.11 ± 0.03 
+0.08 ± 0.03 

±0.38 
±0.03 
±0.20 

Width(GeV) 
2.8±1.0 

±0.2 
±0.l 
±0.0 
±0.5 
±0.0 

90.78 ± 0.40 ± 0.43 .2.8 ± 1.0 ± 0.5 

10" fluctuation of one parameter has a negligible impact on the second parameter. The 

goodness of fit x2 test of 23.5/18- 1.3 indicates the choice of the probability distribution 

very well models the behavior of the observed invariant mass distribution. This test is bin 

dependent, the x2 value depends on both the location and the size of histogram bin. A 

bin independent check[33] is to compare the log(likelihood) value from pp data to that of 

the Monte Carlo. This test does not assign any confidence level, but gross inconsistencies 

can be easily observed. Monte Carlo test shows the log(likelihood) value and the fitted 

width are correlated(Fig. 34b ); there is no correlation between the fitted mass and the 

log(likelihood) value(Fig. 34c). The log(likelihood) value from pp fit is -189.00, this is a 

dimensionless quantity. This log(likelihood) value and the fitted width from pp data are 

in excellent agreement with the Monte Carlo behavior(Fig. 34a,b ). 

The statistical uncertainty of the E/P calibration is the dominant source of systematic 

uncertainty on the measured Z mass. With the exception of the overall mass scale from 

momentum measurement, the rest of systematics on the measured mass are small. Since 

the CEM detector resolution is correlated with the fitted width, the uncertainty on this 

resolution is a source of systematic uncertainty on the width measurement. I assume an 

exaggerated error of 20% on the CEM resolution; the fitted mass varies by .03 GeV/c2 
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Figure 35: Z mass using calorimeter information. 

and the fitted width varies by 0.44 GeV. The other systematics on the fitted width are 

from the QED radiative and the structure function effects. By adding the uncertainties 

in quadrature, the fitted mass and width values measured from 1988-1989 CDF's collider 

data are: 

Mz = 90.78 ± 0.40{stat.) ± 0.38(syst.) ± 0.20(scale) 

r = 2.8 ± l.O(stat.) ± 0.5(syst.) 

(27) 

(28) 

Given the statistical and the systematic errors, the Z mass and width are in excellent 

agreement with measurements from e+e- colliders[34]. The Z mass distribution is shown 

in figure 35. 
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5 Results and Future Prospects 

The measured Z mass at the Tevatron tests the standard electroweak theory at the level 

of radiative corrections. This measurement can be explained by the quantized version 

of the theory. The theory predicts the Z mass value of 88.5 ± 0.8 GeV/c2 in the lowest 

order calculation; where the measured mass, at the Tevatron, CERN, SLC, and LEP, is 

three standard deviations away from prediction. 

The measured Z width at the Tevatron indicates the calorimeter energy measurements 

are understood within their uncertainties. The uncertainty on the measured width is 

larger than one neutrino contribution to the Z width, hence the measured width cannot 

be used to determine the number of generations in the context of the standard electroweak 

theory. From e+e- colliders, SLC and LEP, the measured Z width is 2.59 ± 0.07 GeV. 

The lowest order prediction from theory is "'2.5 GeV[5]. 

Two more input parameters are yet to be determined in the electroweak theory, W 

and Higgs masses. The W mass measurement is underway at the Tevatron by the CDF 

collaboration; a preliminary measured W mass is 79.8 ± 0.44 Ge V/c2 
• A previous precise 

measurement of W mass is by the UA2 collaboration at CERN, with measured value of 

80.4 ± 0.4 GeV/c2 
• By measuring both W and Z masses using the same detector, the 

measurement systematics will be common to both and cancel in the mass ratio. This fact 

coupled with the factor of 10 - 100 increase in data will make it possible to measure the 

W mass to 200-100 MeV /c2
• At this level of measurement uncertainty it will be possible 

to set stricter limit on the top quark mass or discover it. Figure 36 shows how W, Z, and 

top masses are correlated. On the plot the world average Z mass value is marked. The 

CDF Z mass measurement agrees within the statistics with the world average value. The 

CD F's preliminary, Mz - Mw, mass difference is indicated on the plot. This plot shows 

the need to achieve 100 Me V / c2 uncertainty on the W mass to make a profound statement 

about the top mass. At the present time the Z mass value is measured to a precision 
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Figure 36: The interdependence of W, Z, and top masses for Higgs masses of 100 GeV/c2 

and 1000 GeV/c2 . A preliminary estimate of the Wand Z mass difference is shown. The 
length of the arrows is the statistical uncertainties. 
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of,...., 50 MeV /c2 in e+e- colliders. The interdependence of W, top quark, and the Higgs 

masses(Fig. 37) can be seen for a fixed Z mass value. The CDF's preliminary W mass 

measurement is indicated on the plot in figure 37 . It is clear that the uncertainty on the 

W mass does allow a broad range of top quark masses. A lower limit on the top mass is 

89 GeV/c2 ; this is from direct searches by the CDF collaboration. With 25 times more 

data,,...., 125pb-1 , the Z mass statistical uncertainty measured at the Tevatron will be less 

than 100 MeV /c2
. This implies the W mass can be measured to about the same accuracy 

as the Z mass; I'm assuming the systematics of the W and Z mass measurements cancel. 

This measurement can be accomplished in 1993 before the W mass is measured at LEPII 

in 1995. If in 1993 the top quark mass is measured, the CDF collaboration will be able 

to directly start probing the Higgs sector of the standard electroweak theory. More data 

are needed! The hardware exists and its measurement ability exceeds the design goal. 
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A Z ---+ e+e- Event Display 
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Figure 38: CTC display of Z-+ e+ e- candidate in a pp collision. The electron direction in 
xy plane is at </> = 159 degrees, and the positron direction is at </> = 338 degrees. The list 
on the left gives complete information about tracks. The negative value of Pt indicates 
negatively charged track. The outermost rectangles at the end of electron and positron 
shows the EM calorimeter energy. The combination of two quantities, momentum and 
energy, verify the particle as electron or positron. 
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Figure 39: Calorimeter display of z~ e+ e- candidate in a pp collision. The transverse 
energies of the electron and the positron clearly stand out of the background energies. 
The central region of the detector is 17 ~ ±1.1 in pseudo-rapidity. The directions of 
incoming protons and anti-protons are also shown. 
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Figure 40: The display of the wedge at which the electron deposited its energy. The 
electron shower is mostly in one tower. The electron energy is calculated using energies 
in towers 2 and 3. The CES shower profiles in x and z views show the location of the 
electron shower within a wedge. The raw energies of strip and wire are 20.64 Ge V and 
20.56 GeV. 
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Figure 41: The display of the wedge at which the positron deposited its energy. The 
positron deposited most of its energy in tower 6. The CES shower profiles in x and z 
views show the location of the positron shower within a wedge. The calorimeter response 
to electrons and positrons does allow to determine their energies but not their charge. 
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Figure 42: The side view of Z-+ e+e- candidate in a pp collision- rz view. The detector 
is symmetric about the beam pipe. The direction of protons and anti-protons are shown. 
The combination of VTPC, CTC, CES, and CEM measurements can be seen by following 
the electron and positron tracks. 
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B The Kolmogorov-Smirnov Statistic 

If any parameter in a probability distribution is estimated from data, the distribution 

of the Kolmogorov-Smirnov statistic, DN = maxlSN(X) - F(X)I, is dependent on the 

probability function used in a fit. The cumulative distributions of data, SN(X), and that 

of a probability function, F(X), cover the same range of X. This appendix describes the 

procedure to determine the confidence level of the fit results for 72 Z-+ e+ e- candidates. 

First, I give the the confidence level calculated from theory[20],[22]. Next, a Monte Carlo 

test is carried out to check the result from theory. This test also checks the algorithm 

that is used to prepare the DN distribution. In the last step, Monte Carlo method is used 

to prepare DN distribution using fit results from each sample. 

The 72 Z-+ e+ e- candidates are fitted using a Gaussian convoluted relativistic Breit­

Wigner distribution. The maximum distance between the cumulative distributions of 

data and probability function is 0.0547. The universal (independent of the probability 

distribution) Kolmogorov-Smirnov statistic assigns a 98.2% confidence level to a distance 

of 0.0547 given the 72 events[20],[22]. This result is checked by preparing a distribution 

of DN using Monte Carlo method. The distribution of DN (Fig. 43a) is prepared from 

generated samples of a Gaussian convoluted relativistic Breit-Wigner distribution. Each 

sample consists of 72 events. The confidence level read from figure 43a is 96.9 ± 6.5%. 

This agrees with the value calculated from theory. 

The distribution of DN calculated using the fit results from each sample is shown in 

figure 43b. From this distribution, a confidence level of 81.6 ± 6% is found for the max­

imum distance of 0.0547 for the 72 Z-+ e+c candidates. The distribution in figure 43a 

is broader than the distribution in figure 43b. 

In addition to being a bin independent test, the Kolmogorov-Smirnov statistic shows 

no dependence on the quantities found in the likelihood fits (Fig. 44.) Figure 44a shows 

no correlation between the fitted mass and the maximum distance, DN. Similarly, fig-
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Figure 43: Distributions of the Kolmogorov-Smirnov statistic prepared from 72 events 
generated according to a Gaussian convoluted relativistic Breit-Wigner probability func­
tion. a) An input mass of 91 GeV/c2 , and width of 2.5 GeV are used to calculate the 
maximum distance. The confidence level is the ratio of 216 to 223 entries: 0.969. The 
probability of finding a maximum distance greater than 0.054 7 is 96.9 ± 6.5%. b) The fit 
results from each sample are used to calculate the maximum distance. The confidence 
level is the ratio of 182 to 223 entries: 0.816. The distribution in a) is universal; the 
shape of this distribution is independent of the probability function used to calculate the 
maximum distance. If any parameter of a probability function is estimated from data, a 
distribution such as in b) has to be prepared to quote a confidence level. 
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Figure 44: Scatter plots of the maximum distance (Kolmogorov-Smirnov statistic) and 
the fitted parameters from 223 Monte Carlo samples. a) Fitted mass vs. maximum 
distance. b) Fitted width vs. maximum distance. c) Log(likelihood) vs. maximum 
distance. These plots indicate the Kolmogorov-Smirnov statistic is not correlated with 
the fitted results. 
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ure 44b shows no correlation between the fitted width and DN. The scatter plot of 

the log(likelihood) against DN shows that the distribution of the Kolmogorov-Smirnov 

statistic is independent of the fitting procedure (Fig. 44c.) 

With a confidence level of 81.6 ± 6%, a Gaussian convoluted relativistic Breit-Wigner 

distribution describes the distribution of 72 Z-+ e+ e- candidates. 
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c CDT z position calibration 

The CDF Central Drift Tubes Array(CDT) is described in detail in references [35],[36]; 

in this note I describe how the position measurement along the beam direction (the z 

axis) was calibrated. The first calibration took 25 days(24 working hours) to carry out 

in 1987. In 1988 a faster method was implemented to collect Fe55 source data. Routinely 

the data was collected within 15 hours during a calibration period. 

The CDT [35] is located inside the solenoidal superconducting coil and is mounted on 

the Central Tracking Chamber(CTC). The CDT array consists of 2016 cylindrical tubes 

of 12. 7 mm diameter each arranged in three layers. The CDT is "' 3 meters long and its 

radial thickness is 3.8 cm. The radial thickness is constrained by the dimensions of the 

outer radius of the CTC and the bore of the solenoid magnet(Fig. 45.) To reduce the 

number of electronic readout channels pairs of tubes are connected( electrical) together at 

the west end. They are located in the same layer separated by eight tubes(Fig. 4 7.) The 

effective length of the sense wires are doubled, "' 6 meters. The timing and the charge 

information of each tube-pair is readout using two QVC(charge to voltage converter) 

channels and a single TVC(time to voltage converter) channel. The measured charges 

and time are used to calibrate the z position measurement of the CDT. In pp data the 

measured charges and time are also used to measure the ref> position of a track. This 

measurement method is not described in this appendix and is the subject of another 

note. 

The charge division is based on the fact that the electric potential drop across two 

parallel resistors is equal. Whenever a charge of Q amount is deposited along the sense 

wire in a drift tube, at that location the sense wire is divided up into two resistors with 

respect to ends(Figure 46.) Here is the derivation of the charge division formula. 

dQo l 
-(-+x)p 
dt 2 

(29) 
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Figure 45: Detail of the CDT array's drift tube geometry. 
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Figure 46: Schematic view of a charge division process. Charge Q is deposited at x = XQ. 

The charges(Q0 , Q1 ) are measured from the ends of sense wire, their magnitude depends 
on the resistances from the ends to the XQ position and on the magnitude of the total 
charge q. 
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Figure 47: Schematic of a single tube-pair readout system. 

the wire length,/, and the wire resistance per unit length, p, are time independent. The 

position x and wire length are measured in units of cm. Integrating over time and solving 

for x the charge division formula is: 

(30) 

When deriving R it was assumed that pis a constant and independent of position along 

the wire. The charge division ratio R ranges from -1 to +1. There are two Fess sources 

located ,...., 18 cm away from the ends of a drift tube; the distance between the sources 

are known to within 0.1 mm. These sources provide 2 position measurements that help 

determine the slope in the line equation. A line equation is used to convert the position 

measurement from R space to the physical space( z axis). The readout schematic of a 

single tube-pair is shown in figure 4 7. The sense wires resistance from end to end of a 

tube is R1 ,...., R2 ,...., 1988 ± 3!1. Each tube capacitance is. about 40 pf. The high voltage 

blocking capacitor at the end of a drift tube makes the charge division equation time 

dependent. Another source of time dependence is introduced by blocking capacitors at 
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the inputs of the rabbit QVC channels. A tube-pair can be treated as an RC circuit 

with time constant T = RC. By a straight forward but involved calculation the time 

dependent charge division formula is derived to be: 

(31) 

Where Tis charge decay time constant. In the charge division equation time and position 

independent constants are not shown; they are absorbed in the Fess calibration constants. 

The charge division equation in terms of measured quantities is: 

(32) 

The most important tool used to collect Fess calibration data is the set of level-1 

CDT trigger cards [37]. These cards are designed to select up to four fold coincidence 

of tube-pairs. The PAL (Programmable Array Logic) multiplicity logic units on each 

card are controlled by addressable R/W(read/write) registers and enabled triggering off 

of a single drift tube-pair. Typical singles counting rates per drift tube-pair from cosmic 

rays plus Fess sources were ,.,.,50 Hz. The CDF DAQ(data acquisition) system and the 

main CDF trigger module(CDFFRED) are used to collect Fess calibration data in the 

pp physics data collection mode. 

Digitized data is read and manipulated by an MX. The MX computer is designed to 

collect data from CDF electronics. The CDT array is readout using 4 MXs working in 

parallel. This way it is possible to trigger off of 4 drift tube-pairs in parallel and collect 

calibration data 4 times faster. But the main gain in speed comes about by avoiding 

the bottleneck that exists when the data is transferred from the MXs to tape [38]. I'm 

avoiding the discussion of the system that transferred the data from the MXs to the 

output tape, it's irrelevant to this calibration. The bottleneck gets avoided by storing 
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1000 source events in the MX memory and transferring them all at once to the tape. 

For each trigger(event), the source data length consists of eight 16 bit words arranged 

in the MX memory as follow: trigger number, junk word, LID(logical ID of a drift tube­

pair),TVC,LID+l,QVCO,LID+2,QVC1. 

Without any selection cuts the MX memory will be swamped with data from other 

tube-pairs. For example, the first trigger of a single drift tube-pair provides information 

and at the second trigger three drift tube-pairs provide information. In this mode it 

is not definitely possible to know that there are 1000 events recorded from the same 

drift tube-pair. For each trigger there is data from the tube that was selected to begin 

with, but triggers from cosmic rays or coincidence hits from other tube-pairs can also be 

present. To help out the offiine analysis and also to reduce data not coming from Fess 

decay, it is required there to be only a single time(TVC) information present in the MX 

memory per trigger. The requirement of single TVC eliminates both cosmic rays that 

triggers two or more tube-pairs and coincident Fe5s decays. Each tube-pair has one time 

measurement. The raw data output is displayed in figures 48,49, 50. 

The calibration constants that need to be determined are the 4 source positions in 

charge division space(R) and the RC time constant of the drift tube-pair. Two additional 

parameters are added to check any offsets that the digitized charges Q0 and Q1 might 

have. These offsets add 2 more parameters in the fit, the parameters are denoted as 'a' 

and 'b'. The content of figure 50 motivated me to develop an algorithm to estimate all 

7 parameters of a drift tube-pair. The equation of the charge division that parametrizes 

source position(line equation) in figure 50 is: 

Gi = [(Qo - a)+ (Q1 - b)] X Ri - [(Qo - a) - (Q1 - b)] x etfr] = 0. (33) 

The parameters of four sources are fitted simultaneously, there are four line equations that 

allow to estimate 8 parameters. From the simultaneous fit 7 parameters are estimated. 
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Figure 48: Charge division distribution of a drift tube-pair. Fess peaks are clearly visible, 
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Figure 49: Measured time in counts vs. charge division distribution of a drift tube-pair. 
The source distributions near ".I ±1 show time dependence, this time dependence comes 
from the capacitances present in the drift tube-pair readout. 
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Fitting algorithm is as follow: 1) Fit each source location( the slope) independently and 

take this to the zeroth order estimate of the i-th source position. 2) From resistances and 

capacitances of a drift tube-pair system it is possible to estimate the RC time constant. 

The average RC time constant for drift tube-pairs '"" 35 µs, this is taken to be the zeroth 

order estimate of T. 3) The zeroth order estimate of a and b is 0, this is what we expect 

from well calibrated electronics. 4) the functional form Gi is linearized to iteratively 

estimate the best parameters; Taylor series expansion is carried out about the known 

estimates of the parameters. 5) The chi-squared is minimized iteratively to estimate the 

best value of the 7 parameters. 

The average value of the goodness of fit test, x2 , indicates the resolution of the 

electronics that measure the charges to be '"" 9 counts. From the distributions of the 

offset parameters I conclude that the electronics are well calibrated, and that the rate at 

which they were calibrated is appropriate. 

The average charge division value(Ro) of the middle two sources tell where the tubes 

are connected together. In pp data this information is used to decide in which tube a 

charged particle passed through. The calibration constants of each tube differs somewhat 

in magnitude, and 50% of source positions have opposite sign. The physical position of 

each source with respect to tube ends is measured prior to installation; using this infor­

mation and the source positions from the fit we can calculate the slope that transforms 

position measured in R space to physical space(z axis). The relation is: 

z R * m; +intercept 

Z2 - Z1 . 
R * + intercept, 

R2 - Ri 
(34) z 

where R is the charge division ratio of a tube, the z2 ,z1 are the measured physical positions 

of 2 sources and the R2,R1 are the fitted positions of 2 sources in the charge division 

space. The intercept was chosen as to make the z position symmetric about z=O, z range 



C CDT Z POSITION CALIBRATION 80 

is rv ±1.5 meters. 

The CDT z measurement resolution is ,..., 6mm for large Pt tracks, for all range of Pt 

and </J, () angles the resolution is ,..., lOmm. Hence the fractional resolution of CDT is: 

0.17% = 6~goU:m. The CDT-CTC track matching resolution along z axis is about 1 cm, 

and no z position dependence bias is observed within the resolutions of both CDT and 

CTC detectors. 
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