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ABSTRACT

A Search for Quark Compositeness with the CDIF
Detector at the Fermilab Collider. (December 1990)
Timothy Lee Hessing, A.B., Augustana College, Rock Island, Illinois

Chair of Advisory Committce: Dr. Robert C. Webhb

The inclusive jet cross section in pp collisions at /s = 1.8 TeV has heen
measured using jet clustering cone sizes of 0.4, 0.7 and 1.0. The cone size, R, is
defined to be, R = m, where n = —Intan8/2, 0 represents the
polar angle and ¢ represents the azimuthal angle. A lower limit on the value of the
composite scale parameter, A,, was determined to be 1100 GeV at the 95% confidence
level using the cone size 1.0. Comparisons to both leading order Quantum Chromo
Dynamics (QCD) and next-to-leading order QCD calculations have beecn made and
no significant deviations from QCD observed. The dependence of the inclusive jet
cross section on cone size has also been compared to next-te leading order QCD.
The measured cross section was found to grow larger with increasing cone size, more

quickly than next-to-leading order QCD predicts.
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CHAPTER I

INTRODUCTION

The search for substructure in matter has led to the simplification of the phys-
ical theories describing the world. At the same time it has raised more questions
concerning the nature of matter. Quark substructure, or quark compositeness, is one
of the next steps in this search. In this chapter, the history of this search is discussed
and the current experimental state reviewed. The measurciment of the inclusive jet
cross section is one method of searching for quark compositeness. The theoretical
justification {or this measurement and its interpretation will therefore be described.

Following the theorctical motivation, the apparatus used for the measurement
of jets is described in Chapter 11. The mcasurement of the jets, the physical properties
of the jets, and the determination of the inclusive jet cross section are then described
in Chapter L. Chapter 1V describes the calculation and use of corrections in order
to compare the measured jet cross section with theory. The systematic uncertainties
for this measurement are discussed in Chapter V. The cross section is compared to
theory in Chapter VI, which is [ollowed by a discussion of the results and conclusions

in Chapter V1L

A. [llistorical Review
One of the great questions in science today is the same question that philoso-

phers asked thicmselves thousands of years ago, “What is the world made of 7" In

This dissertation follows the style of Physical Review D.

particular, “what are the basic building blocks of matter?” Around 500 B.C., Leu-
cippus and Democritus proposed that il one was able to break matter apart into
smaller and smaller picces, eventually one would not be able to break matter apart
any further. These smallest, identical, indivisible particles were called atoms. In the
carly 19th century John Dalton composed a list of some twenty elements which he
called ators.{1] This eventually led to development of the Periodic Table of Elements,
containing all the clements which are now called atoms.

In 1897 Sir J. J. Thompson discovered the electron, which was followed by
l.ord Rutherford’s discovery of the proton in the early 1900’s and, in 1932, by Sir
J. Chadwick’s discovery of the neutron. The atom was found to consist of these
new particles and this demonstrated that the atom was not the smallest, identical,
indivisible particle. In the 1960’s a theory was put forth which suggested that protons
and neutrons could be interpreted as composite structures. This theory, called the
Gell-Mann & Zweig Quark Model, was verified in the mid-60’s by observations made
at both SLAC (Stanford Linear Accelerator Center) and CERN {Conseil Européen
pour la Recherche Nucléaire}, which proved conclusively that the proton was made
of quarks.(2]

Our current knowledge of the universe suggests that it is ruled by four forces:
gravitational, electromagnetic, weak and strong. The electromagnetic and weak forces
are described by the Standard Model of Electroweak Interactions. This model is based
on the gauge group SU(2) x U(1}). Quantum Chromodynamics (QCD) is the theory
which describes the strong force and is based on the gauge group SU(3). QCD,

combined with the Standard Mode! of Electroweak Interactions, is known as the
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Standard Model. The Standard Model is the best theory currently available which
describes the electromagnetic, weak, and strong forces. Gravity, the weakest of the
four forces, is partially described by the Theory of Ceneral Relativity. This last
force has not yet been fully unified with the other three forces. Various attempts
have been made to incorporate gravity, including Grand Unified Theories (GUT) and
Supersymmetric Theories (SUSY), but none of these theories have been confirmed
experimentally.[3]

The Standard Model contains at least 21 different particles. There are 12
fermions: 6 leptons, (e, v.), (p,v,) and (7,v,) and 6 gquarks, (u, d), (¢, s) and (¢,
b). There are also 12 bosons, 8 gluons (g) which carry the strong force, the photon
(y) which mediates the electromagnetic force, the W* and Z which carry the weak
force, plus the Higgs boson (/). Renormalizable gauge theories like the Standard
Model allow for the presence of spin 0 particles. The usual formulation of the Stan-
dard Model requires at least one spin 0 particle. The 1liggs boson is this spin 0
particle, which arises from the spontaneous symmetry breaking of SU(2) x {/(1) and
gives mass to the weak gauge bosons and fermions. All the fermions mentioned above
have been observed except the t-quark (note, the v, has been inferred fron: v decay).
Of the 12 Standard Model bosons, all have heen observed except the Higgs boson.
The discovery of the lliggs boson would be great success for the Standard Model.[4]

The search for ever smaller particles means probing ever smaller distance scales,
In order to study these distances, wavelengths that are comparable to the scale being
probed must be used. This implies higher and higher energies are needed in order

to probe smaller and smaller distances. Accelerators, which provide beams of high

energy particles, are used to probe these distance scales. One of the reasons for
building the Superconducting Super Collider (SSC) in Texas is to search these small

distance scales for the Iliggs boson and help confirm the Standard Model. (5]

B.  Experimental Status

Most matter appears to be composed of quarks and leptons. Interactions among
these particles, except for the gravitational interactions, are described by the Standard
Model. Yet the Standard Model has over twenty free parameters(5] and this large
number of parameters makes it hard to believe that this is a fundamental theory.
The precise tneasurement of the Z niass can be used to define only one of these
parameters. The mass of the Iliggs boson and fermions, and the elements of the
Kobayashi-Maskawa (KM) mixing matrix are some of the other parameters in the
Standard Model.

In August of 1989, papers from both CDF and MARK 11 (an e*e™ experiment
at the Stanford Linear Accelerator Center) appeared in Physical Review Letters]6,
7); these papers presented the first precision nreasurements of the Z mass and width.
In July of 1989, LEP stored it's first beam and already experiments at LEP have
improved the precision of the measurement of both the Z mass and width. {8, 9,
10, 11] The masses of the t-quark and the Higgs boson are also parameters of the
Standard Model that can be measured experimentally, and direct evidence for these
two particles has yet to be found. Preliminary measurements, made at CDF, place
the mass of the t-quark above 89 GeV.[12, 13, 14] The discovery of the Higgs boson

is a major goal of particle physics. Present limits on the mass of the Higgs boson



place the /1" mass > 3.9 GeV and the //* mass > 19 GeV.[3] The neutral Higgs
(H°) is Luscd on the minimal Standard Model and the charged Niggs (H?*) is based
on supersymmetric extensions to the Standard Model. The successes of the Standard
Model suggest that these particles should exist; however, if they don't, the Standard
Model will be on very shaky ground.

CP-violation has been observed weakly in A'-decays.!5] However, the mag-
nitude of this violation is small and has only been observed through very precise
measurements of the K0 Wo-systcm. The origin of CP-violation (or T-violation) is a
question the Standard Model doesn’t address. [16] General principles of relativistic
field theories, like the Standard Model, require CPT-invariance. If there is CPT-
invariance, then CP-violation and T-violation are permitted. The KM-matrix can
easily accommodate CP-violation through the inclusion of a complex phase factor. If
this phase factor is non-zero, then CP-violation is allowed[17], however, this doesn’t
explain the origin of CP-violation.

Searclies for free quarks have been undertaken ever since tlie advent of the Gell-
Mann & Zweig Quark Model in the mid-60s. Yet all experiments since 1977 have
presented negative results.{3, 18] This has led to the postulate of quark confinement,
implying that quarks are trapped inside hadrons. This idea of quark confinement is
a key ingredient of QCD. Essentially, in QCD, quarks carry color, and experiments
suggest only colorless particles can be observed. Questions of why quarks are confined
and why no [rce quarks can be observed are two more questions the Standard Mode!

doesn’t address.
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Quarks and leptons in the Standard Model can be grouped into generations,
much like the Periodic Table of Elements can be grouped into rows and columns,
There are currently three known generations or families in the Standard Model. These
families arc listed in Table ). The first generation contains the e, v, leptons and
the u, d quarks. The next two generations are just heavier versions of the first
generation.[17] Why is there more than one generation? This is one of the major
unanswered questions of the Standard Model. 1low many generations are there? Are
therc more than three? If there are not more than three generations, then why are
there three? These are similar questions that may be asked. The number of light
neutrino specics can be found by measuring the width of the mass distribution for
the 7 boson. This is because cach species of neutrino with mass less than one-half
the Z boson mass contributes 180 MeV to the width of the Z boson via the decay
node Z —+ v ¥ and hence; the width of the Z boson mass distribution can be used
to estimate the number of quark and lepton generations if all neutrinos are less than
one-half the mass of the Z boson. Results from the four LEP experiments, at CERN,
have ruled out a fourth light neutrino generation at the 98% confidence level (8, 9,
10, 11}

The large number of quarks and leptons has led to speculations that they are
composite structures.[19] Most tests of QCD have only been comparisons to leading-
order calculations, next-to-leading-order QCD calculations are now available.[20, 21,
22] These new calculations should allow experimentalists to more precisely test QCD.

‘These precision tests will either be able to verify predictions of QCD and the Standard



Table I. A list of the Standard Model quark and lepton families and their properties.

Particle

Name Symbol (type) Charge Mass (GeV)

up u (quark) Z 4x1073

First down d (quark) —% 7x1073
Generation electron-neutrino v, (lepton) 0 <18x10°®
electron e (lepton) -1 5.1 x 104

charm ¢ (quark) % 1.5 x 10°

Second strange s (quark) -1 0.2 x 10°
Generation  muon-neutrino v, (lepton) 0 <25x 10~4
muon # (lepton) -1 1.06 x 107!

truth t (quark) % unknown

Third beauty b (quark) -1 5 x 10°

Generation  tau-neutrino vy (lepton) 0 <7x1072

tau 7 (lepton) -1 1.78 x 10°

Model, or show deviations from the predicted results. If QCD passes these tests, then
all these unanswered questions will remain unanswered; however if deviations from
QCD and experiment exist, then the question arises, is there something more? If
there is an underlying structure to quarks and/or leptons, then history has shown
that theories can usually be simplified when underlying structure is found.
Experiments at both CERN and Fermilab have measured the inclusive jet cross
scction. [23, 24, 25, 26) The higher energies available at the Fermilab Collider allows

for a deeper scarch into the structure of quarks for compositeness. The current

lower limit for the composite scale of quarks involving a contact interaction (A), is
Ac > 700 GeV.[26]) This current limit is from data collected by CDF in 1987 and is
based on ~ 26 nb~! at /3 = 1.8 TeV. The 1988-1989 CDF run coliected more than
100 times this integrated luminosity at the same energy and should be capable of
selting a imit of A > 1 TeV. The Standard Model successes indicate that if fermions
are composite structures, this would happen on a size scale of less than ~ 10717 ¢m

which iniplies an composite scale of Ac > 1 TeV.[5)

C. Theoretical Motivation

The Standard Model is the best theory available. Yet, as outlined above, there
are still many unanswered questions such as: why are there three generations? The
large number of fermions naturally leads to the question, are fermions elementary or
is there something mor;e? By measuring the inclusive jet cross section, the results
of this measurement can be compared to QCD and check that the Standard Model
is still valid. In the 1988-1989 CDF data run, CDF collected ~ 4.2 pb~! of data at
Vs = 1808 GeV. Ameasurementoftheinclusivejc.tcmamﬁenffomthisd&aset
should allow a search for the composite structure of quarks in the TeV range.
1. Quantum Chromodynamics

Jet are believed to originate from the scattering of the quarks (¢) and gluons (g)
that constitute hadrons.[21] The measurement of the jet cross section for the inclusive
production of jets (inclusive jet cross section) is a basic measurement of the scattering
from the interactions of these elementary particles. This measurement is therefore a

quantitative test of the strong interaction theory (QCD).



Physics [27], the leading order (a?) QCD processcs are all 2 body to 2 body processcs.
Figure 1 is an example of a two jet event which illustrates what the result of a 2-
2 body QCD process would look like in the CDF detector. These elementary 2-2
body subprocesses (4i;), listed in Table II, are combined with the parton probability
distributions (f{*)(za,@?%), to calculate the leading order QCD inclusive jet cross
section. Equation 1 displays the form of the leading order QCD jet cross section used

in this analysis and described by E. Eichten et ol [27].
;'_;'7‘ - / dy, / ,,yz{"”_sf’iglf.sn(,qu, 1920, QY60 (5,1,6)
+ 1920, @) 1P (a1, QY50 (3,5,D)/(1 4 6,)), (1)

where y) and y; represent the rapidity of jets ! and 2 respectively, 7 is the common

transverse momentum of the two jets, § = s7 is the square of the parlon-parton

subenergy,
AP aw-n
7= — cosh®* ——==, (2)
s 2
za= e, (3)
2y = Jre~ M2, (@)
i= -%(x ~ cosf), (5)
G= —%(l + cosf) (6)

and @2 is the appropriate scale of the hard scatiering process.
The choice of Q% in Equation 1 is ambiguous since any shift in Q* introdnces

terms in oy of order a3 which are neglected in order a? calculations. [lowever,

Using the parton model ideas as discussed by E. Eichlen et al. in Supercollider

)
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~
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Figure 1. An example of a two jet event, in the CDF detector, which illustrates a
2-2 body QCD process, In n-¢ space this figure illustrates the location of
clusters of energy, jets, in the CDF detector.

according to QCD perturbation theory, the choice of Q2 should be characteristic of
the scale of the hard scattering process. Therefore, Q* was chosen to be equal to
PZ{2 in all the leading order QCD calculations used in this analysis and P?/4 for the
next-to-leading order QCD calculations.

Detailed quantitative studies of the inclusive jet cross section are limited by
the ambiguities in the calculation of the cross section. The theoretical ambiguities
include the uncertainty in the choice of Q? as mentioned above and the uncertainties in
the parton distribution functions. Both theoretically and experimentally the precise
definition of a jet is also ambiguous. Different experiments are free to define jets in

slightly different ways, theoretically at order a2 the jet that is measured in the detector
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Table 1l. Elementary cross sections for leading order a2 QCD subprocesses, given
in the form (3/7)dé/di.

Subprocess Elementary Cross Section

2.2,-2

%9 — 04, Pk
- - 3.2,.2
aq; — a4, R
— _ 2.2, .2
%% — 9; S

40?3048 . 2442 .2
G~ e REH+E-E

_ _ 252, .2 2.2 .2
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g9 —od LA 14
99i — 9 dEHAL b

g9 g9 3w _ i

is associated with the parton, and therefore the jet properties are corrected in order
to associate the various quantities with the corresponding partonic quantities. This
assumnes the parton associated with each jet is detected as a narrow jet of particles
and at order a3 this assumption is no longer valid.

The 2-3 body parton scattering subprocesses are listed in Table 111. Figure 2
is an example of a three jet event in the CDF detector which illustrates a 2-3 body
QCD process. The matrix elements squared for all 2-2 and 2-3 parton scattering
subprocesses have been calculated.[28] An immediate consequence of this fact is the
ability to calculate the next-to-leading order QCD inclusive jet cross section. [20,
21, 22] At this level a jet can consist of mare than a single parton, and therefore

the definition of a jet at the theoretical and experimental level become intertwined.

Table I11.  List of next-to-leading order a} QCD subprocesses.

Subprocess
99— 99,9
g — 4i¢;7;
9q; — 94,9
%% — 99,9
@ — 499
9 —* Giqi0;
0q; — g9
%3 — 999
g — qig9
99 — 4G9
99 — 999

This is because a decision must be made as to when to count two partons as one
jet and when to count them as two jets. In the next-to-leading order calculation
of the inclusive jet cross section, the jet definition was chosen in order to agree with
the experimental definition as much as possible, thus eliminating possible ambiguities
associated with this definition.[21]

A prediction that arises from the definition of the jet in these calculations is the
dependence of the cross section on the jet definition. A fixed cone algorithm was used
both theorctically and experimentally to define the jet; the clustering cone size was
an adjustable parameter in this definition. The inclusive jet cross section at order a}

is dependent on the cone size used in measuring these jets. The dependence of the
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Figure 2. An example of a three jet event, in the CDF detector, which illustrates a
2-3 body QCD process. In n-¢ space this figure illustrates the location of
clusters of energy, jets, in the CDF detector.

cross section on the cone size is an intrinsic feature of QCD and it is important that
this.be tested experimentally.[21] Due to the fact that the jet is no longer associated
with a parton, the jet and its properties as measured in the detector are no longer
corrected back to the parton level. Jet corrections must only account for detector
effects and not theoretical effects. In this analysis, this implies that corrections for
energy lost outside the clustering cone associated with the parton should no longer
be applied.
2. Compositeness

In the search for possible breakdown in the Standard Model, it is essential to

explore the scattering of the elementary constituents of matter at the highest Ei's
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possible. The composite structure of quarks and gluons is one possible source of
breakdown in the Standard Model. The measurement of the inclusive jet cross section
using the CDF detector allows compositeness to be scarched for at the highest E;'s
currently available in the world.

The basic assumption underlying most composite models is that the constituent
particles interact by means of a new strong gauge interaction.[27} This new strong
interaction binds the constituent particles into singlet states at energies below some
characteristic scale A.. At encrgies of a few times the composite scale A, multiple
production processes should dominate over the familiar 2-2 body parton scattering
processes. Which processes will occur is model dependent, but in general, the cross
section for allowed inelastic processes will be of order 47 /A, and will completely
dominate over the standard processes for which the cross section is of order xa?/3.
At energies less than A, the comparison with the Standard Model is quantitative.

Compositeness (quark structure) can be approximated by the effect of a contact
term added to the QCD lagrangian. In pp collisions the production of high-transverse

momentuin jets is most sensitive to the presence of a flavor-diagonal contact term Ly,

+g°_ _
Lo = z—chm“mmu. (n

is the form of the contact term for the coupling of left-handed quarks, there are, how-
ever, other possible terms. The contact term modifies the cross section and the effects
are most apparent at the large values of Py for which the valence quark interactions

dominate the jet cross scction.
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Comparisons of the measured inclusive jet cross section to composite model
predictions based on the presence of a flavor-diagonal contact term will be made in
this analysis. By normalizing, the theoretical predictions to the data at sinall values
of Eq where the composite cflccts are not significant, then the cross section at the
higher values of E can be examined in order to search for a possible composite signal.
The following chapters will examine how this was accomplished using the most recent

data collected by CDF.



CHAPTER 11
THE CDF DETECTOR

The Collider Detector at Fermilab (CDF) is a general purpose spectrometer
designed to explore the details of physics processes at the Fermilab Tevatron center
of mass energy, /3 = 1.8 TeV. In order to measure and identify particles produced
at the Tevatron Collider, charged particle tracking, magnetic momentum analysis and
fine grained calorimetry are combined to measure the energy, momentum, and where
possible, identify the particles. The detector has three main components as shown
in Figure 3. These components ate a movable central detector and two identical
forward /backward detectors situated on either side of the central detector. Figure 4
shows a cut-away view of one half of the complete CDF detector system, the detector
is forward/backward symmetric about the interaction point.

The coordinate system for CDF is right-handed and defined to have the origin
in the center of the central deteclor. The x-axis points radially outward in the plane
of the Tevatron (the Tevatron is a circular colliding beam machine) forming a line
that intersects both the center of the CDF detector and the center of the Tevatron.
The y-axis is perpendicular to the x-axis and points upward from the center of the
detector. The 2-axis points in the direction that the protons are transported, tangent
to the Tevatron, originating at the center of the central detector. The radius (R),
azimuthal angle (4), polar angle (#) and z coordinate in the detector systenn are

defined according to standard definitions using this coordinate system.
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Figure 3. Perspective view of the CDF detector showing the central detector and
the forward/backward detectors.

The central detector consists of a solenoid magnet, tracking chambers, elec-
tromagnetic shower counters, hadronic calorimeters and muon chambers. The for-
ward/backward detectors consist of segmented time-of-flight counters, electromag-
netic shower counters, hadronic calorimeters, and muon toroidal spectrometers, The
individual detector components for the central and forward/backward detector sys-
tems will be described briefly here. The detector is described in detail elsewhere.[29]
Particular attention will be given to the various individual detector systems used in

this analysis.
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Figure 4. Cut-away view of one-half of the CDF detector showing the individual
detector sub-systems making up the central and forward/backward detec-
tors.

A. Tracking

The tracking system used in conjunction with the magnetic field supplied from
the solenoid is used to reconstruct particle trajectories and momenta. Particles scat-
tered in the transverse plane of the beam, which originate from proton-antiproton (pp)
collisions near the center of the detector, can be observed in the tracking chambers
that surround the region. The vertex time projection chamber (VTPC) is used to find
the position of the initial collision and track the charged particles produced at polar
angles of greater than 3.5 degrees. The forward/backward tracking chamber (FTC)
can reconstruct particles produced in the angular region from 2-10 degrees/170-

178 degrees and the central tracking chamber (CTC) combined with the central drift

tubes (CDT) provides a correlated R-¢-z measurement of the charged particle tracks
in the region from 15 165 degrees.

The data from the V1I'PC supplied information about the z position of the vertex
for the event, which was used to obtain the corrected jet pseudorapidity (n, where
n=- In(tan(%))) and reject jet backgrounds (see Chapter 111). Tracking infornation
in the central detector region was used to measure the jet fraginentation properties
(see Chapter 1V) and to calculate the charged hadron fraction used in rejecting jet
backgrounds (sce Chapter 111).

. Vertex Time Projection Chamber

The VTPC covers ~ 7 units of n and was optimized to have good pattern recog-
nition in R-z in order to locate the event vertex and to compliment the R-¢ tracking
of the CTC.[30) The VTPC was designed to find the z vertex of the event, determine
the overall event topology, perform charged particle measurements for polar angles of
3.5 176.5 degrees, identify multiple interactions, provide intermediate tracking in the
angular region of 10-30 degrees and forward tracking from 3.5-10 degrees. This was
required to be done in such a way as to minimize the effects of secondary interactions
and multiplescattering, which can degrade electron identification and adversely affect
the CTC momentun resolution.

The VII’C consists of eight time projection chambers (TPC) surrounding the
beam pipe nmiounted end to end along the beam direction (2-axis). Each of the eight

octagonal modules has a central high voltage grid that divides the module into two
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15.25 em long drift regions. Electrons drift away from this grid and enter the pro-
portional chamber endcaps. The endcaps are divided into octants, where each octant
contains 24 sense wires and 24 cathode pads.

The arrival times of the electrons provide the detector inforination on the R-z
shape of the event. Flash analog to digital convertors (FADCs) connected to the
sense wires and pads in some endcaps provide dE/dX and ¢ information for particles
with a polar angle of 5-25 degrees. Adjacent modules have a relative rotation angle
of ¢g = arctan(0.2) about the beam axis, this eliminates inefficiency for particles
transversing 2 modules near octant boundaries and provides ¢ information from a
small angle stereo measurement.

The resulting performance for the VTPC is described in the [ollowing way. For
tracks at 90 degrees, the z resolution is 420 um and at 11 degrees the z resolution is
1100 gm, The impact parameter (b) {or tracks with a primary vertex was found to
have a rms of 0.3 cm and the overall chamber precision in ¢ is on the order of 100 jun.
The 2-track resolution in z is a function of the polar angle, in R the resolution is 6 nm
and in ¢ the resolution is 3 cm.

2. Central Tracking Chamber

The CTC was designed for operation in the high magnetic fields and the high
density track environment of hadron colliders. It was designed to compliment the
calorimeters by providing single particle information. The most important feature
of the CTC is its ability to measure high transverse momentum ( P;) isolated tracks

which are critical to measurements of high P leptons.[31]
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‘The CTC is a large cylindrical drift chamber consisting of 84 layers of sense wires
arranged in 9 superlayers. Five superlayers have the sense wires arranged parallel to
the beam axis, cach superlayer containing 12 sense wire layers. Four superlayers are
stereo layers which have their sense wires at an angle of £ 3 degrees to the beam axis.
There are 6 sense wire layers in each stereo superlayer, and the four stereo superlayers
are interweaved with the five axial superlayers. The superlayers are divided into cells
such that the maximum drift distance is less than 40 mm (800 ns drift time). The
chamber surrounds the VTPC and has an inner radial distance of 277 mm, an outer
radial distance of 1380 mm, and a length of 3201.3 mm.

The CTC was found to have a 2-track resolution of 3.5 mm, and a spatial
resolution of less than 200 gm in R-¢ and less than 6 mm in z. The momentum
resolution of the detector is coupled to the VTPC and the polar angle of the tracks
relative to cither the proton or antiproton direction. In the angular region of 40-
140 degrecs, the momentum resolution is better than épr/p} < 0.002 (GeV/c)L.

3. Central Drift Tubes

The CDT was designed to provide high accuracy R-¢-z information at a radius
of 1.4 m for charged particles in the central region of CDF. Operating in the limited
streatner mode (in order to maximize the z resolution), charge division along anode
wires provides R-z information, and drift time measurements in the three layers on
the CDT array provides R-¢ information.

Located on the outer surface of the CTC and inside the solenoid, the CDT
consists of 2016, 12.7 mm diameter tubes, 3 m in length arranged in three layers of

672 tubes each.{32] The information from the CDT was used in conjunction with the
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VTPC and CTC to provide charged tracking information in the n range of + 1. The
CDT has a typical resolution of 2.5 mm in z and 200 pm in ¢.
4. Forward Tracking Chamber

The FTC is a radial drift chamber designed to measure and track charged
particles in the polar angle range of 2-10 degrees and 170--178 degrees, while operating
in a high rate, high track multiplicity environment. It was capable of multi-track
resolution of 2-3 mm and had tracking accuracy of 140 um per wire.[33]

The chambers consisted of 72 wedge shaped cells with planes of anode and field
shaping wires that alternate with cathode strips. The wire and cathode planes of cach
5 degree cell are slanted at 2 degrees relative to the beam axis so left right ambiguities
can be resolved. The anode plane as 21 active 50 um diammeter scnse wires and 26
field shaping wires 150 gm in diameter strung normal to the beam axis. The drift
space covered from 5.4 mm at the inner radius to 28.2 mm at the outer radius. A
total of 3024 active sense wires in both the forward and backward directions provide

a R-¢-z measurement for each track.

B. Solenoid Magnet Coil

The precise momentum for each charged particle in the CTC was determined
using the CTC information while operating in a uniform 1.4 T magnetic field ori-
ented along the beam direction. This field was provided by a 3 m diameter 5 m long
superconducting solenoidal coil. The coil was made of 1164 turns of aluniinum stabi-
lized NbTi/Cu superconductor, with an overall radiation thickness of 0.85 radiation

lengths.[29]
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C. Calorimeters

The calorimeters at CDF use a tower geometry because of the importance of jets
in liigh energy pp collisions. This type of geometry allows jets to be casily identified.
The CDF calorimetry spans an n range of + 4.2 and has full azimuthal coverage.
The calorimeters aré segmented by 0.1 in 7 and 15 degrees in ¢ for the central and
5 degrees in ¢ for the forward and plug regions. All calorimeter towers have both
electromagnetic and hadronic segmentation to allow a detailed comparison of the
clectromagnetic and hadronic energy composition in the events. In the central region
the clectromagnetic calorimeters consists of alternating layers of lead absorber and an
active medium of scintillator, and in the plug and forward regions the active medium
are proportional tubes with pad readout. The hadronic calorimeters consist of the
saine active mediums, but use steel for the absorber.

In this analysis the central electromagnetic and hadronic calorimeters (CEM
and CI1A) were used to incasure the properties of the jets used in the cross section.
Jets measured in the plug electromagnetic and hadronic calorimeters (PEM and PHA)
and forward electromagnetic and hadronic calorimeters (FEM and FIIA) were used
to reject background in the events.

1. Central Electromagnetic Calorimeter

The CEM was designed to incorporate good energy resolution with fine seg-
mentation. This was accomplished by using scintillator and wavelength shifter to
measure the energy and an embedded strip chamber for a position determination
and longitudinal shower development. The average energy resolution, o(E)/E, of

13.5%/+/E sin(#) and a position resolution of + 2 mm at 50 GeV was measured. |34}
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The CEM consists of 48 modules each of length 98 in spanning 15 degrees in
azimuthal angle. Four arches of 12 modules each surround the central interaction
region on the outside of the solenoid. A total of 31 layers of 5 mm thick SCSN-38
polystyrene scintillator wrapped in 2 layers of 0.0015 in vellum drawing paper were
assembled to form 10 projective towers. Interleaved with the scintillator are 30 layers
of 1/8 in lead clad with 0.015 in of aluminum. The strip chamber was inserted between
the 8% and 9™ layers of the scintillator, at a depth corresponding to the maxirnum
average transverse shower developinent, One wedge was notched with a gap to allow
cryogenic service access to the solenoid.

2. Hadronic Central and Endwall Calorimeter

Covering the full 2 azimuthal range and a polar angle from 30-150 degrees, the
CHA and endwall hadronic (WHA) calorimeters consist of 48 stcel scintillator modulcs
each. Designed to have good energy resolution and uniformity, the calorimeters were
initially designed to have an energy resolution of a(E)/E = 0.50/VE. Due to other
constraints, the total thickness of 80 cm of stecl at normal incidence resulted in only
95% containment at 50 GeV, therefore the cnergy resolution degrades at high energy
and muon identification is more difficult.[35]

In the central calorimeter the sampling length is 2.5 cm; in the endwall the
sampling is 5.0 cm. Each module is divided into projective towers as in the CEM.
This segmentation is fine enough that the quark and gluon jets will nornnally spread
over more than one tower. For each 15 degree slice there are 24 towers, 12 completely
in the central, 6 completely in the endwall, and 6 shared between the endwall and

central region. The central region covers 45-135 degrees in polar angle and is 32 layers
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deep. The endwall covers 30-45 degrees and 135-150 degrees in polar angle, serves
as part of the flux return path for the solenoid, and is 15 layers deep. The active
medium is 1 cm thick PMMA scintillating plastic doped with 8% naphthalene, 1%
butyl-PBD and 0.01% POPQP. The light is collected by wavelength shifters mounted
on the sides of the modules.
3. Plug Electroinagnetic Calorimeter

The PEM is 2.8 in in diameter, 50 cm deep and uses a lead proportional tube
sandwich combined with cathode pad and strip readout to measure energy in the plug
regions of the CDF detector. Designed to close the solenoid volume at both enda of
the central detector, it is required to operate in a 15 kG field, have fine segmentation,
good hermeticity, and good energy resolution.[36] This fine segmentation was essential
for isolating clectrons and identifying jets.

The PEM covers both ends of the 3 m diameter 5 m long solenoid and occupies
a cylindrical hole with an outer radius of 280 cm and a depth of 53 cm, covering a
polar angle of 10-36 degrees with full depth coverage up to 32 degrees. It consists
of 4 quadrants on each end, each quadrant consisting of 34 layers of proportional
chambers interwoven with 2.7 mm lead. Pads are etched on one side of the propor-
tional chambers to form a projective readout geometry. The layers are grouped into
three depths. The first and last depth consist of 5 layers, the second depth uses 24
layers. Strips are etched on the other side of the chambers in layers 6-15, these strips
alternate between two orthogonal directions layers 6, 8, 10, 12, and 14 have strips
in the azimuthal direction and layers 7, 9, 11, 13, and 15 have strips in the radial

direction.
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4. Plug Hadronic Calorimeter

The I'IlA has an angular coverage from 10-30 degrees and 150-170  degrees
in polar angle and complete azimuthal coverage. It is seginented into 12, 30 degree
sectors on either side of the interaction region. Each sector consists of 20 propor-
tional chambers with cathode pad readout sandwiched between 21, 5.1 cm thick
steel plates.[37) Each proportional chamber consists of proportional tubes rnade of 50
micron diameter gold plated tungsten wire centered in a resistive plastic tube, sand-
wiched by a copper ground plane and copper cathode plane. Each chamber consists
of 72 pads arranged to form projective towers in 7 and ¢.
5. Forward Electromagnetic Calorimeter

The FEM was designed to be radiation resistant and used in the small angle
region in the CDF detector system. Each calorimeter consists of four quadrants con-
taining 30 }ayers of proportional tube chambers with cathode pad readout sandwiched
in between lead shects.(38] The pads are ganged longitudinally to form a two tower
depth segmentation of 15 layers each. There are a total of 1440 pads per layer for a
total 5760 tower segments for both the forward and backward calorimeters. Anode
wires are strung vertically and are ganged into 5 sectors to provide information on
the longitudinal development of the events.
6. Forward Hadronic Calorimeter

Texas A&M University was responsible for the design and construction of the
Forward/Backward Hadron Calorimeter (FHA) for the CDF Detector. The FHA

was designed to detect and measure the encrgics and positions of hadrons in the
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pseudorapidity range of 2.2 < || < 4.2 with full azimuthal coverage with respect to
the beown axis [39) The FITA consists of both a forward and a backward calorimeter;
each calorimeter is divided into four quadrants. The quadrants are made of 27 (204 cm
x 196 cm x 2.5 cm) gas proportional tube chambers sandwiched in between 27
(213 em x 213 cm x 5 cin) steel plates. The chambers are constructed with a cathode
pad segmented, in pseudorapidity (An = 0.1) and in azimuth (A¢ = 5 degrees), into
smaller pads. Signals from each of the smaller pads (A = 0.1, A¢ = 5 degrees) at
fixed n and ¢ arc summed and form a projective tower in n and ¢, pointing back
to the interaction region of the CDF Detector. Each chamber also contains anode
wires segimented into six regions which can be read out separately or summed, thus

allowing the measurement of a longitudinal shower distribution for each event.

D. Muon Detection

There are two detector systems to detect and rneasure muons at CDF. In the
central region, each calorimeter wedge contains four layers of muon chambers. In
both the forward and backward directions there is 2 muon spectrometer consisting
of magnctized steel toroids, drift chambers, and triggering scintillation counters. Al-
though neither of thesc systems are used directly in this analysis, muon hits in the
central region were used when scanning events to determine the quality of the jet
events.
1. Central Muon Chambers

The central muon chambers (CMU) cover the central rapidity region, |[y] < 0.7,

in the CDF detector. The chambers in the CMU were designed to detect, identify,
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and measure the direction and position of muons by the penetration of muons through
4.9 absorption lengths of material in the central calorimeter.[40)

The detector is located on the outside of the CHA at a radial distance of
3470 min from the beam axis and is segmented in ¢ into 12.6 degree wedges. Each
detector is further segmented into 3 modules of 4.2 degrees each in ¢. Each module
consists of 4 layers of 4 rectangular drift cells. A stainless stecl resistive sensc wire
is located in the center of each cell. A single timing measurement is used for the
measurements in the drift direction (¢), while charge division on the sense wire is
used for measurements of . The chamber operates in the limnited streamer niode,
has a rms resolution of 250 um in the drift direction and a rms resolution of 1.2 mm
along the sense wire direction.

2. Forward Muon Chambers

The forward muon spectrometers (FMU) consists of a pair of magnetized iron
toroids instrumented with 3 sets of drift chambers and 2 laycrs of scintillation trigger
counters.[41) It was designed to mcasure the position and momentum of mnuon in the
polar region from 3-16 degrees and 164-177 degrees in the forward/backward region
of CDF.

Each plane or set of detectors consists of 24 wedge shape chambers subtending a
azimuthal (¢) angle of 15 degrees. Each wedge is staggered relative to its neighbors to
form overlap regions and eliminate dead spots and detector boundaries. The toroids
are 1 m deep, with an outer diameter of 7 m and an inner diameter of 1 m. Two
of the four 395 ton magnets are located at both the forward and backward detector

regions. Each toroid is made of 4 rectangular coils consisting of 28 turns of copper to
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provide an azimuthal field in the steel. Each chamber consists of two planes of drift
cells. The plane closest to the interaction region consists of 56 cells and the other
plane consists of 40 cells staggered relative to the first plane so as to resolve left-right
ambiguities. Each cell contains a stainless steel sense wire strung along the cord to
provide a polar angle measurement and the two sides of the chamber share a common

copper foil cathode plane divided into 15 cathode pads.

E. Data Acquisition System

The CDF detector has a total of 100,000 electronic channels for readout of the
various detector components. The calorimetry requires a large dynamic range to
measure encrgy of a few tens of MeV to hundreds of GeV; therefore a special front
end elecironic system called RABBIT was developed to handle these requirements.
Before any of this could be readout, a trigger system also had to be developed to
exploit the design of the projective geometry in the calorimeter towers. The beam-
beam counters are the first layer of the trigger system. The various aspects of these
systems will be discussed briefly in this section.
|. Front End Flectronics

The front end electronics at CDF are based on the RABBIT (Redundant Ana-
log Bus-Based luformation Transfer) system.[42] This crate based front end system
features low cost, compact packaging, fast readout, command capability, 16 bit digi-
tization and a high degree of redundancy. The crates can contain a variety of instru-
nientation modules and are designed to be placed near the detector. Since access to

the CDF detector is not possible during machine operation, the electronics had to



be designed to perform all normal operations without physical access Lo the system.
The components of the RABBIT system are the RABBIT crate, the systein modules,
front end instrumentation modules, and special purpose processors to direct readout.
The overriding design specifications for the system required it be able to read many
calorimneter channels within 1-2 ms for which the ratio of full scale signal to calibra-
tion signal would be 1000:1. 1t was also necessary to have a calibration accuracy of
1%.

2. Data Acquisition

All CDF events are collected in a multilevel FASTBUS network.{43] The choice
of FASTBUS was motivated by the ability of FASTBUS to support high data rates
and both high speed devices (synchronous transfers) and low speed devices in asyn-
chronous full handshake transfers. The data acquisition (DAQ) and trigger systems
operate in a hierarchical structure. The level 1 and 2 triggers must filter the raw
interaction rate down to 100 11z or less. The 100 {1z rate a practical linit at which
events can be digitized and buffercd.

If an event is accepted by both the level | and level 2 triggers, the front end
crates are digitized and readout by scanner modules. The calorimetry and the cen-
tral niuon chambers are readout by MX scanners (MX scanners are used to access
RABBIT front end electronics), and the tracking systems use a SSP scanner (SSP
scanners are used to access FASTBUS based front end electronics). Each scanner has
four event buffers. Once all MX and SSP scanners have finished reading and buflering
an event, a trigger supervisor module signals the buffer manager the event is ready.

The buffer manager (BFM) controls data flow from the scanners to the VAX host
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computers. The BFM signals the event builder (EVB) to read a specified buffer and
reformat the complete event. When the EVI3 finishes, it signals the BFM, which in
turn instructs the trigger supervisor the specificd buffer is now available for a new
event.

From the FEVDB, the event is passed onto the level 3 trigger which uses VME
based processors and control modules developed by the Fermilab Advanced Computer
Program (ACP). The BFM instructs the EVB to write out an event to one of the
ACP processors. Events accepted by level 3 are then read by the Buffer Multiplexor
executing on the VAX cluster. The event can then be logged to disk or tape to be
accessed in real time by computer processes executing on both host and remote VAX
computers using DECNET.

3. Beamn-Beam Counters

The beam-beam counters (BBC) provide a minimum bias trigger for the CDF
detector and are used as the primary luminosity monitor for CDF.[29] The BBC
consists of a plane of scintillation counters on the front face of each the forward
and backward shower counters, each consisting of 16 time-of-flight counters. These
counters (BBC) have excellent timing properties (a timing resolution of 200 ps) and
provide the best measurement of the time of the interaction, as well as a crude
measurement of the z vertex (within 10 cm at the trigger level). These counters are
arranged in a rectangle around the beam pipe and cover the angular region (measured

in either the horizontal or vertical direction) of 0.32-4.47 degrees.



4. Triggering

A two level FASTBUS based trigger system provide the initial triggers for the
CDF detector.[44) The purpose behind this multi-level trigger system is to introduce
as little bias as possible at the lowest trigger levels, while reducing the event rate so
the higher trigger levels can do a more sophisticated analysis without a significant
amount of time lost. The readout of the CDF detector by the data acquisition system
i8 the most time consuming process which takes on the order of 1 ms.

Analog signals are used to form sums and moments before digitization in order
to have a fast trigger. This is done using 10 FASTBUS analog crates which can be
identified by type of calorimeter signal (electromagnetic or hadronic) and geographic
location (central, plug and forward detector regions). Calorimeter towers are sumimed
into towers of A ¢ = 15 degrees and A n = 0.2, these signals are then sent to the
corresponding FASTBUS analog crate. Receive and weight (RAW) cards in the crates
cotnpensate the various detector components sa that a 50 GeV transverse energy ( £y,
where £; = E sin(6)) deposition produces a -1 volt signal. These signals are passed
onto a compare and sum (CAS) card which sums all the towers in a single RAW
card above some threshold. The CAS card sums three different quantities, the linear
sum, the sum weighted by sin ¢, and the sum weighted by cos ¢. An inclusion register
controls which channels will be added into the sum so that bad channels can be turned
off.

The crate sum boards take the three sums (£;, E; sing and £y cos ¢) and
converts them {rom analog to digital signals. At the same time, since cach CAS card

has a mean n hardwired into it, the crate sum board also calculates the sum E; 7 and
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Eyn®. After being digitized by the crate sum, the sums for all the separate detector
componcnts are brought together in the level ! sum board. There is one level 1 sum
board for each quantity summed (E;, E; sin ¢ and E; cosg). Each board creates a
grand total sum of the electromagnetic, hadronic and combined E;, which are then
compared to programmable thresholds.

The level 2 trigger uses a cluster finder board interacting with the CAS board.
In level 2, the outputs from the CAS boards are loaded into the cluster finder which
then process the data and returns a set of towers corresponding to one cluster of
energy. The algorithm for finding clusters used in the cluster finder is the nearest
neighbor algorithm and will be discussed in Chapter 1. Following a similar path
as in level 1, level 2 then proceeds to find the Ey, E; sing, and E; cos¢ for each
individual cluster, as well as Ey n and E; 9%

The first two levels of the CDF trigger, as discussed above, are able to reduce

the raw event rate of 50-75 kHz to 1-100 Hz introducing as little bias as possible.
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CHAPTER III
MEASUREMENT OF JETS AT CDF

The processes required to measure the inclusive jet cross section are examnined
in this chapter. The measurement of the cross bsection begins with the definition of
a jet and the physical quantities associated with a jet. The collection of the jet data
and the processing of this data are discussed next. This is followed by a description
of background and fiducial cuts needed before the jet cross section can be extracted.

Finally, the procedure used to extract the jet cross section from the data is explained.

A. Jet Definition

in proton-antiproton (pp) collisions, parton-parton scattering gives rise to jet
pr.oduction. Experimentally, the signature of a jet is a large energy deposit in a
localized area of the detector. Theoretically and experimentally, the definition of
a‘jet is ambiguous.[21] Choosing an appropriate algorithm to find and measure the
physical properties of jets in the detector will be discussed here. How these jets and
the measurement of their physical properties are compared to theory will be discussed
in the next chapter.

The CDF calorimetry is segmented in azimuth (¢) and in pseudorapidity (»,
where n = —In(tan g)), as shown in Figure 5. This type of seginentation forms
towers which project from the center of the detector where the collision nominally
takes place outward. Most particles coming from the interaction region near the

center of the detector shower in the calorimeters and are observed as towers of energy
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Figure 5. An example of the 7-¢ segmentation in one quadrant of the CDF hadronic
calorimeter.

(sce Figure 6). This projective geometry allows jets to be identified by algorithms
which collect the towers into clusters of energy.

The types of algorithms typically used in pp experiments are nearest neigh-
bor[45, 46] and fixed cone.[26, 24] Each clustering algorithin starts with a list of seed
towers. A seed tower is a single calorimeter tower with a transverse energy ( Fy, where
Ei = Esin 0) greater than some threshold (Ey,,.,).

In the nearest neighbor algorithm used in the trigger at CDF,[45] a list of
candidate towers is then generated where a candidate tower is a calorimeter tower
with [y above a second threshold (Ey,,,). This algorithm then examines the 4 nearest

neighbor towers (diagonal towers are not included, another algorithm examined by
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Figure 6. An illustration of a particle Lransversing a projective tower.

CDF used the 8 nearest ncighbor towers){47) of the seed tower and merges them
with Lhe seed tower if they are candidate towers. This process is then repeated using
the candidate towers passing this requirement as sced towers until no new candidate
towers are merged. The whole procedure of finding jet clusters is repeated until no
further sced towers exist.

Another type of algorithm examined by CDF is the variable cone algorithm.[47]
For both the variable and fixed cone algorithins, the cone size (1) in 77 ¢ space is
defined to be R = m The variable cone algorithm also forms a list of
candidate towers as in the case of the nearest neighbor aigorithm. Candidate towers
are then merged with the seed tower il they are inside a cone of radius that varies

as a function of £y, where the Ey is initially the E; of the seed tower. Then, for
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this algorithm, a new FEy is calculated fromn the resulting merged cluster. The change
in £y is then used to compute the ratio %'-'gl, and if this ratio is greater than some
fraction {0.02), a new cone size (which is now a function of jet F,) is calculated and
new candidate towers are merged. This process is repeated until QE-'EL is less than
the chosen ratio or the process of calculating R has been repeated a maximum of five

times. This procedure is again repeated until no more seed towers remain.

At CDF, jets are identificd based on a fixed cone algorithin. This algorithm

forms a list of seed and candidate towers as described above with E; = 1.0 GeV

reed
and Ey,,,, = 1.0 GeV. Towers in the forward and endplug region (see Figure 5) are
joined together in ¢ in order to correspond to the tower segmentation found in the
central region. Next, preclusters are lormed from chains of contiguous towers that
decrease in Ey, as in the ncarest neighbor algorithin (using the 8 ncarest ncighbors).
The preclusters with E; greater than 1 GeV are then used as starting points for
clustering as shown in the flow chart in Figure 7. The E; weighted centroid of the
precluster is found and a fixed cone in n-¢ space is placed around this centroid.
Candidate towers inside this cone are then merged together using the true tower
scgmentation (no joining in ¢). A new centroid is calculated and a new cone is drawn

with this centroid as its center and a new list of merged towers is generated. This

process is repeated until the list of merged towers in the cone remains unchanged.




The procedure is repeated until no preclusters remain.

Overlapping jets, that is jets that contain all or part of another jet cluster, are
potentially difficult for any jet clustering algorithm. CDF handles this by comparing
the amount of E; in towers common to both clusters to the amount of £ in the
smaller cluster. If the ratio of these two numbers is larger than some cutoff (0.75),
the two clusters are merged into one cluster. If this ratio is smaller than this cutoff,
then clusters are kept as separate jets and the towers in the overlap region are divided
between the two jets based on their distance from the centroid of each cluster. New
centroids arc then computed for cach cluster and the original overlapping towers are
then re-divided accordingly. This process is repeated until the list of towers in the

clusters remains unchanged.

Al of these algorithms were examined in detail for the analysis of CDE’s 1987
data set.[47] The fixed cone algorithm was chosen over the other algorithims for several
rcasons, including the stability of this algorithm in measuring energy and position in
the presence of other clusters, and the relative sharpness in n-¢ space for its ability
to distinguish between separate jets.

The various physical quantities of the jet are characteristics which can be mea-
sured experimentally. CDF uses the following definitions for the cnergy, momen-
tum, transverse momentum and transverse cnergy of the jet. The energy of each

jet is defined to be the sum of the energies found in all the towers inside this cone,

Figure 7.
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Flow chart of the fixed cone algorithm used by CDF, starting after candi-

date tower, sced tower and precluster lists have been formed.
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E = Z,t,‘”"’ 1 €Of¢ B, The womentun: is calculated by assuming the center of

each tower consists of massless particles and then defining:

# towers in cone

P, = Z Eycos ¢isin 0;, (8)
=1
# towers in cone
Py = Z Exsin ¢I5i“0" (9)
=1
# towers in cone
P = Z E,cos 0, (10)
=1

|P|=,/P}+P}+P,2, (11)

where E;, éi, and 6; are the energy, azimuth, and polar angle of the ith tower. The

transverse momentum {£;) and Ej, of the jet are defined as follows:

Po= /P24 P2, (12)

E = E(P/\P)),

= Esind, (13)

where E, P, and 0 are the energy, momentum, and polar angle of the jet.

The definition of a jet that CDF uses is compatible with that {ound in next-to-
leading order QCD inclusive jet cross section calculations done by S. Ellis, Z. Kunszt
and D. Soper.{21] One difference in the two algorithms is the definition of E;. The
next-to-leading order QCD calculation defines Ey = 3, E, sind, whereas in the CDF
algorithm £; = Y, Eisin @, where & is the polar angle for the ¢ weighted centroid of
the jet. This difference is not expected to be larger than the theoretical uncertainties

associated with the cross section.[21]
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B. Data Collection and Triggering

Duting the period from August 1988 until June 1989, CDF collected 4 x 10°
events corresponding to 4.2 pb~! of integrated luminosity on 5,500 magnetic tapes.
Collecting this amount of data required the ability to search the information recorded
by the detector quickly for interesting events and to store tliese events on tape for
later nse. This was accomplished using a multiple level trigger. The trigger contained
4 different levels where each succeeding level reduced the amount of data by placing
more stringent requireinents on the data.

The first leve! (Level 0) of triggering required a coincidence between the east and
west beam-beam counters, as described in Chapter 11. Events passing this requirement
then went on to the nexl level of triggering (Level 1). The Level | jet trigger summed
(using the calorimeter surmimer[45]) all trigger towers above 1 GeV and required this
sum to be either greater than 20 or 18 GeV, depending on which trigger was being
used. Events passing the Level 1 trigger were then sent on to the Level 2 trigger.

T'he Level 2 trigger was the main level of triggering used for this jet measure-
ment. Events in this trigger were required to contain at least one jet cluster with E;
greater than 20, 40, or 60 GeV, where the 20 and 40 GeV triggers were rate limited
{pre-scaled). Initially, the pre-scale factors for the 20 and 40 GeV triggers were 100
and 10 respectively. These pre-scale [actors were chosen to keep the overall trigger
rate at around 1-2 Hz, the rate at which the tape drives could be operated reliably.
This increases the efficiency (or collecting the data by reducing the amount of time
lost in writing data to magnetic tape. These factors were changed to 300 and 30 later

in order to decrease the amount of time lost collecting data when the luminosity of the



beam grew larger. Jets clusters were found by the Level 2 cluster finder which used
a ncarest nvighbor algorithm to cluster jets. This algorithm required a seed tower of
greater than 3 GeV and surnmed candidate towers of greater than 1 GeV.[48]

The Level 3 trigger was used to further filter the jet events. Level 3 is capable
of executing algorithms written in FORTRAN 77, similar to the event reconstruction
program used offline to process the data.[49] This allowed algorithms which filtered
noise and other backgrounds from the events to be run before recording the event to
tape. This was only used during the later runs and required the event to have passed
the Level 2 trigger before it was used. Since the same requitements of the Level 3
trigger were made when processing the data oflline, this trigger was equivalent to
selecting events which passed the Level 2 trigger and had gone through offline event
reconstruction, except that it controlled which events were to be written to tape.
Therefore, for this analysis an event was only required to pass the Level 2 trigger and

to have gone through the event reconstruction processing.

C. Event Reconstruction

Analysis of the jet data begins with the reconstruction of the events stored
on tape. The reconstruction program was used to filter noise from the data and
remove events from individual runs with known detector problems. Some of the
soutces of noise were pedestal shifts, bad electronics cards, “Texas Towers "(large
energy spikes, thought to be associated with low energy neutrons first observed in
the forward hadron calorimeter)[50], and cable noise on the cables connecting the

detector to the clectronics. Runs with known detector problems were runs with the

-
~
~—

-~

high voltage turned off to part of the detector as well as runs with bad MET centering
in the central detector (MET centering is the mean average missing E calculated using
minimun bias events)[51, 52). Reconstruction also took raw data and processed it
into a format easily accessible to individual analysis prograins.

The process started by filtering the events according to trigger and then remov-
ing events which catne from runs with known detcctor problems. The event vertex was
then reconstructed and raw calorimeter data was converted into energy. Next, filters
were used to clean the events of noise {53, 54, 55, 56] and remove events containing
costnic rays not in coincidence with event crossings.[57] Tracks were reconstructed in
the central tracking chamber and jets were clustered using the fixed cone algorithm
(discussed in the first section of this chapter) with cone sizes of 0.4, 0.7 and 1.0. Fig-

ure 8 is a flow chart which illustrates the reconstruction path used for the jet data.

Data structures containing trigger, vertex, tracking and jet information were
then written to special files for analysis. This clitninated the nced for the raw data and
reduced the storage size of the data while naintaining all the necessary information

needed for the final analysis.

D. Background Cuts

To attempt to make any kind of a measurement of the jets themsclves, it was
necessary to remove non-jet events from the data sample. Cosmic ray bremsstrahlung
is one source of non-jet events. Thus, it was necessary to define criteria to identify

these types of events and remove them from the event sample. To study the criteria
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Figure 8. Flow chart illustrating the reconstruction path used for the jet data.
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necessary to remove these cosmic rays, a data set which consisted of 845 nb=! (187260
events) of reconstructed data (with jets clustered using a cone size of 0.7) was used.

Three quantities were used to determine the characteristics of an event in order
to distinguish jet events from background.[58, 59] These quantities EM F, CIf F, and
MET will be described below. Cuts were made on these quantities and the events
were classified according Lo which cuts they passed and which cuts they failed.

A jet is expected on average Lo have an electromagnetic fraction (EM F) be-
tween zero and one. Cosmic ray bremsstrahlung, on the other hand, tends to leave
energy in cither the hadronic or electromagnetic calorimeter, thus having an EMF
near zero or one. The EMF of the highest E; central jet was examined, but high
encrgy photons or #%'s also have an EM F near zero or one thus EM F was re-defined
to be a more global quantity. EM F was re-defined to be the E¢ weighted EM F over
the whole detector as follows:

. W E:. x EMF;
Yy

where Nje is the number of jets with E; > 5 GeV, Ey; is the Eq of the jth jet and

) (14)

EM £} is the EMF of jet j. This re-definition of the EMF considers the event as a
whole instead of just one isolated jet in the event which may contain some interesting
physics.

The value of this cut defined events with 0.1 < EMF < 0.95 to be acceptable.
Figure 9 shows the EM I for each event calculated by using the EMF of the highest
E4 central jet. Figure 10 shows the EM F for each event as defined in Equation 14.

‘The large spike observed in Figure 9 near zero is a result of events which contained
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Figure 9. EMF of highest E; central jet in each event.

no jets above 10 GeV in the central calorimeter. The tails of Figure 10 show that the
cuts used are reasonable.

Partons originate from a pp collision and then emerge from the event vertex as a
spray ol both charged and neutral particles which teave energy in the calorimeter anid
are clustered into jets. Charged particle tracks associated with the jets, can then be
reconstructed in the central tracking chamber. Cosmic rays and other backgrounds
do not originate from the center of the detector and may or may not pass through
the tracking chamber. Therefore, few if any tracks are found pointing at clusters
of energy associated with these backgrounds. The next cut used was based on this
premise and used the charged hadron fraction (C' 11 F') to determine whether the event

may be a jet event or a non-jet event. The C/{F of the event was calculated by first
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Figure 10.  Ey weighted EMF' for each event (EM F).

finding all tracks pointing to each jet within a cone of 0.7 centered on the n and ¢
of the jet. Since the tracking was only available in the central calorimeter, only the
central area was used in this study. Therefore, there was an additional cut requiring
Mactectort < 0.7, where Baegecror 15 the pseudorapidity of the jet calculated, assuming

a vertex of zero. C I F was then calculated as follows:

# Tracke
Nie (1) Py)j
z:l;Il Ey; -

curp=""1""_"4% 15
Nt (15)

where Nje is the number of jets with Ey > 10 GeV, ( Ei#:;"d“ P, );j is the sum
of the /% of all the tracks in a cone of 0.7 around jet j as measured by the tracking
chamber, and Ey is the E; of jet j as ineasured by the calorimeters. To pass this cut,

the cvent was required to have CHF > 0.175 in order to be accepted. Figure 11
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shows this quantity as defined in Equation 15 for each event and shows that this cut
is reasonable.

The final cut used was based on Missing L, significance (M ET'). Physics re-
quires momentum to be conserved. In particular, since the initial bean particles
(protous, anti-protons) have little or no momentum transverse to the beam direction,
the total transverse momentum (Pr) is expected to be small or zero fromn conserva-
tion laws. Typically, a jet event will have two jets which balauce in P} (sce Appendix
A). More specifically, for two jet events, the jets will be separated by approxinately
180 degrees in azimuthal angle (¢) and will have approximately equal athounts of ;.
MET is a mcasure of this balancing. Coswic rays tend to deposit all their encrgy

into one cluster and will have no balancing energy cluster, further, if they do manage
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Figure 12.  Missing I, significance for cach event (M ET).

to deposit energy into iwo separate clusters, these clusters tend not to be separated
in ¢ by 180 degrces, hence they can be identified and removed. M ET was calculated

as follows:

((ZNJ" Ey; x cos ¢j)2 + (X::’—-{ell Ey; X sin lﬁ’)z)%

MET = == : , (16)
0.8 X (S0 By )

where N was the number of jets with £y > 5 GeV and the event was considered
acceptable if MET < 6.5. Figure 12 shows the value of this quantity as defined in
Equation 16 for cach event.

The events were then classified based on these cuts as shown in Table IV.

Because certain real physics processes can fail at least one of these cuts, and cosmic

rays are expected to fail the majority of these cuts, events were required to pass at



Table 1V. This is the event classification scheme for determining backgrounds in jet
events. All classes of events are shown. The numbering scheme for the
classes was for simnplicity in coding.

Class Criteria Category

Class 0 No Central Jets with £, > 10 GeV Non-Central
Class 5 EMF <0.10,CHF > 0175, MET > 6.5 Costnic
Class 6 EMF > 095 CHF > 0.175,MET > 6.5  Cosmic

Class 11 Failed 2 of 3 cuts Cosmiic
Class 21 Failed 1 of 3 cuts Jet Event
Class 31 Failed 0 of 3 cuts Jet Event

least two of these culs in order to be accepted as jel events. I'igures 13, 14, and
15 show correlations between EMF, CHF, and MET. These figures show that the
majority of the events tend to satisfy at least two of these cuts. While the rest of
the events form isolated islands in these figures where the cosmic rays and other jet
backgrounds are expected to be.[58]

The number of events in each Class is shown in Table V for the events in the
data sample used in this study. The 19 events with no classification are events which
did not contain a jet cluster.

Most of the Class 5, 6, 11, and 21 events with at least one jet in the central
calorimeter having an £; > 100 GeV were then scanned. Scauning involved inter-
actively examining each event using a display program which showed how the event

looked in the detector. The calorimeter energy, tracks and muon hits were examined
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Figure 13. CHF versus EMF.

in order to determine whether the event was background or not. All events in Class
21 and 31 with at least one jet in the central with E; > 175 GeV were also scanned.

(Note that events were not double counted for Class 21 events with E; > 175 GeV.)
The results are summarized in Table VL

Table VI shows Class 11 was the place where the efficiency for distinguishing
between jet events and background was the worst. However this Class only represents
0.09% of the total; thus by filtering on Classes 5,6, and 11 only about 2.9% of these
discarded central events were jet events while only 0.2% of events kept were cosmic
rays.

Figure 16 shows the effective cross section for these background events as deter-

mined using the data set and cuts described above. This means discarding events in
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Figure 14. CHF versus MET.

Classes 5,6 and 11 as background and only keeping events in Class 21 or 31. {Class
0 events are also discarded, not because they are cosmic background, but because
they are non-central events.) Figure 17 shows the fraction of events discarded versus
E,. The expected cosmic ray background at CDF has been investigated[60] using a
monte carlo simulation. The simulation included the effects of energy loss by cos-
mic rays due to bremsstrahlung, e*e™ pair-production, and knock-on processes. The
expected rates in the central hadronic calorimeter (CHA) and the central electromag-
netic calorimeter (CEM) were calculated. Then using Table VI, Figure 16 was scaled
and compare this to these results. Figure 18 shows the results of this study.

From the results shown here, it has been demonstrated that these cuts are very

efficient in removing the cosmic background from the data sample. The agreement
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Figure 15. MET versus EMF.

between the predicted rates of cosmic rays with the rates found in the data shows
these cuts are efficient at removing cosmic background from the data. In fact, the
corrections for residual background contamination and for inefficiencies are so small

that there is no reason to cotrrect for this.

E. Acceptance Region

The calorimetry at CDF is broken up into three main detector regions, the
central region with a pseudorapidity (1) from ~1.3 < 7 < 1.3, the plug region
covering 1.3 < [n| < 24, and the forward region for 23 < 5] < 4.2. In the

central region the calorimeter is made of scintillator and absorber, whereas in the

plug and forward regions the calorimeters are gas proportional chambers. Gaps are
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Table V. Number of events per Class, found in the data sample used in this study.

Class  Events Percent of Total (%)

Class 0 41098 21.95
Class 5 430 0.23
Class6 276 0.15
Class 11 175 0.09
Class 21 3852 2.06
Class 31 141410 75.51
No Class 19 0.01
Total 187260 100.00

Table VI. Results from event scanning.

Jet Cosmic
Class Events % Events % Total Events
Class 5 0 0.0 96 100.0 96
Class 6 0 0.0 48 100.0 48
Class 11 3-4 11.1-14.8 24-23 88.9-85.2 27
Class 21 102 100.0 0 0.0 102
Class 21 and 31 400 99.8 1 0.2 401

found in the regions that separate these various detector components. These gaps,

combined with the diflerent detector components, cause the jet resolution and the
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Figure 16. Effective cross section for jet backgrounds; Class 5, 6 and 11.

jet energy corrections to be dependent on the the 5 of the jet. QCD predicts a flat
spectrum at 7 = 0 and the rate drops off by approximately 8% at 5 = 1.0.[61]

To insure full acceptance and a uniform detector response, the event vertex was
restricted Lo be within 60 em of the center of the detector and the jetls were restricted
to have a detector pscudorapidity centroid of 0.1 < |n| < 0.7, which is consistent
with previous analyses.|[26, 62]

Since the vertex cut reduces the number of events in the sample, the luminosity
was corrected based on the vertex distributions for the data sample before and after
these cuts. Figure 19 shows there are 243,100 events before this cut and there are

227,400 events after this cut. Therefore, the integrated luminosity was reduced by

the ratio 227400/243100 (0.94) to 3.9 pb~".
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Figure 17.  Fraction of jet backgrounds; Class 5, 6 and 11.

F.  Measuring the Raw Cross Scction
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The raw jet cross section is the measured jel cross section which has not been

corrected for the detector effects. The raw cross section was derived by collecting

the jets in events passing the trigger, reconstruction, background, and fiducial cuts

in 5 GeV bins (for each trigger).[63) Jels from events passing Lriggers that were pre-

scaled were scaled appropriately. The average Ey was calculated for each bin and

the number of entries in each bin was divided by the luminosity, bin size, and the

pseudorapidity range (1.2). This gives a raw jet cross section which is not corrected

for jet resolution smearing and detector effects.

The raw cross sections for each trigger can then be compared to determine, for

cach Lrigger, at what threshold the trigger becomes fully eflicient. In the regions of

fda/dE, <E, (E ZE, (CHA)) (pb)

fdo/dE, dE, (E ZE (CEM)) (pb)
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Figure 18.  Expected cosmic ray event rales. Found in the a) CHA, and b) CEM.
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Fy where the different triggers overlap, cuts were studied to determined the range
where the triggers were fully efficient. These cuts were determined both as a function
of trigger threshold and as a function of cone size. Figure 20 shows the comparison
of the raw jet cross section for a cone size of 0.7 for the varions triggers. A special
15 GeV trigger was used to compare to the 20 GeV tnigger. Table VII gives the
effective cutoff threshold which was determined for each trigger as a function of cone
size. This threshold is the point at which each trigger becomes fully efficient for each
cone size.

The data below these thresholds were removed and the triggers combined to
form the completed raw cross section. Bins which contained no events were merged
with adjacent bins, and for bins containing fewer than 20 jets the statistical errors
were determined using Poisson statistics.[64)

Using the procedures described in this chapter, the raw jet cross section has
been measured for three cone sizes. The measured raw jet cross section for cone sizes
of 0.4, 0.7, and 1.0 are listed in Tables VII, IX, and X respectively. Also listed
in these tables are the number of jets found in each bin scaled by the appropriate

pre-scale and the statistical error associated with the raw jet cross section.
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Table VII. Efficiency thresholds for jet triggers as a function of cone size.

Efficiency Threshold (GeV)

Cone Size 20 GeV trigger 40 GeV trigger 60 GeV trigger
1.0 45 70 110
0.7 35 60 100
0.4 30 50 90
4 { { (



62
Table VIII. Raw jet cross section and rclated quantities for a jet clustering cone size Table V1. Continued
of 0.4, number of jets has been scaled accordingly.
Bin Edges (GeV)  Mean  Numberof  Raw Cross Statistical
Bin Edges (GeV) Mean Numberof Raw Cross Statistical Lower Upper Ey (GeV) Jets Section (nb/GeV) Error (nb/GeV)
Lower Upper E;(GeV) Jets Section (nb/GeV) Error (nb/GeV) 145 150 147.32 340 0.0144 + 0.000781
30 3 3221 1775400 5.2 +0.97 150 160 15483 539 0.0114 + 0.000492
35 10 3725 895500 7.9 + 0.692 160 170 16457 335 0.00710 + 0.000388
40 15 4228 447200 18.9 + 0.489 170 180 17462 202 0.00428 + 0.000301
5 50 47.24 251700 107 + 0.367 180 190 18493 115 0.00244 + 0.000227
50 55 52.29 151160 6.40 + 0.0874 190 205 19662 117 0.00165 + 0.000153
55 60 57.33 93080 3.94 + 0.0687 205 220 21277 70 0.000989 + 0.000118
60 65 62.30 57380 243 +0.0540 220 235 22641 35 0.000494 + 0.0000836
65 70 67.41 38880 1.65 + 0.0444 235 250 24351 28 0.000395 + 0.0000747
70 75 1242 26480 112 + 0.0366 250 270 26091 26 0.000275 + 0.0000540
75 80 7731 17540 0.743 + 0.0209 o0 20 28168 8 0.0000847 sa0o00
80 85 8237 1230 0.523 + 0.0252 200 310 2992 6 0.0000636 socomn
85 90 87.32 9410 0.399 +0.0218 a0 330 31953 ; 0.0000318 soosto
90 95 9237 6323 0.268 + 0.00337 10 360 31999 3 0.0000212 soouatn
95 100  97.36 4663 0.198 + 0.00289 %0 405 38502 R 0.00000942 +oomoizs
100 105 10232 3576 0.152 + 0.00253
105 10 10731 2504 0.106 + 0.00212
10 115 11250 1953 0.0827 + 0.00187
15 120 11747 1472 0.0624 + 0.00163
120 125 12243 1118 0.0474 + 0.00142
125 130 12739 892 0.0378 + 0.00127
130 135 13234 737 0.0312 + 0.00115
135 10 13749 602 0.0255 + 0.00104

140 145 142.34 423 0.0179 + 0.000871
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Table IX. Raw jet cross section and related quantities for a jet clustering cone size Table IX. Continued
of 0.7, number of jets has been scaled accordingly.

Biu Edges (GeV) Mean  Number of  Raw Cross Statistical
Bin Edges (GeV) Mean Numberof Raw Cross Statistical Lower Upper E (GeV) Jets  Section (nb/GeV) Error (nb/GeV)
Lower Upper E((GeV) lets Section (ub/GeV) Error (nb/GeV) 150 160 154.62 T 0.0151 + 0.000565
3 10 371.25 1529200 64.8 + 0.904 160 170 16442 475 0.0101 + 0.000462
10 15 4220 800100 33.9 +0.654 170 180 17470 280 0.00593 + 0.000354
5 S0 T2 446800 189 + 0489 180 190 18464 156 9.00330 + 0.000265
50 55 5233 236300 10.0 + 0.356 190 205 19634 161 0.00227 + 0.000179
55 60 57.33 143500 6.08 +0.217 205 220 2173 98 0.00138 + 0.000140
60 65 6230 87030 3.69 + 0.0664 220 235 22608 56 0.000791 + 0.000106
65 1 6T 5TI00 4 + 0.0541 25 250 24319 29 0.000410 + 0.0000761
10 & 7233 4% 1.76 +0.0459 250 270 25956 31 0.000328 + 0.0000590
N onom L
85 90 8730 13150 0.557 + 0.0259 woo Mo mme T onors oo
% 95 92.31 9740 0.413 +0.0223 N Mo AT : 00000220 tzﬁ,‘:‘;ﬁ;ﬁi
95 100 9736 7290 0.309 +0.0192 o0 ?53'57 ’ 00000212 E.f' f:.ﬁf,',';
100 105 10239 4952 0.210 + 0.00298 w0 =7 : il 000N
105 110 10736 3736 0.158 + 0.00259
o 115 1237 2730 0.116 + 0.00221
s 1200 1741 2064 0.0874 + 0.00192
120 125 12238 1581 0.0670 + 0.00168
125 130 12735 1222 0.0518 + 0.00148
130 135 13247 970 0.0411 + 0.00132
135 140 13741 755 0.0320 +0.00116
M0 145 14234 619 0.0262 + 0.00105
15 150 14737 478 0.0203 + 0.000926
] ( ] ( ( 4 ¢ ¢ (
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Table X. Raw jet cross section and related quantities for a jet clustering cone size Table X. Continucd
of 1.0, number of jets has been scaled accordingly.
Bin Edges (GeV) Mean Number of  Raw Cross Statistical

Bin Edges (GeV) Mean Numberof  Raw Cross Statistical Lower Upper E; (GeV) Jets Section (nb/GeV) Error (nb/GeV)

Lower Upper E;(GeV) Jets Section (nb/GeV) Error (nb/GeV) 170 180 174.76 377 0.00799 + 0.000411
45 50 47.30 712600 30.2 + 0617 180 190 18450 219 0.00464 + 0.000314
50 5 5218 395500 16.8 1 0.460 190 205 19660 212 0.00299 + 0.000206
5 60 57.30 238100 101 +0.357 205 220 21230 1% 0.00178 + 0.000159
60 65 62.31 143100 6.06 +0.276 220 235 22588 72 0.00102 + 0.000120
65 70 67.51 97400 413 +0.228 235 250  241.99 37 0.000523 + 0.0000859
70 7 233 54790 2.32 * 0.0526 250 270 258.34 a1 0.000434 + 0.0000678
15 80 .24 39550 1.68 + 0.0448 2si0 200 98024 0 0.000201 +00oonsrs
80 85 8239 27000 114 + 0.0370 00 310 30000 o 0.000053 soooota
85 90 8741 19280 0.817 +0.0313 B0 330 32063 ) 0.0000424 roqomast
90 95 9233 13190 0.559 + 0.0259 330 360 34738 6 0.0000424 rosoumzs
95 100  97.39 9830 0.416 +0.0223 w0 410 30387 ) 0.0000160 +oommizs
100 105 10245 7090 0.300 + 0.0190
105 110 10746 5170 0.219 + 0.0162
110 115 11240 3826 0.162 £ 0.00262
115 120 11740 2815 0.119 +0.00225
120 125 12242 AT 0.0922 + 0.00198
125 130 12737 1631 0.0691 + 0.00171
130 135 13242 1254 0.0531 + 0.00150
135 M0 13739 1077 0.0456 + 0.00139
140 145 14243 808 0.0312 + 0.00120
145 150 14746 646 0.0274 + 0.00108
150 160 15478 931 0.0197 + 0.000646

160 170 164.54 635 0.0135 + 0.000534



CHAPTER IV

JET CORRECTIONS

In order to compare the inclusive jet cross section to theory, the raw cross section
needs to be corrected for scveral effects. Energy degradation due to calorimeter effects
and resolution smearing combined with the effect of a falling spectrum causes the jet
cross section to be mismeasured. In order to correct for these effects, a detailed
detector simulation has been employed to ascertain the magnitude of these effects.
In conjunction with this, an unsmearing procedure was developed to correct the raw
cross section for these effects. In the sections which follow, these procedures will be

discussed in detail.

A. Simulation

The jet Ey corrections used in previous CDF analyses were only calculated
to 250 GeV. The 1988-1989 data set extends the cross section to 410 GeV in Ey;
therefore, it was necessary to recalculate these corrections and extend their range of
validity. The jet resolution can also be extracted from the simulation at the same
time.

In order to extract both Ej corrections and resolution for jets in the CDF
detector, a detector simulation was used to study the response of the detector to jets.
A major ingredient of the jet E; corrections and jet resolution is the non-linearity

in the response of the detector to charged particles. Therefore, the simulation was

tuned to reproduce the single pion response observed in the test beam and the jet

- s e

fraginentation observed in the data. In addition, the tracking efficiency in jets has
been neasured, parameterized, and introduced into the tracking simulation.

Much work has been done to tune the simulation to reproduce the results of the
test beam.{65]) The simulation has been tuned to reproduce the observed single pion
respouse, as well as the non-lincarity observed at lower pion energies in minimum
bias data. An increase in the amount of data available, compared to the previous
CDI collider run, has extended the momentum range covered in the tuning of the
single pion response. This coinbined with a redefinition of the calorimeter energy
associated with the projected track has led to a substantial reduction in the system-
atic uncertainty associated with the neutral pion (x9) subtraction. It was thercfore
believed that if the simulation was tuned to reproduce the fragmentation observed in
the data, the simulation would give the correct result for the jet Ey corrections and
jet resolution.

A data set which consisted of approximately 4.2 pb~! of jet data in the region
above 120 GeV in Ei, and approximately 871 nb~? of jet data in the region from
30 -120 GeV, was used to study the fragmentation.

The simulation was performed using the following analysis routines: SIMJET,
SETPRT, QFLANA, JETCLU, QTKEFF, CENJET, and JETFRG.

1. SIMJET generated jets. It created two partons in a falling spectrum defined to
match the spectrum measured in the inclusive jet cross section. The generated

jets were also required to have n > 0.9.

2. SETPRT fragmented the jets. This routine has five adjustable parameters which

were used to tune the fragmentation. During this study it was necessary to
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modify this routine to incorporate an E; dependence into one of these five
variables.

3. QFLANA simulated the detector response based on the CDF detector geometry
using generated particles as input and rel;Jrning information on the energy
in the calorimeter towers and tracks observed in the tracking chamber This
information could then be used to cluster jets.[66]

4. JETCLU clustered the simulated jets using the same algorithm as was used for
the data.

5. QTKEFT incorporated tracking efficiency into the simulation by flagging tracks
as lost on the basis of a parameterization of tracking cfficiency in jet events.

6. CENJET removed cosmic rays in the data and was therefore uscd on the sim-
ulation also.

7. JETFRG extracted and plotted the various fragmentation quantities examined
in this study.

Since the simulation only supplied two partons, the data was required to be two
jet events. Tlis was done by requiring the following criteria from the events.

1. There must be at least two jets.

2. There must be no third jet with E; > 20 GeV.

3. The highest E; jet and the second highest Ey jet must be separated by at least
150 degrees in azimuthal angle (¢).

4. The Z vertex was required to be within 60 cm of the center of the detector.

5. At least one jet was required to be in the central detector, 0.1 < |y| < 0.7.
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The jets were clustered with a cone size of 0.7 and tracks were required to be within
the cone of the jet and to have Py > 500 MeV/c. It should be noted that these same
cuts were applied to both the simulation and the data.

The fragmentation distributions observed in the data also includes the effects of
tracking elficiency in jets. It is therefore necessary to measure the tracking efficiency
in jets and apply this in the simulation. This work was done by B. Winer and P.
Tipton and was incorporated into QUKEFF.[67)

In order to compare the data and simulation, the following quantities were used
to tune the fragmentation:

1. The fragmentation distribution (Z) defined in the following ways:

Z(P) = Py(Track)/P(Jet), (17)
Z(E) = Py(Track)/E(Jet), (18)
Z(T) = Py/(Track)/ 3" (P(Track)), (19)

Py, is the momentum of the track parallel to the jet axis. Each Z was plotted
as (1/Nyer)(dN[dZ).

2. The number of tracks in the cone of the jet (Jet Multiplicity) was plotted as
(1/Njets)(Mult).

3. The number of tracks in the cone 90 degrees away in ¢ from the jet {Underlying
Event Multiplicity) was plotted as (1/Nje)(Multypg).

4. The momentum perpendicular to the jet axis of tracks in the cone of the jet
was plotted as (1/Nje1s)(dN/dPy ), where P, is the momentum of the track

perpendicular to the jet axis.



5. For the tracks in a cone 90 degrees away in ¢ from the jet, the momentum
perpendicular to the axis of this cone was plotted as (1/N, (s AN/dP) yaq).

6. The Py (relative to the beam axis) of the tracks in the conc around the jet was
plotted as (1/N;.4,)(dN/dP)).

7. The P, of the tracks in the conc 90 degrees away from the jet was plotted as
(1/Njets)(dN/d Py yna).

8. The P, flow of the tracks with respect to the lead jet in ¢, which is the Aé of
the track with respect Lo the lead jet weighted by the I% of the track.

9. The P loss flow of the tracks with respect to the fead jet in ¢, which is the A¢
of the track with respect to the lead jet weighted by the amount Py(loss) by the
track due to the non-linearity.

10. The amount of energy loss in the jet due to the non-linearity in the central
hadron calorimeter.

All of these variables were plotted as a function of jet Ey for tuning any possible
fragmentation evolution.

SETPRT contains five variables which can be used to tune the fragmentation
of jets. These variables are labeled in SETPRT as follows: XGEN(1), XGEN(2),
SIGQT, SIGQTO, and CON2. XGEN(1) and XGEN(2) arc uscd to describe the
Ficld Feynman fragmentation parameterization{68} for jets in SETPRT (sce Equa-

tion 20). The Field Feynman fragmentation is parameterized by,

F(Z2)=1-XGEN(1) + XGEN(1) x (XGEN(2) + 1) x (1 — Z)XCEN (2p)

3

where XGEN(1) essentially controls the norinalization and XG EN(2) controls the
slope of the fragmentation distribution. The fragmentation routine (SETPRT) does
not include the effects of gluon radiation which distorts the fragmentation, therefore
the transverse fragmentation nceded lo be tuned in order to match the data.[69]
SIGQTDO is uscd to definc the transverse Py of the tracks in the underlying event
and SIGQT is used to define the transverse Py of the tracks in the jets as shown by
the paraineter SIG in Equation 21. CON2 represents the transverse fragmentation

power as described by Equation 21.
Pi=N+SIGs VR-VCONZ _y, 21

definey the I’y distribution of the tracks in the event where SIG modifies the nos-
malization N for the jet or underlying event and CON2 controls the slope for the
distribution. The default values of these variables are listed in Table XI, along with
the final tuned values. These five variables were tuned until there was agreement
betwcen the data and simulation for the plots listed above. This implies that the
means, sigmas and shapes of each plot in the simulation was in agreement with the
data. The siimulation was tuned for jets with low Ey ranging from 30-60 GeV and
also for jets with high £y ranging from 120-150 GeV.

After exainining the simulation at higher Ey’s in comparison with the data, it
was necessary to make SIGQT a function of jet E;. Knowing both the high (120-
150 GeV) and low {30-60 GeV) E; tunes, SETPRT was then modified to scale SIGQT

with jet Eq. These low and high values are also listed in Table X1.
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Table XI. Values of the tuned parameters in SETPRT. Including the values of the
default parameters and both low (30-60 GeV) and high (120-150 GeV)

tune values for the unmodified version of SETPRT.

Variable Default Value Low Value High Value Final Tune

XGEN(1)  0.950 0.950 0.950 0.950
XGEN(z)  7.000 7.500 7.500 7.500
SIGQT 0.275 0.275 0.600 0.250
SIGQTO 0.370 0.370 0.370 0.370
CON2 1.100 1.200 1.200 1.200

With the final modifications to SETPRT, the fragmentation was tuned in SET-
PRT to agree with what was observed in the CDF jet data over the full range of jet
Eys. In order to check the fragmentation at low E;, an unbiased data sample was
needed. This was obtained by using the jets in the photon data sample which had
a lower trigger threshold. The results of the fragmentation observed in jets ranging
from 10-20 GeV in the photon data sample were then compared to the simulation.
As can be seen in Figures 21, 22, 23, and 24, the various fragmentation plots in both
simulation and data agree at both low and high E;.

The jet fragmentation was also tuned to inodel the non-linecarity of the hadronic
calorimeter since the main source of energy loss in jets are low energy particles. Fig-
ure 25 shows the percent of energy loss due to the non-linearity in the central hadronic
calorimeter for both the data and simulation. This energy loss in the simulation and

the data agree at the level of 1-3%. This agreement combined with the tuning of

1/Nj dN/dZ(T) 1/Nj dN/dZ(T)

1/Nj dN/dzZ(T)

Figure 21.
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1/Nj dN/dZ(T)

1/Nj dN/dZ(T)

1/Nj dN/dZ(T)

° Z (T

The distribution of Z(T') in jets with a cone size of 0.7 as defined in
Equation 19. Shown are the a) data and b) simulation in the E; range
10-20 GeV, c) data and d) simulation in the E; range 30-60 GeV, e)
data and f) simulation in the Ey range 120-150 GeV.
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the single pion response, shows both jet E; corrections and jet resolution can be

accurately extracted from the simulation out to 450 GeV in Ey.

B. Jet Fy and Resolution

In this section the procedure used to obtain the corrected inclusive jet Ey cross
section from the measured spectrum is described. In order to have a well defined
method for accounting for the effects of both jet resolution and Ey degradation, the
E, corrections and jct resolution have been combined into a single unsmearing.proce-
dure.[70]

In order to measure the inclusive jet cross section, the data was first placed
in bins of measured (uncorrected) E¢. A given jet of true transverse energy (EfT*°)
may contribute to a bin of measured E; (E["“**) because of energy degradation or
calorimeter measurement error (resolution). Therefore, the £y and resolution correc-
tions to the observed jet cross section are coupled and corrections to the cross section
must account for this coupling. Traditionally, jet E; corrections (obtained through
detector simulation) have been based on the relationship between the true jet By and
the average EJ"°®? associated with that true jet; this is an inappropriate correction
to apply when jet resolution effects contribute substantially to E{*¢**. Therelore, E;
and resolution effects have been combined in the unsmearing of the inclusive jet cross
section.

In order to begin the process of unsmearing the cross section, the jet response
function for all valucs of EfT*¢, namely the set of measured jet E; distributions asso-

ciated with each Ef"¥¢, were obtained. These response functions, which reflect both
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Fraction of energy loss in jets with a cone size of 0.7, duc to hadronic
non-linearity. This encrgy loss is plotted for both the a) data and b)

simulation.

81

degradation and resolution, were found using a detector simulation tuned to reproduce
single-particle calorimeter response[65] and jet fragmentation properties as discussed
carlier. Dijet events with a flat E{™ spectrum were generated without ky smearing
{which is a smearing of the momentim balance in two jet events). k; smearing was not
used since this is sensitive to QCD effects of both soft and hard gluon emission and
detector effects, and the corrections for detector effects needed to be isolated. The
events were generated in the Ey interval of 0-900 GeV, and a scatterplot of Ef**** vs
E{™#¢ was made. (Jets were also required to impact the calorimneter in the detector-n
interval 0.1 < |y} < 0.7, the same requirement was made for the data.) EfT*¢ was
defined to be the sum of all gencrated particles which point into the measured jet
clustering cone associated with the reconstructed jet. Only particles coming from the
parton closest in 7 and ¢ were considered in the sum, and no correction was made
for energy lost outside the cone. 'This was done in order to be able to compare the
final cross scction to next-to-leading order QCD calculations where a correction for
cnergy lost vutside the clustering conc is no longer valid.[21)

Using this scatterplot, distributions of E{™** were extracted for various val-
ues of Ef"*¢. These distributions were parameterized as an exponential smeared by
a Caussian: parameters in the fits were (1) the average of the E®% distribution
{Mean), {2) the decay constant of the exponential (Slope), and (3) the standard de-
viation of the Gaussian (Sigma). Typical fits of this parameterization for a measured
jet cone size of 0.4, 0.7, and 1.0 evaluated at Ef"¢ = 20,50, and 200 GeV can be seen

in Figure 26. The Mean, Slope, and Sigra were then parameterized as a function
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of Ejr“¢, thus defining the jet response functions for an Ey range from 0 900 GeV.
The response functions predicted from detector simulation were found to have up-
ward going non-Gaussain tails for E{"™’s below about 50 GeV, were nearly Gaussian
in the interval 50-80 GeV, and developed downward going non-Gaussain tails above
about 80 GeV. These tails in the distributions are associated with the effect of the
non-lincarity for low energy pions in the hadron calorimeter.

Jet response functions were measured for cone sizes of 0.4, 0.7, and 1.0; the

following parameterizations were then used for Mean, Sigma, and Slope;

Mean = AE} + BEY® + CE2 + DEV* + ER 4+ F, (22)
Sigma = W(E + .‘()Y + 2, (23)

Slope = ME¢+ N (for E, < CUTOFF),

Slope = QE + R (for Ey > CUTOFF), (24)

where Eyis EfT*¢. The values for the parameters in the parameterization of the Mean
are listed in Table X11. The values of the parameters in the parameterization of Sigma
are listed in Table XTIl and the values of the parameters in the parameterization ol
Slope are listed in Table X1V.

The contribution of the cluster-finding efficiency to the response functions has
also been considered. The cluster-finder cfficiency can be included in the response
functions, R(Ef™¢, E™*), by scaling them by this efficiency. If Eff(EfT*¢) is the
fraction of time that a true jet of Ef™* lcaves no cluster, the new response function
is redefined as R(EfT™¢, EP%*) = |1 — Eff(Ef™*)] x R( Efr*¢, E"¢2%). The results

from photon-jet balancing studies [71] were used to determine the size of Lf f.
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Figure 26. The simulated response of the detector at several Ey's for jets. The
response is shown for the following cone sizes and energies: a) cone size
of 0.4, b) cone size of 0.7, and c) cone size of 1.0 with true E; of 20 GeV;
d) cone size of 0.4, ¢) cone size of 0.7, and [) cone size of 1.0 with true
Ey of 50 GeV; g) cone size of 0.4, h) cone size of 0.7, and i) cone size of
1.0 with true E; of 200 GeV.
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‘Table XII. The values of the parameters obtained for the parameterization of the
Mean, for each cone size.

Variable Cone Size 0.4 Cone Size 0.7 Cone Size 1.0

A 1139 x 10-7  7.979 x 107®  4.679 x 10~*

B -0.358 -3.826 % 10°?7  -0.299
C  -1.561 x107* —1.089 x 1074 —-6.288 x 10~
D ~1.691 ~2.070 -1.830
E 1.023 1.005 0.978
F 3.485 4.868 6.080

Table XHI. The values of the parameters obtained for the parameterization of the
Sigma, for each cone size.

Variable Cone Size 0.4 Cone Size 0.7 Cone Size 1.0

w 1.350 2.012 3.186
X 2.297 16.465 13.082
Y 0.453 0.409 0.353
z -2.668 —6.306 —8.316

With response (unctions in hand, the jet £ and resolution corrections for mea-
sured jet cross section can be cvaluated. Overall, the procedure is conceptually like
a mionte carlo simulation which would start with a true E; spectrum for jets, pass
the jets through the detector simulation and clustering routine and eventually yield

a measured spectrum. The actual procedure was a quick version of the above which
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Table XIV. The values of the parameters obtained for the parameterization of the
Slope, for each cone size.

Variable Cone Size 0.4 Cone Size 0.7 Cone Size 1.0

M 0.0329 0.0403 0.00642
N 1.187 1.171 3.621
CUTOFF 40 GeV 48 GeV 70 GeV
Q —0.0855 -0.0935 —0.0823
R 2.118 5.187 3.525 .

uses the parameterized response functions rather than actually throwing events. A
tunable function was used for the true spectrum and this function was tuned until the
x%/dof between the sineared spectrum calculated by the program and the measured
data spectruin was minimized. Figure 27 illustrates how this unsmearing procedure
works.

"The procedure started with a parameterized curve that represents the true (but
unknown) inclusive jet cross section. For this study the following parameterization

was found to be capable of describing the cross section:
P(ES™) = AES™ ™0 - 20+ C2H), (25)
= 2E{7"¢ /1800, (26)
where M, (C, and N are the tunable parameters. (A, the normalization, was obtained

by requiring that the arca of the smeared distribution from the parameterized curve

cqnal the area in the data.) This parameterization was found to fit both standard
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QCD and a range of compositeness curves very well. In addition, this functional form
yielded a smeared distribution which agreed well with the data.

This parameterized curve was then smeared and degraded using the simulation-
derived response functions and the resulting smeared distribution was collected into
the same size bins that were used for the data spectrum; in this way, effects of
bin-integration were included in the comparison with the binned data. For a given
measured bin in the data where the low edge of the bin is low and the high edge is
high, the following convolution was performed to obtain a smeared distribution for
this bin:

dU( E‘l‘r;)::s high dE‘mcus fow/;/z dEllnu R(E""", E‘men:)P( E:r“)

- Jlow

dEpeas = high — low

» (27)

where P(k£{*) is the value of the parameterized curve evaluated at E"*® and the
response [unction R(E{"®¢, EM™°*) represents the probability that a true jet at Efr**
would contribute to the measured spectrum at E{*®*’. EJ1i0 is the calculated average
value of IZ]"** for cach bin. This integration was done from 0-/3/2 (where /s is
defined to be the center of mass energy) since {hiis covered the Tange of possible jet
Ey’s expected to be observed. This convolution was performed for every bin used in
the analysis, thus a smeared-and-binned distribution from the parameterized curve
was derived.

Next, a sum of the bin-by-bin x*'s between the data and smeared distribution
was calculated using the statistical errors [rom the data. The procedure was then
iterated modifying A, C, and N until the x*/dof was minimized. In Figure 28 the

results of the unstnearing procedure (a comparison of smeared and true spectra and



88

the bin-by-bin residuals between the smeared distribution and the measured data)
for cone sizes of 0.4,0.7, and 1.0 are plotted. The values obtained for M,C, N, and
A are given in Table XV along with the x?/dof.

laving found the best fit for the paramecterized curve which when smeared
agreed with the data, the data points must be moved onto this parameterized curve.
In order to do this, the following variables were defined for every bin in the data:

Aigh dEpeas J‘o\/;/2 dE“"'E:""‘R( Eg"“v Ees%) P(Eirse)

Emﬁ:n — Jlow y , (28)
1,bin ’:::" dElmca: foﬁn dE,"“R(E""‘, E:"‘")P(E“"")
and
true _ '::':" dE‘m"" -,‘o\/;/2 dE:'“ E:'“R( E‘lru, E‘m'")P( E‘trne)
El,bin = (29)

high
low

dE;nmu -{0‘/;/2 dE:'"R(E:'", E;"““)P( E‘lvue)

,‘"b:‘; is the calculated average value of Ef"*¢ that the smearing procedure predicts for

each bin (this value results from both resolution and energy degradation). The energy
corrections to the data-points was defined in such a way that the average mecasured

£y of a given bin was scaled up to the average true Ey contributing to that bin:

true

Eppin = moin plate, (30)
tbhin

After correcting the Ey for the bin (using E:'b‘.‘: and Ep}i0%), any residual cor-

rection was performed by a scaling of cross section using the ratio of the value of

the parameterized curve evaluated at E:'b‘l‘; and the value of the smeared distrihution

associated with this bin at b

do(Elne)  do(Emes

t,bin

dE,"“ )/( dE'mzas

CShin = C 581 ), (an)
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Figure 28. Unsmearing plots for cross sections of the various cone sizes. The solid
line represents the unsmeared parameterized curve and the dashed line
represents the smeared parameterized curve. Plotted are the a) fits and
b) residuals for cone size of 0.4, c) fits and d) residuals for cone size of
0.7, e) fits and [) residuals for cone size of 1.0.




Table XV. Fits to parameterized curve used in unsinearing procedure.

Parameter Cone Size 0.4  Cone Size 0.7  Cone Size 1.0
A 0.11307 x 10" 0.22106 x 10" 0.12370 x 10'°
M 4.405 4.431 4.195
c 0.632 0.578 0.683
N 15.867 15.772 18.102
xdof 1.303 1.220 1.579
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Thus, E;pin and CSpi, are the corrected Ep and cross section for cach bin in the
inclusive jet cross section. Figure 29 shows the measured data and the corrected data
(for a cone size of 0.7). As shown, the E, corrections move the data horizontally in
this plot and the smearing corrections move the data vertically.

This procedure has been applied to the 1988-1983 CDI" jet data set for cone
si;cs of 0.4, 0.7, and 1.0. The corrections obtained for cone sizes of 0.4, 0.7 and 1.0
are listed in Tables XVI, XVII, and XVIII respectively. The results were found to
be consistent with results from the 1987 CDF inclusive jet measurement: Figure 30
shows tlie cross section calculated using the data collected by CDF in their 1987 data
run (for a cone size of 0.6) together with the cross section calculated herc using the
CDF 1988 1989 data set (with a cone size of 0.7). Agrcement is expected only within
systematic uncertainty since the assumptions about jet resolution have evolved since
1987; in addition, a correction for energy loss outside the clustering cone was applied

in the 1987 analysis, unlike the current analysis.

b4 Corrected Doto

~—
E A UnCorrected Doto
~N
S s
£
w -
R
N
b —
he)
| |
S00

Figure 29.  Unsmeared and corrected cross section for jets with a cone size of 0.7,
the lines indicate direction of corrections.

The Fy corrections extracted from the current detector simulation are also con-
sistent with the Ey corrections from the 1987 analysis. Figure 31 shows the magnitude
and direction of the £y corrections from the 1987 result{72]for a-cone-size of 0.6 where
the energy out of the cone corrections were removed, plotted along side the result ar-
rived at using SETPRT for a cone of 0.7.

Dijet balancing techniques, described in Appendix A, were first introduced by
the UA2 collaboration{73, 74] and have been uscd extensively in jet measurements at
CDI.[75, 76] Using these techniques, the jet resolution extracted from the simulation
was found to be consistent with what was observed in the data. Figure 32 shows o'/v/2

vs Ey for jets with a cone size of 0.7 in the data compared to the simulation where

9l



Table XVI. Corrections to the raw jet cross section and related guantities for a jet
clustering cone size of 0.4.

Mecan

Smearing Corrections

Ey (GeV) Lower Edge Upper Edge Mcan E; Cross Section

32.21

37.25

42.28

47.24

52.29
57.33
62.30
67.41

72.42
7131

82.37
87.32
92.37

97.36

102.32
107.31
112.50
117.47
122.43
127.39
132.34
137.49
142.34

1.124
1.126
1.123
1.126
1.129
1.127
1.123
1.119
1115
1111
1.108
1.105
1.102
1.099
1.097
1.094
1.092
1.090
1.088
1.086
1.085
1.083
1.082

1.126
1123
1.126
1.129
1.127
1.123
1.119
1.115
1111
1.108
1.105
1.102
1.099
1.097
1.094
1.092
1.090
1.088
1.086
1.085
1.083
1.082
1.080

1.
1.
1.
128
129
126
121
17
113
116
106

1.
1.

125
125
124

103
100

1.098
1.095
1.093
1.091
1.089
1.087
1.086
1.084
1.083
1.081

1.156
1.109
1.103
1.097
1.086
1.083
1.084
1.086
1.088
1.090
1.093
1.095
1.097
1.100
1.102
1.104
1.106
1.108
1.110
1.112
1.114
1.116
1.118
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Table XV1. Continued

Mcan Smearing Corrections

Eqy (GeV) Lower Edge Upper Edge Mean Ey Cross Section

1147.32 1.080 1.079 1.080 1.120
154.83 1.079 1.077 1.078 1.129
161.57 1.077 1.075 1.076 1.132
174.62 1.075 1.073 1.074 1.134
181.93 1.073 1.071 1.072 1.137
196.62 1.071 1.069 1.070 1.148
212,77 1.069 1.067 1.068 1.150
226.41 1.067 1.065 1.066 1.152
243.51 1.065 1.064 1.065 1.154
260.91 1.064 1.063 1.063 1.163
281.68 1.063 1.062 1.062 1.162
299.29 1.062 1.061 1.061 1.160
319.53 1.061 1.060 1.061 1.157
349.99 1.060 1.060 1.060 1.166
385.92 1.060 1.061 1.060 1.175
o= (aflu—azu)'/z also plotted is what the parameterization of the response function

(for a cone of 0.7) predicts for the single jet resolution (0rms = (Slope?+ Sigma®)/?).
A quantitative cvaluation of the level of agrecment for the jet resolution and Ei
corrections will be discussed in the next chapter.

This method is an improvement over the previous methods used for correcting

the inclusive jet cross section for two reasons.[77] First, the old scheme for corrections
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Table XVII. Corrections to the raw jet cross section and related quantities for a jet Table XV, Continued
clustering cone size of 0.7.
Mean Sinearing Corrections

Mean Sincaring Corrections Ey (GeV) Lower Edge Upper Edge Mean E; Cross Section

Ey (GeV) Lower Edge Upper Edge Mean E; Cross Section 151.62 1113 1110 1112 1.094
j25 LI L125 - Lus 11 16142 LU0 106 1108  L10I
220 L1 Lt L 1o A6 Lo LI3 L5 1107
.22 113 L1y 1131 1063 184.64 1.103 1101 1.102 L113
52.33 1140 1152 1145 1.048 196.34 1.101 1.097 1.099 1127
57.33 1.152 1.159 1.155 1.030 21173 1.097 1.093 1.095 1135
6230 1159 L6t 1160 1.022 226.08 1.093 1.090 1.092 1.141
6731 16l 1160 Lo Lort 243.19 1.090 1.088 1.089 1.147
7233 1.160 1157 1159 o7 259.56 1.088 1.085 1.086 1.161
7731 1.157 1.153 1.155 1.020 278.95 1.085 1.082 1.083 1,166
82.36 1.153 1149 1151 1.025 298.70 1.082 1.080 1.081 1.170
srio L9 g LMs 1030 875 1080 1078 1079 LIT2
9231 116 buazo L 1035 353.57 1078 1076 1077 1189
orde LI L9 L 010 389.56 1076 1073 1074 1224
102.39 1.139 1.136 1.137 1.045
107.36 1.136 1.133 1.134 1.050
112.37 1.133 1.130 1434 1.654
117.41 1.130 1.127 1.128 1.059

did not account for bin-integration cffects having to do with the size of the bin used,

122.38 1.127 1.124 1.126 1.063
127.35 1.124 1.122 1.123 1.067 whereas the new procedure does. The second improvement is concepiual; the actual
132.47 1.122 1.120 L1121 1.071 detector response to jets is now modeled by combining the resolution effects with the
14l 1120 s 1119 1075 E, corrections, whereas before the Ej corrections where handled separately from the
142.34 1.118 1.115 e 1.079
147.37 Lus 1L.13 1114 1.083 resolution. The reason this is more indicative of the actual physics processes involved

in measuring the data is that physically a jet of EfT™¢ is not always measured as a
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Table XV111. Corrections to the raw jet cross section and related quantities for a jet
clustering cone size of 1.0.

Mcan

Smearing Corrections

Ey (GeV) Lower Edge Upper Edge Mean E; Cross Section

47.30
52.18
57.30
62.31
67.51
72.33
77.24
82.39
87.41
92.33
97.39
102.45
107.46
112.40
117.40
122.42
127.37
132.42
137.39
142.43
147.46
154.78
164.54

0.932

1
1
1

—

—_ = =

1
1

1.

.006
.055
.084
1.
1.
1.
124
128
130
129
128
126
124
122
120
119
117
115
114
12
Al1

100
108
116

108

1.006
1.055
1.084
1.100
1.108
L.116
1.124
1.128
1.130
1.129
1.128
1.126
1.124

0.968
1.030
1.070
1.093
1.104
1.112
1.120
1.126
1.129
1.130
1.129
1.127
1.125
1.123

1.119
1.118
1.116

1.113
1.112
1.110
1.107

1.847
1.492
1.294
1.169
L1111
1.096
1.088
1.076
1.067
1.063
1.063
1.065
1.068
1.072
1.075
1.078
1.082
1.085
1.088
1.091
1.094
1.104
1.108

Table XVIII.  Continued

Mecan

IYy (GeV) lLower Edge Upper Edge Mean E¢ Cross Section

Smearing Corrections

171.76
181.50
196.69
212.30
225.88
241.99
258.34
280.24
300.00
320.63
347.38
393.87

1.106
1.104
1.102
1.099
1.097
1.094
1.093
1.091
1.089
1.088
1.087
1.086

1.104
1.102
1.099
1.097
1.094
1.093
1.091
1.089
1.088
1.087
1.086
1.087

1.105
1.103
1.100
1.098
1.096
1.094
1.092
1.090
1.088
1.087
1.087
1.086

1.112
1.116
1.128

1.135

1.141
1.137
1.131
1.133
1.137

jet of some average Ef
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neas. jts relative contribution to EJ*®®* depends on the jet E;

spectrum and the size of the E*¢*® bin.
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Figure 30. The 1987 cross section for jets with a cone size of 0.6 compared to 1988-

1989 cross section for jets with a cone size of 0.7.
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CHAPTER V
SYSTEMATIC UNCERTAINTIES

Systematic uncertaintiesin the jet E scale and resolution introduce a systematic
uncertainly into the measurement of the inclusive jet cross section. The systematic
uncertainty on the luminosity also contributes to the uncerlainty on the cross sectioi.
This chapter will describe the uncertainty on the jet E; scale, jet resolution, and
luminosity. It will then explain how thesc uncertainties are factored into the inclusive

jet cross section.

A. E; Scale Systematic Uncertainties

The jet E; scale was determined using a detector simulation which was tuned
to reproduce the single pion response and the jet fragmentation using both test beam
and collider data.[65, 67] The major source of systematic uncertainty on the jet E;
scale is the calorimeter response uncertainty in the azimuthal boundary (cracks) re-
gions of the detector. Other sources of uncertainty on the jet E¢ scale include the
_calorimeter-response-in-other arcaw of the detector, The fraginentation tuning in the
sitnulation, and the energy from the underlying event (within the clustering cone).
The energy from the underlying event is energy associated with the interactions from
spectator partons and small collisions occurring without any hard scattering (mini-
nium bias events). An uncertainty is also associated with the jet Ey scale based on
preliminary results from the analysis of the 1990 test beamn data where a difference

in the calorimeter response to pions has becn observed.
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1. Caloritneter Response

Pions in an energy range (rom 750 MeV to 20 GeV were extracted {rom minimum
bias collider data, and pions at higher energies of 57 GeV and 145 GeV were used
froin the 1981/1985 test bean data to measure the single pion response in the central
calorimeter. ‘T'le response of the caloriineter to pions was measured using both the
iracking chiatnber and calorimeter, Neutral pions (%'s) cannot be measured in the
tracking chamber, but do leave encrgy in the calorimmeter. The x%'s that overlap
with charged pions can cause the response of the calorimeter towers to pions to be
raismeasurcd. In order to estimate this background, it was assumed that the shower
leakage from the target tower was small and that the energy found in neighboring
towers was from x° background. The background was estimated using the energy
found in the neighboring electromagnetic calorimeter towers.

Shower leakage (rom the target tower and the possibility of finding more x%'s
in the target tower than in the ncighboring towers are possible sources of mismea-
surement for this background. The average border tower energy was small {~ 2% of
the mrumrcptum),rthgrcforc a conservative 5% systematic uncertainty was-assigned-to
the x® background subtraction in the single pion response.[65) This is the dominant
uncertainty for pions with cnergies less than 25 GeV.

The azimuthal crack response obsesved in the data is not in agreement with the
response used in the simulation to obtain the energy and smearing corrections. The
size of the shift in the E scale calculated using the simulation with and without the
azimuthal crack response is a 7% shift in the measured jet E;. This shift is a measure

of the uncecrtainty in the azimuthal crack response on the E; scale. Therefore, a 1%
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uncertainty on the measured jet Ey was calculated for the azimuthal crack uncertainty
using the simulation.

The response in the azimuthal crack region was also studied using pions in the
test beam. There was difficulty in determining the amount of muon contamination
in the pion beam which varied run by run. Run by run variations in the measured
response and the uncertainty in the muon contamination, as well as tower to tower
variations in the response and an uncertainty in the tower calibration, gave a to-
tal uncertainty of 8% on the crack response.[78] This was the dominant source of
uncertainty in the response for pions with energies greater than 25 GeV. This 8%
uncertainty on the response is in addition to the 7% uncertainty on the measured jet
Ey.

2. Fragmentation Tuning

The non-linearity of the central hadron calorimeter to charged particles is a
major contribution to the energy loss of the caloritneter. Jet fragmentation is a
measure of the distributions of the charged particles found in the central tracking
chamber associated with jets and therefore effects how well the simulation reproduces
the jet energy corrections. The overall tuning of the fragmentation in the simulation
is in good agreement with the data. The uncertainty in the fragmentation tuning,
however, is correlated with the efficiency of finding tracks in jets. The uncertainty in
this tracking efficiency therefore affects the uncertainty on the fragmentation tuning.
The uncertainty in the efficiency of finding tracks in jets was found to be +7%,
based on the trends observed in measuring the efliciency and the correctness of the

embedding scheme.
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Since the efficiency of finding tracks in jets is related to the ability of the detector
to resolve tracks in a dense track environment, the tracking efficiency was paraineter-
ized in terms of the distance of closest approach between two charged tracks in the
central tracking chamber. ‘The efliciency was deteriined by injecting charged tracks
from Monte Carlo into jet events, and the determining the reconstruction efficiency,
and parameterizing this in terms of the average separation to the ncarest track in the
jet. In this procedure, there is an inherent uncertainty based on whether the efficiency
measured in such a way is to be applied to one or two tracks. This uncertainty It was
decided to apply the efficiency to both tracks per pair and as a systematic uncertainty
on this measurement to use the case of applying the efficiency to one track per pair.

The limited statistics in the data at high E; meant this efficiency could not be
determined for jets with E; > 250 GeV. A limit of 400 GeV was arbitrarily chosen
as the Ey at which to pin the efficiency such that above this limit the efficiency does
not change. This limit was changed to 250 GeV, a point where the statistics were
reasonable in the data, in order to check the uncertainty on this quantity.[67}

3. Underlying Event

The underlying event Ep density was measured using dijet events in the 1987
data; that measurement was used here.[79] Cuts used to define the dijet sample, such
as the maximum allowed £ for any third jet in the event and the azimuthal separation
requirements for the jets, give a range of underlying event E; densities. A systematic
uncertainty of + 300 McV /rad? reflects the uncertainty on the E; density due to the

choice of appropriate dijet cuts.
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Run by run variations in the detector performance were another source of uncer-
tainty in this measurement. These run by run variations gave a systematic uncertainty
of + 100 MeV/rad®. An additional 80 McV/rad?® statistical uncertainty was also as-
sociated with this measurement. Finally, the Ey density was determined and found
to be independent of jet Ey within £ 100 McV/rad®. Together with the other uncer-
tainties, the total uncertainty on the underlying event E; density was determined to
be £ 340 McV/rad2.

4. 1990 Test Beam Results

Recent results from the 1990 CDF test beam have led to a difference in the
calorimeter response of the detector to 150 GeV pions and the atmount of shower
lcakage from the target tower. Compared to 1985 test beam data, the calorimeter
response to 150 GeV pions was found to be 6% lower in the 1990 test beam data. In
addition to this change in response, shower leakage from the target tower contributing
encrgy to the ncighboring towers was observed in the CEM. This cffects the initial
assumption that shower leakage froin the targel Tower ‘was small and that all the
energy found in neighboring towers was fromn 7' backgronnd. A study is currently
in progress of 1990 test beam data, which also includes examining the calorimeter
response to pions at higher energies which may have some effect on this incasurement.
While analysis of the 1990 test beam data is still under study, these early results nced
to be examined here to decide if the size of these effects on the jet E; scale are large

enough to warrant further investigation.
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5. Resulting Jet Ey Scale Uncertainty

Yor the calorimeter and fraginentation, the resulting uncertainty on the jet E;
scale was determined using a loss plot. A loss plot is a incasure of the average energy
lost duc to the hadronic non-linearity, which is directly related to the size of the jet
corrections. More specifically, it is the sum of the difference in the momentum and
the average calorimeter response (< f2(p) >) of the tracks in the cone of the jet over
the measured £y of the jet, as defined in the following equation,

Hid< R(p) > —Pij)

Eyj

Loss =

(32)

The difference in the average calorimeter response and the momentum of a track is
the amount of encrgy loss by the track in the calorimeter. Summing this difference
over all the tracks in a jet gives the amount of energy loss by the jet. Dividing this
sum by the measured jet E; gives the fraction of energy loss by the jet. The difference
between the loss plot measured in the data and the simulation (which can be varied
to reflect various systematic uncertainties), is a measure of the uncertainty in the jet
Iy scale.

To find the effect of the calorisneter uncertainty on the jet E; scale, the average
response of the calorimeter used in making the loss plot was varied in the data by the
uncertainty on the single pion response. The resulting loss plots for these uncertainties

were then fit to the function:

(33)
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where Ey is measured jet Eq. The loss plots extracted from the data using the mea-
sured calorimeter response, as well as the loss plots obtained by changing the response
within it’s uncertainties which were mentioned earlier, can be secn in Figure 33. The
difference in the fits obtained for these plots multiplied by the micasured jet Ey and
divided by the corrected jet E; gives the fractional uncertainty on the corrected (or
true) jet Ey scale. The resulting uncertainty on the jet E; scale for each cone size is
listed in Table XIX. This uncertainty includes all the uncertainties on the calorime-
ter response mentioned earlier except for the 7% uncertainty on the measured jet E;
scale due to the difference in the jet Ey scale calculated using the simutation with and
without the azimuthal crack response.

Using this same technique, the fragmentation unccriaintics werc varied in the
simulation and loss plots were extracted for cach of the different uncertainties, as well
as the tuned value (sec Figure 31). The uncertainty for each of these cflects on the
jet Ey scale is listed in Table XX for each cone size.

The uncertainty on the jet E; scale due to the uncertainty on the underlying
event E; density is the uncertainty on the E; density times the area of the jet clustering
cone. The area of the jet clustering cone is basically = R?, where R is the cone size
used in the clustering algorithm. For cone sizes of 0.4, 0.7, and 1.0 the uncertainty in
the jet Ey scale is 171 MeV, 523 MeV, and 1068 MeV respectively. This uncertainty
is independent of jet Ey, thus the fractional uncertainty on this nurnber grows smaller
with increasing jet E;. Table XX1 lists this uncertainty as a fraction of the corrected

jct E‘.
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Table XIX. Calorimeter response fractional systematic uncertainty on the corrected

jet Ey scale.

True Jet Calorimeter Response

Ey (GeV) Cone Size 0.4 Cone Size 0.7 Cone Size 1.0
20.0 0.0265 0.0258 0.0271
40.0 0.0248 0.0247 0.0252
60.0 0.0233 0.0238 0.0241
80.0 0.0220 0.0228 0.0231
100.0 0.0208 0.0218 0.0221
120.0 0.0197 0.0208 0.0212
140.0 0.0186 0.0198 0.0203

In order to examine the size of the effects seen in the 1990 test beam, the
calorimeter response in the simulation was changed to reflect the new test beam
results. A modificd loss plot was made based on generated particle response (which

is the calorimeter response of particles generated which does not include the effect

of the tracking efficiency in the sirmulalitr)n).r The di[feré;é;e in tl;é loss plots made
of the generated particle response using the previous response, < R(p) > (based
on 1985 test beam results) and the generated particle response using the modified
response, < flm(p) > (based on 1990 test beam results), is a measure of the size of
this diflerence. Figure 35 is a plot of this difference in the fractional energy loss for
these generated particle responses. This result was fit to a second order polynomial in

order to parameterize this difference. Table XXII lists the results of this uncertainty as
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Table XX. Fragmentation fractional systematic uncertainties on the corrected jet
Ey scale.

True Jet Fragmentation +1% 1-Track lligh Pin
E, (GeV) Tuning on Efficiency per pair 250 GeV
Cone Size 0.4
20.0 ° 0.0257 0.0188 -0.0131  0.0008
40.0 0.0184 0.0157 -0.0101  0.0003
60.0 0.0148 0.0142 -0.0100  0.0002
80.0 0.0123 0.0132 -0.0107  0.0001
100.0 0.0105 0.0125 -0.0115  0.0000
120.0 0.0091 0.0120 -0.0125  0.0000
140.0 0.0080 0.0115 -0.0134  0.0000
Cone Size 0.7
20.0 0.0063 0.0186 -0.0017 -0.0085
40.0 0.0061 0.0172 -0.0071 -0.0012
60.0 0.0065 0.0162 -0.0097  0.0009
80.0 0.0071 0.0152 -0.0113  0.0013
100.0 0.0076 0.0142 -0.0123  0.0011
120.0 0.0080 0.0133 -0.0129  0.0006
140.0 0.0084 0.0125 -0.0133  -0.0001
{ 4 (|

Table XX.

Continued

True Jet Fragmentation +7% 1-Track High Pin
Ey (GeV) Tuning on Efficiency per pair 250 GeV
Cone Size 1.0
20.0 -0.0092 0.0156 -0.0024  -0.0004
40.0 0.0020 0.0165 -0.0071  0.0000
60.0 0.0062 0.0162 -0.0095 0.0001
80.0 0.0082 0.0156 -0.0110  0.0001
100.0 0.0092 0.0148 -0.0120  0.0001
120.0 0.0095 0.0140 -0.0128  0.0000
140.0 0.0095 0.0131 -0.0133  0.0000
¢ ¢
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Table XXI. Underlying event E, density fractional systematic uncertainty on the
corrected jet Ey scale.

True Jet Et Density

E; (GeV) Cone Size 0.4 Conc Size 0.7 Cone Size 1.0
20.0 0.0085 0.0262 0.0534
40.0 0.0043 0.0131 0.0267
60.0 0.0028 0.0087 0.0178
80.0 0.0021 0.0065 0.0134
100.0 0.0017 0.0052 0.0107
120.0 0.0014 0.0014 0.0089
110.0 0.0012 0.0037 0.0076

a fraction of corrected jet Ey. The size of this effect is smaller than the 7% uncertainty
on the measured jet Eyscale resulting from the uncertainty in the azimuthal boundary
response. Since the source of this difference is still under study, this uncertainty will
be combined with the other uncertainties.

The varit;l;; uncertaLliiés were then added in quadrature to obtain the total
systematic uncertainty on the jet E scale. The total systematic uncertainty is listed
in Table XXIII. Figure 36 shows the breakdown of the various components of the
total uncertainty on the corrected jet Ey scale as a fraction of corrected jet Ey and as
a function of the corrected jet Ej.

An additional calibration uncertainty in the central electromagnetic calorimeter

was noted during the 1988-1989 collider run, therefore another uncertainty on the
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The fractional uncertainty of the corrected jet Ej scale due to the differ-
ence in the 1990 test beam with previous test beam results. For a) cone

size of 0.4, b) cone size of 0.7, and ¢) cone size of 1.0.
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Table XXII. Fractional uncertainty associated with the difference in the 1990 test
beam results and previous tcst beam results.

True Jet Test Beam Uncertainty

E; (GeV) Cone Size 0.4 Cone Size 0.7 Cone Size 1.0
20.0 0.0419 0.0411 0.0409
40.0 0.0392 0.0388 0.0388
60.0 0.0367 0.0367 0.0367
80.0 0.0342 0.0346 0.0348
100.0 0.0319 0.0325 0.0328
120.0 0.0297 0.0306 0.0310
140.0 0.0275 0.0287 0.0292

Table XXIII. Total fractional systematic uncertainty on the corrected jet E; scale

for each cone size.

True Jet

Total Systematic

E, (GeV) Cone Size 0.4 Cone Size 0.7

Cone Size 1.0

20.0 0.0812 0.0804 0.0947
40.0 0.0777 0.0758 0.0801
60.0 0.0761 0.0748 0.0770
80.0 0.0749 0.0741 0.0756
100.0 0.0739 0.0734 0.0745
120.0 0.0730 0.0726 0.0736
140.0 0.0722 0.0719 0.0727
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Figure 36. The breakdown of the various components of the total fractional sys-
tematic uncertainty on the corrected jet Ey scale for each cone size. For
a) cone size of 0.4, b) cone size of 0.7, and c) cone size of 1.0 where
the letters represent the following uncertainties: total uncertainty (T),
azimuthal crack uncertainty (P), test beam uncertainty (B), calorimeter
response (C), fragmentation uncertainty (F), and underlying event (U).
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jet Ey scale of 2% was added in quadrature to the resulling uncertainties listed in

Table XXIII.

B. Systematic Uncertainty on the Jet Resolution

As a check of the uncertainty on the jet resolution, dijet balancing techniques
were used to measure the jet rcsolution. :I‘he uncertainties on the jet resolution due
to the use of the simulation is related to the difference in the resolution measured
using dijet balancing in both the data and simulation.

Dijet ki is the vector sum of the transverse momentun in dijet events. It is
shown in Appendix A that the width of the k." (ag,n) and k,, (”‘“.L) distribulions are
related to the jet resolution. Ok, and Ok, have been ncasured in dijet events for the

data and simulation. This information was then used to calculate
2 2 /2
o= ("h' U‘u) . (34)

The width of the response functions measured in the simulation were parameterized

by Sigma and Slope.[70] These numbers can be related to o' by using the relation
Ormsy = (.S'l'_qma2 + Slopcz)l/z. (35)

This relation expresses the width of the response functions in terms of a single number.
The single jet resolution is o'/V2 and is directly related lo o,m, since both are
a measure of the width of the detectors response to jets. Taking the bin by bin
difference in o'/ /2 for the data and simulation gives the systematic difference in the

jet resolution. This difference was then fitted to a straight line (parameterized by
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slope (1) and offset (b)) in order to parameterize this diflerence. The errors on the
m and & for this line represent the statistical level of uncertainty on this difference.
Changing the parameterized fit by the errors on the m and b, and adding or
subtracting the result with the absolute value of the original fit, a band of uncertainty
assaciated with the jet resolution was obtained. Figure 37 shows this result for cone

sizes of 0.4, 0.7 and 1.0.

C. Luinesity Uncertainty

The luminosity equals the interaction rate over the effective cross section pro-
ducing the Beam-Beam counter rates (a;,IB,C). At /s = 1.8 TeV, previous calcula-
tions of ";),lgc depended on the extrapolation of mcasurements made at the SPS at
CERN [80, 81, 82]

The luminosity calculated using the Beain-Beam counters is expressed as fol-

lows,

N
Lesc = —55~ (36)
C %BBc

‘The luminosity can also be calculated using accelerator parameters by means of the

following expression,

NpNp

4x0,.0y

Lace=B /s (37

where B is the number of bunches, Ny and Nj is the number of protons and antipro-
tons respectively, o, and @, are the horizontal and vertical size of the bunch at the

interaction point, and f is the revolution frequency of the beams.
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The ratio of Lgpc(516)/L Acc(546) and L ppc(1800)/ L 4c-(1800) were measured
to be 0.753 £ 0.002 and 0.981 + 0.001 respectively.[83) The effective Beam-Beam

counter cross section at /s = 1.8 TeV can be expressed by the following equation,

Lppc(1800)/ L occ(1800)
Lpc(546)/Lacc(546)

otf}(1800) = o%ff(546) (38)

‘The value of ai,féc.(5<lﬁ) has been measured both by the accelerator and UA4 detector
to be (32.8 + 3.6) mb and (37.1 * (5.6%)) mb respectively, for a combined average
cross section of (36.0 3% 1.81) mb. This gives an cffective Beam-Beain counter cross
section at /3 = 1.8 'TeV of (46.8 £ 2.35 £ 2.16) mb with a total uncertainty of

6.8%.

D. Systematic Uncertainty on the Jet Cross Section

The systematic uncertainties from the jet E; scale, resolution, and luminosity
uncertainty have to be factored into the cross section. The jet F; scale and resolution
are used in the unsmearing procedure to extract the corrected cross section from the
data.[70]) Therefore, the jet E; scale and resolution can be varied in the unsmearing
procedure to obtain the size of these effects on the cross section. The uncertainty in
the luminosity is a normalization uncertainty and was factored into the cross section
directly.

The method used for extracting the uncertainty on the cross section arising from
the uncertainty on the jet Ey scale and resolution is as follows. The parameterized
curve obtained for the corrected cross section is input into the smearing procedure([70)

and then the jet [ scale and resolution are varied separately within their systematic
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uncertainties. New corrections are extracted without minimizing the parameterized
curve. These new corrections show the size and direction of the systematic uncertainty
under study on the cross section. The fractional uncertainty on the cross section is
then defined to be the ratio of the difference in the cross section calculated with these
new corrections and parameterized curve used as input. This result is then fit to
a suitable fun<tion, in order Lo paramecterize the {ractionai uncertamty on the cross
section as a function of jet Ey. The results obtained for cach cone sizc when the
jet Ey scale was varied are plotted in Figure 38. These results are plotted in terins
of the ratio of the uncertainty and the predicted cross section obtained from the
parameterized curve. The results obtained for each cone size when the jet resolution
was varicd are plotted in Figure 39. These results are also plotted in terins of the
ratio of the uncertainty and the predicted cross section from the parameterized curve.
manner as the results for the jet Ej uncertainty.

The uncertainty on the cross section due to the Ey scale and jet resolution
are then added in quadrature with the uncertainty on the luminosity to obtain the
full systcmalig uncertainty on the inclusive jet cross section. The band of systematic
uncertainty on the cross section can be seen in Figure 40 for all three cone sizes where
it has been plotted as a ratio of the total uncertainty and the predicted cross section
from the parameterized curve. Table XX1V, XXV, and XXVI list the systeinatic
uncertaiutics for cach point in the cross scction for cone sizes of 0.4, 0.7, and 1.0

respectively.

Fractional Uncertointy Fractionat Uncertainty

Fractional Uncertainty

Figure 38.
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The fraction of uncertainty on the jet cross section, from the uncertainty
on the E;scale. Results are shown for a) cone size of 0.4, b) cone size of
0.7 and c) cone size of 1.0.
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The fraction of uncertainty on the jet cross section, from the uncertainty
on the jet resolution. Results are shown for a) cone size of 0.4, b) cone
size of 0.7 and c) cone size of 1.0.
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Table XX1V. Percent systematic uncertainty on the inclusive jet cross section for a Table XX1V. Continued
jet clustering cone size of 0.4.
Mcan Systematic  Uncertainties
Mean Systematic  Uncertainties .
Y! Ey (GeV) FEy Dependent (%) Total (%)
E{ (GeV) E; Dependent (%) Total (%) 159.07 +30.03 +63.11
36.24 +15.50 +48.58 ' =577 -38.85
- -1 -31.21 166.90 +3L10 MATH
11.90 e 23600 i77.03 3247 26555
;s' 39 4945 1109 .08 ~39.96
47.52 1.89 ~34.97 +33.89 +66.97
ie | 187.49 ~7.53 ~10.61
53.27 t‘fff f;ﬂg +35.35 +68.43
+17.29 +50.47 198.23 ~8.19 —a127
59.01 0.35 -3343 +ar.01 +70.08
i +3099 21038 ~8.95 -1202
61.53 0.00 3308 +39.30 +12.38
69.85 +18.44 +51.52 272 —9.99 —43.01
: -0.32 ~-33.40 241.41 f:‘l)g‘:’l i;l;g;
75.30 toes P . +43.66 76.74
+—|§ 57 +5265 259.30 1198 Lisos
80.62 ~098 -3408 +46.14 +79.22
+20.14 +53.22 27746 1312 ~46.19
85.78 129 3y +49.10 82.18
+20.83 45391 299.20 — 1447 Tass
91.12 ) 23469 +51.62 +84.70
: +21.53 15461 317.64 -15.63 —48.70
96.33 ~1.93 ~35.01 . +54.52 +87.60
+22.25 +55.03 338.92 ~16.96 -50.04
101.64 “226 3533 +58.91 91.99
+22.96 +56.04 371.08 —18.98 Teaoe
106.88 ~2.57 -35.65 +64.12 97.20
+23.66 +56.74 409.19 —2137 Tsais
112.08 ~2.89 -35.97 =
+24.37 +57 45
H7.30 San ~36.29
42511 +58.19
122.74 —3.54 ~36.62
+25.81 +56.89
127.94 ~3.86 ~36.94
+26.51 +59.59
133.12 ~418 -37.26
+21.22 +60.29
138.30 —4.50 -3158
42791 +60.99
143.46 -481 ~37.89
+28.64 +61.72
148.83 -5.14 -38.22
153.88 +29.33 +62.41

—-5.46 -38.53
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Table XXV. Percent systematic uncertainty on the inclusive jet cross section for a Table XXV. Continued
jet clustering cone size of 0.7.

Mean Systematic Uncertainties
Mecan Systematic  Uncertainties
E, (GeV) E, );) dent (%) Total (% E¢ (GeV) E; Dependent (%) Total (%)
% (Ge %y Dependent (%) Total (%
41.63 +18.43 +53.45 ) 171.89 t?:‘s f:g:"’g
: ~20.16 ~55.18 43516 470.18
4 +11.73 +52.75 182.20 —6.50 —41.52
7.61 —15.82 —50.84 +36.93 +71.95
e +52.20 193.03 i —a2.24
53.54 —t1.80 ~46.82 +38.64 $72.66
203.47 + o
59.93 +17.04 +52.06 7.92 o
: ~7.89 -42.94 . 440,65 4756
66.23 +17.10 +52.12 215.73 -8.73 s
—a.s7 ~39.59 231.87 +43.0 t‘l::g
72.29 +17.41 +52.43 9.81 44.
: -2.03 -371.05 +45.75 +80.77
78.15 +18.19 +53.21 216.86 -10.81 —45.83
-0.30 -35.32 2064.86 i“'" i:_:];z
83.81 +19.11 +54.13 12.02 X
~0.00 -35.02 281.96 #5151 +86.53
89.30 +20.01 +55.02 13.17 48.19
—0.36 ~35.38 302.22 3484 igggg
94.82 +20.90 +55.92 14.53 .
-0.72 —35.74 122.87 +38.23 +92.25
100.19 +21.78 +56.80 15.92 50.94
—1.08 ~36.09 343.87 +61.68 tsg;g
105.59 42266 +57.67 17.33 52.
-1.43 ~36.45 380.71 o714 +102.16
111.04 +23.54 +58.56, 19.82 54.84
s e el ngs  p v
: -2.14 —31.16
42529 +60.31
121.76 -250 -a1.51
426.16 461.18
127.12 -2.85 —31.87
$+27.04 462.06
132.49 -3.20 ~38.22
427.90 462.92
131.77 ~3.55 -38.57
428.76 463.78
143.05 -3.90 -38.92
429.65 464.67
148.48 ~4.26 —39.28
430,50 +65.52
153.71 —4.6) -39.63
+31.36 466.37
158.92 -495 ~39.97
+32.23 +67.24
164.24 -5.31 —40.33
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Table XXVI. Percent systematic uncertainty on the inclusive jet cross section for a Table XXVI. Continued
jet clustering cone size of 1.0.
: — Mecan Systematic  Uncertainties
Mean Systematic  Uncertainties E (GeV)
"t (GeV) E¢ Dependent (%) Total (%
E; (GeV) E; Dcpendent (%) Total (%) *) &)
103.07 +36.90 +74.08
45.78 +30.81 +61.99 —4.90 —42.08
. -27.55 -64.73 203.44 +38.68 +75.86
53.75 426.55 463.73 ’ =544 —4262
: ~21.78 ~58.96 216.42 +40.91 +78.10
61.29 +23.13 +60.41 ) =612 -43.30
: ~16.62 —52.81 233.06 +43.78 +80.96
68.10 +20.93 +58.11 ' ~6.99 -7
: -12.31 —49.49 247.46 +46.25 +83.43
74.55 +19.44 +56.62 ’ -T14 —44.92
: -8.59 -45.77 264.64 +149.21 +86.39
80.41 +18.71 +55.89 ' —8.64 —45.82
. -5.61 ~42.79 282.03 +52.21 +89.39
86.48 +18.65 45583 ' -9.8% —46.74
: ~3.03 —4021 305.43 +56.24 +93.42
9277 +19.72 +56.90 -10.79 -47.97
’ -0.99 -38.17 326.53 +59.88 +97.06
98.70 +20.73 +57.91 —11.90 —49.08
. -0.00 -37.18 348.63 +63.69 +100.88
104.29 +21.69 +58.87 : ~13.06 _50.24
: -0.29 -3747 377.44 +68.67 +105.85
109.90 +22.65 +59.83 - -~14.58 ~51.76
: -0.58 -37.76 427.84 +77.37 411455
+23.59 +60.77 . 1725 —54.43
115.43 ~0.86 -38.05
$24.53 +61.71
120.89 ~115 ~38.33
+25.44 +62.62
126.24 -142 ~38.60
+26.36 +63.54
131.64 ~1.70 -38.88
$27.29 +64.47
137.04 -1.98 -19.16
428.20 465.38
142.37 -2.26 —39.44
+29.13 +66.31
147.79 —2.54 Z3912
+30.04 +67.23
153.12 -2.82 —40.00
430.97 +68.15
158.53 -310 -40.28
+31.90 469.08
163.91 -3.38 -40.56
+33.24 +70.42
171.714 ~3.78 —40,97
182.16 +35.03 +72.21

-4.33 —41.51
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CHAPTER VI

COMPARISONS WITH QCD AND A COMPOSITE MODEL

The measured inclusive jet cross scction can be compared to predictions made
by QCD and composite tnodels.[19) Composite calculations for the inclusive jet cross
section agrce with QCD calculations at low values of Ey, but as the E; increases
they start to deviate from one another. The conparison between the data and these
models of parton-parton interactions may be used to scarch for evidence of quark
substructure. Below, the procedures followed to compare the data with QCI) and to

extend the limits on the composite parameter A, are described in detail.

A. Fitting Procedure

In order to compare the measured cross section to theoretical predictions, a
fitting procedure was developed to normalize a theoretical cross section to the mea-
sured cross section. This fitting procedure had to be able to normalize a theoretical
cross section (either QCD or composite modcls) to the measured cross section in the
presence of correlated systernatic uncertainties, and in some cases, the presence of
large statistical errors in the data. The procedure described in this scction attempts
to account for both of these effects.

Theoretical points for the inclusive jet cross section are first calculated at the
mean E; for each mcasurcd data point. To account for the fact that no jets are

observed in the data above the highest E; bin, the integrated cross section above the
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point at which there is no dala is also calculated. This is referred to as the emnpty or
null bin in the data.

Normalization of the theoretical distribution to the data is then accomplished
using both the statistical errors and systematic uncertainties on the cross section
for the data, no attempt is made to account for any theoretical uncertainty. The
systeinatic uncertainty is separated into two parts, an E; dependent part and an Eq
independent part. The E; independent part is treated as a normalization uncertainty
on the data and the Ey dependent part is assumed to be totally correlated bin to bin.
This assumption is based on the belief that a systematic uncertainty in one bin of
the data is strongly correlated to the systematic uncertainties in the other bins since
the source of these uncertainties are the same. This implies that if the cross section
in one bin of the data is moved up or down, the cross section in the other bins move
up or down coherently.

In order to find the noralization in some region of Ey, the sum of the bin
by bin \? is calculated in that region and the normalization is adjusted in order to
minimize this x2.

In the bins containing more than twenty jets in both the data and the theo-
retical calculation, the x? is calculated using the statistical errors combined with the
systematic uncertainties on the data. The number twenty was chosen for this cutoff
in order to be consistent with the use of Poisson statistics in the calculation of the
statistical errors on the cross section (sce Chapter 111). In matrix notation the x? for

bins with greater than twenty jets is represented as follows,

W = A4, (39)
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where
Ay
- A
A= (40)
A
and
o "iz oo
V - 0.21 0:12 ‘ . 0.2, , (11)
A o .. d

where ! is the number of bins containing more than twenty jets in the fit region. A
is a vector of diffcrences between the theoretical prediction of the cross section and
the measurcd cross section. Each clement in the vector represents one bin in Ey. The
matrix V is the error matrix. The diagonal elemnents are the sum of the squares for
the statistical and E; dependent systematic uncertainties. These elements are defined

as follows
ok = ol(stal.) + o¥(sys.). (42)

wlere oi(stat.) and o,(sys.) are the statistical errors and systematic uncertaintics
on bin § respectively. The off-diagonal elements are a measure of the correlations

between the bins represented by ¢ and j and are defined to be
a?,- = pi;oi(sys)o,(sys) lori#j, (43)

where p;; is the correlation coefficient and o,(sys) and o,{sys) represent the systematic
uncertainty on bin ¢ and j respectively. The correlation cocflicients (p;,) were defined
to be one since the systematic uncertaintics were assumed to be totally corrclated

from bin to bin.
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For the bins with twenty or less jels in either the data or the theotetical cal-
culation (including the empty bin), the x? was formed based on a likelihood ratjo

Lest.[61] In this likelihood ratio test the x? in each bin was defined separately to be

x} = —2mn()), (44)
wiiere
e 9"
A=— {45)

The number of jets predicted by theory is represented by ¢, and n is the number of

jets observed in the data. Factoring Equation 44 after inserting Equation 45 results

in

X =2(g-n) + nln(§>). (46)

This implies that the sum of the x2 for all the bins with twenty or fewer jets can be

defined to be

V=2 (o~ 4 i), ()

=1
wherc m is the number of bins containing twenty or fewer jets.

"The resulting x2 in the fitted region for bins with greater than twenty jets and
for bins with twenty jets or less are then combined to form the total x? in the fitted
region. The x? in the regions not being used in the fit are also calculated in the same
manner allowing these regions to be tested for variations in shape independently of

the shape in the fitted region.
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B. Comparisons to Leading Order

Both lcading order QCD and composite model calculations of the cross section
are compared to the measured cross section in the same manner. An appropriate
region in Ey is first chosen to normalize the theoretical prediction for the cross section
to the data. A normalization region in E\ is chosen for several rcasons.

Leading order QCD and composite model predictions for the cross section start
to deviate [rom one another above some value of Ey, but agree at lower values of Ey;
the exact value of E; that this occurs is a function of the compositeness parameter
Ac. For values of A, > 950 GeV this deviation will occur above an E; of 160 GeV.
Figure 41 shows this deviation in the predictions when using the structure function
DFLM sct 1.

The systematic uncertainty on the cross section at low Ey is large. In order to
avoid having the normalization depend on the data in this region, a lower limit on
the fit range was chosen to avoid this region. The fractional systematic uncertainty
becomes smallest around 80 GeV (see Chapter V), depending on the cone size under
study, so a lower limit of ~ 80 GeV was chosen to avoid this region. Another reason
for a lower limit on the fit range when comparing to leading order calculations is the
effect of the correction for energy loss outside the clustering cone. When comparing
to next-to-leading order calculations, this correction is not appropriate and thercfore
in this analysis was not applied. For leading order calculations this correction is
appropriate. The size of this correction is largest for low values of £, thercfore

when comparing to leading order calculations this can have some effect. This is an
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Figure 41. Leading order QCD calculation of the inclusive jet cross section com-
pared to a Composite Model calculation using the structure function
DFLM set 1, with A, = 950 GeV and @* = 0.5 E}.

additional reason for having a lower limit on the range over which leading order
calculations are normalized to the data. Table XXVII is a list of the lower and upper
F limits used to define the fitting region for each cone size, as well as the lower and
upper Eq edge of the cross section observed in the data.

With the fit region defined, fits were done for leading order QCD and a Compos-
ite Model using a full range of structure functions. The structure functions are related
to the probability of finding a parton with a particular momentum inside the proton

(or antiproton) and have been measured in deep inelastic scattering experiments.(84]




Table XXVI1I. List of the lower and upper limits defining the fitting region nsed for
cach cone size. Also listed are the lower and upper edges of the cross
scction observed in the data.

Fit  Range (GeV) Data Range (GeV)

Cone Size Lower Limit Upper Limit Lower Edge Upper Ldge

0.4 88.6 161.9 33.7 429.6
0.7 81.2 i61.7 389 440.0
1.0 83.7 161.3 42.0 445.6

A large number of different structure functions exist. The list of structure func-
tions used in this analysis includes Duke-Owens (DO, sets 1 and 2)[85] and Eichten-
Hinchliffe-Lane-Quigg (E1ILQ, sets 1 and 2)[27] structure functions which were ob-
tained from the analysis of decp inclastic scattering data available prior to 1984 and
used leading order QCD evolution. Diemoz-Ferroni-Longi-Martinelli (DFLM, scts
1, 2 and 3)[86] Martin-Roberts-Stirting (MRS, sets 1, 2, 3, B and E)[87] structure
functions are also used in this Vanral)ry'sis and are based on newer exp&imcntal data
available in 1988 using next-to-lcading order QCD evolution. Tung-Morfin (TM, scts
1,2, 3 and 4)[88] structure functions will also be examined in this analysis. Dilferences
within the various sets of structure functions mentioned above concern the treatment
of the gluon distribution function and in some cases the use of different experimental
data scts as input. In most cases, there exists one set which will use a broad or hard

gluon distribution function and one set which uses a soft gluon distribution function.
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Those which coutain more than two sets will often vary the degree of hardness for
this distribution between the two extremes for each set.

The normalization was then found using the prescribed fitting procedure dis-
cussed carlier and x?'s are calculated in all relevant regions using this normalization.
1. QD

Comparisons to leading order QCD were made using the inclusive jet cross
section measured with cach of the three cone sizes (0.4, 0.7, and 1.0). Structure
functions with a poor \? in the fit region, which yielded a confidence level of less than
5%, were excluded from further use in this analysis (although the results obtained for
these structure functions will be tabulated along with the other structure functions).
The results of the fitting procedure for a cone size of 0.4 are shown in Table XX VIJI.
Table XX1X shows the saine results for a cone size of 0.7 and Table XXX contains
the results for a cone size of 1.0.

Using the remaining structure functions, the combined x?'s in the fit region, the
lower region (bins below the fitted bins) and the upper region (bins above the fitted
bins) can be used to determine how well the data is deseribed by teading order QCD
using the sclected structure functions. Since the measured cross section had a large
systematic uncertainty in the lower region and the correction for energy lost outside
the clustering cone was not applicd, the combined x? used to determine how well the
data is described by leading order QCD will be based on only the x? in the fit region
and the upper region.

Table XXX1lists the combined x? (fit region combined with upper region), the

number of bins (including the empty bin), and the confidence level obtained using
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Table XXVIIL. The x? and number of bins found in the various regions examined in
the fitting procedure for a cone size of 0.4 using the various structure
functions.

Structure Fit Region Lower Region Upper Region

Function x?® NoB x* NoB x%* NoB
DO1 1L75 14 17.00 10 16.10 15
DO2 1268 14 23252 10 2290 15

EHLQ 1 19.69 14 2436 10 26.90 15

EILQ 2 2461 14 1008 10 4213 15

DFLM 1 2740 14 34.23 10 41.19 15

DFLM 2 27.15 14 7540 10 4282 15

DFLM 3 2485 14 11501 10 39.69 15

MRS1 1258 14 935 10 17.24 15
MRS2 916 14 146.09 10 14.30 15

MRS3 770 14 6.38 10 14.26 15

MRSE 1308 14 11.30 10 17.72 15

MRSB 971 14 89.18 10 15.15 15

. TM1 1755 14 64.94 10 18.90 15
T™M2 17.60 14 7492 10 1879 15
T™3 1011 14 7505 10 1247 15
TM4 1675 14 2446 10 18.98 15
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Table XXIX. The x? and number of bins found in the various regions examined in
the fitting procedure for a cone size of 0.7 using the various structure

functions.

Structure Fit Region Lower Region Upper Region

Function x* NoB x?> NoB x* NoB
DO 1 7.09 15 1080 7 15.43 16
DO2 2784 15 19897 7 5581 16

EIILQ1 384 15 1781 7 1332 16

EHLQ2 359 15 825 7 25.66 16

DFLM 1 484 15 1814 7 19.29 16

DFLM 2 469 15 32.60 7 21.09 16

DFLM 3 323 15 4235 7 2085 16

MRS1 660 15 895 7 15.43 16

MRS 2 1636 15 4591 7 14.08 16

MRS3 1203 15 7.20 7 16.40 16

MRSE 629 15 8.17 7 15.40 16

MRS B 1823 15 3564 7 15.37 16
T™1 322 15 1213 7 11.55 16
T™M2 310 15 13.90 7 11.52 16
TM3 556 15 12.52 7 19.63 16
T™4 384 15 8.03 7 11.43 16
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Table XXX. The x2 and number of bins found in the various regions examined in
the fitting procedure for a cone size of 1.0 using the various structure
functions.

Structure Fit Region Lower Region Upper Region
Function x? NoB x* NoB x? NoB
DO1 566 14 1083 6 2021 16

DO2 2177 14 18646 A

EINILQ1 479 14 11.55 6

EIILQ2 769 14 1133 6

DFLM | 1456 14 1079 6

DFLM 2 1442 14 1313 6
DFLM3 988 14 1745 6 3293 16
MRS1 550 14 1049 6 21.39 16
MRS2 1241 14 1823 6 23.92 16

6

6

6

6

6

6

6

48110 16
25.00 16
33.33 16
26.89 16
29.78 16

MRS3 1196 14 10.99 23.91 16
MRSE 552 14 10.28 20.24 16
MRS B 13.09 14 22.06 23.20 16
T™1 58 14 11.68 21.72 16
TM2 5905 14 1194 21.78 16
T™3 651 14 10.56 2331 16

T™M4 542 14 LT 1836 16
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the structure functions for a cone size of 0.4. Table XXXII lists the same information
for a cone size of 0.7 and Table XXXI11 lists this information for a cone size of 1.0.
These tables show the level of agreement between the measured cross section and the
predicted leading order QCD cross section. Figure 42 shows the data compared to

leading order QCI using the structure function MRS set B for a cone size of 0.4;

is plotted on boih a logarithmic and linear scale. The errors bars in

this figure and all other figures, unless otherwise noted, are E; dependent systematic
and statistical uncertainties added in quadrature. The normalization uncertainty
and dashed lines shown in these figures represent the F; independent systematic
uncertainty on the cross section. Figure 43 shows the same information for a cone
size of 0.1 using the structure function MRS sct 3. Figure 44 shows the data compared
to leading order QCD using the structure function MRS set B for a cone size of 0.7
and Figure 45 is a comparison of the data to leading order QCD for a cone size of
0.7 using the structure function MRS set 3. Figure 46 shows the data compared to
leading order QCD using the structure function MRS set B for a cone size of 1.0 and
using the structure function MRS set 3.

A slight excess of events can be observed in these figures for high values of E;.
If quarks are comnposite, then this excess is what would be expected to be ohserved.
This excess will be examined in more detail in the following section.
2. A Composite Model

The cross section calculated using a Composite Model agrees with QCD be-

low ~ 160 GeV, above this compositeness deviates from QCD, this can be seen in
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Table XXXI. Combined x? (fit region combined with upper region), number of bins
(including the empty bin) and the confidence level obtained using the

various structure functions for a cone size of 0.4,

Structure
Function x2 NoB C.L. (%)
DO1 278 29 526
DO2 3558 29 18.6
EIILQ 1 46.59 29 2.0
EIILQ 2 66.74 29 0.0
DFLM 1 6859 29 0.0
DFLM 2 69.97 29 0.0
DFLM 3 6454 29 0.0
MRS 1 2983 29 42.3
MRS 2 2346 29 75.5
MRS3 2196 29 822
MRSE 308 29 375
MRS B 248 29 68.6
TM1 3646 29 16.1
™ 2 3638 29 16.3
™3 2259 29 795
™4 3572 29 182
£ 4
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Table XXXII.  Combined »® (fit region combined with upper region), number of bins
(including the empty bin) and the confidence level obtained using the

various structure functions for a cone size of 0.7.

Structure
Function 32 NoB C.L. (%)
DO1 2251 3l 86.6
DO 2 8365 3l 0.0
ENLQ1 1716 31 979
ENLQ 2 29.25 31 55.6
DFLM1 2414 3I 80.5
DFLM 2 25.78 3l 73.2
DFLM 3 24.08 31 80.7
MRS1 22,03 31 88.2
MRS 2 3044 31 49.14
MRS 3 2843 31 59.9
MRS E 2169 31 89.3
MRS B 3361 31 31.2
™1 14.76 31 994
™2 1462 31 99.4
T™ 3 25.19 31 75.9
T™™4 1527 31 99.2
i ] |
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Table XXXII1. Combined x* (fit region combined with upper region), number of
bins (including the empty bin) and the confidence level obtained

using the various structure functions for a cone size of 1.0.

Structure

Function  »?

NoB3 C.L. (%)

DO1 2587
DO2Z €901
EHLQ | 29.79
EHLQ 2 41.02
DFLM | 4144
DFLM 2 44.20
DFLM 3 42.81
MRS 1 26.88
MRS 2 36.32
MRS 3 3587
MRS E 2577
MRS B 36.29
T™ 1 2757
™ 2 27172
T™3 2983
T™ 4 23.78

30
36
30
30
30
30
30
30
30
30
30
30
30
30

30

30

68.2
[tRY
1717
8.7
8.0
4.6
6.1
62.9
19.8
21.2
68.7
19.9
59.3
58.5
47.5
78.2
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Figure 42. Mecasured cross section compared to leading order QCD using the struc- Figure 43. Measured cross section compared to leading order QCD u?ing the struc-
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section and b) fractional difference of data with theory. section and b) fractional difference of data with theory.
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section and b) fractional difference of data with theory. section and b) fractional difference of data with theory.
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Figure 41 when using the structure function DFLM sct 1. Fitting the composite cal-
culation of the cross section to the measured cross section below this limit therefore
allows the upper region to be examined in order to scarch for any possible composite
signal. If no signal is observed, the confidence level calculated in the upper region
allows a lower litnit on the value of the composite scale paratneter A, to be set.
Using the structure functions which yielded coufidence ieveis of more than 5%
in the fitted region for QCD, the measured cross scction has been fit to the cross
section calculated for a Composite Model. The confidence levels calculated in the fit
region and the upper region for the various values of A, used in the Composite Model
are listed in Table XXXIV for a cone size of 0.4, Table XXXV for a cone size of 0.7,
and Table XXXVI for a cone size of 1.0.
Figure 48 shows the measured cross scction compared to the composite cal-
culation (Ac = 980 GeV) on both a linear and logarithmic scale using structure
function MITS set 2 for a cone size of 0.4. Figure 49 shows the same comparison for

a value of Ac = 1010 GeV. Figure 50 shows the measured cross section compared

to the composite calevlation (A« = 1056-CeV) on both a finear and togarithmic

scale using structure function EHLQ set 2 for a cone size of 0.7. Figure 51 shows
the same comparison for a value of A. = 1090 GeV. Figure 52 shows the measured
cross section compared to the compasite calcalation (Ac = 1100 GeV) on both a

linear and logarithmic scale using structure function ENLQ set 2 for a cone size of 1.0.

Figure 53 shows this comparison for a value of Ac = 1130 GeV using the structure

function DFLM set 3 for the same cone size.

Table XXXI1V.

153

Confidence Levels (%) in the fit region and upper region for a cone
size of 0.4 using the various structure functions.

Structure Ac = 950 GeV A = 1000 GeV A, = 1050 GeV A = 1100 GeV
Function Fit Upper  Fit Upper Fit Upper Fit Upper
DO 1 75.4 0.0 71.4 0.0 67.2 0.2 63.6 1.7
DO 2 4.4 0.0 42.3 0.0 43.4 0.0 44.2 0.0
EHLQ 1 19.7 0.0 16.2 0.1 13.3 0.8 12.7 3.1
EllLQ 2 4.0 0.0 34 0.0 3.1 0.0 3.0 0.0
DFLM T 22 0.0 1.7 0.0 1.5 0.0 1.3 0.0
DFLM 2 20 0.0 1.7 0.0 1.5 0.0 1.3 0.0
DFLM 3 3.6 0.0 3.1 0.0 28 0.0 25 00
MRS1 762 0.0 69.9 0.0 64.9 0.1 61.4 0.7
MRS 2 76.7 1.2 76.9 7.3 774 18.4 71.1 32.5
MRS 3 875 0.0 87.9 0.0 87.9 0.1 87.8 1.1
MRS E 552 0.0 64.9 0.0 459 0.0 12.7 1.7
MRS B 64.6 0.1 69.6 1.1 70.5 7.1 70.9 17.7
™1 314 0.0 249 0.0 21.6 0.0 19.1 0.0
™2 312 0.0 26.6 0.0 22.6 0.0 20.7 0.1
T™ 3 885 0.0 84.8 0.0 82.0 0.0 79.0 0.0
TM4 W2 06 %5 00 253 00 27 00
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Table XXXV. Confidence Levels (%) in the fit region and upper region for a cone Table XXXVI. Confidence Levels (%) in the fit region and upper region for a cone
size of 0.7 using the various structure functions. size of 1.0 using the various structure functions.
Structure A; = 1000 GeV A, = 1050 GeV Ac = 1100 GeV A, = 1150 GeV Structure Ae = 1050 GeV A, = 1100 GeV Ac = 1150 GeV A, = 1200 GeV
Function Fit Upper  Fit Upper  Fit Upper  TFit Upper Function Fit Upper  Fit Upper Fit Upper  Fit Upper
DO1 938 0.0 94.1 0.0 91.3 0.0 94.4 0.0 DO1 949 0.0 95.4 0.0 95.7 0.0 95.7 0.0
DO2 19 0.0 1.9 0.0 2.0 0.0 2.0 0.0 DO2 60 0.0 6.3 00 6.5 0.0 6.4 6.0
EHLQ 1 99.7 0.0 99.6 0.0 99.6 0.9 99.7 6.7 EHLQ 1 96.5 0.0 96.4 0.2 97.0 1.6 97.1 6.3
EHLQ 2 99.8 0.4 99.8 4.3 99.8 124 998 230 ENLQ 2 905 1.2 88.9 4.6 87.9 9.7 86.8 121
DFLM 1 995 0.0 99.4 0.0 99.3 0.0 99.1 0.5 DFLM 1 51.1 0.0 36.2 0.0 39.5 0.0 35.1 0.1
DFIM2 996 00 994 02 992 19 991 73 DFLM 2 475 0.0 41.1 0.1 370 03 Jo.1 108
DFEM 3 999 0.3 99.9 2.7 99.9 10.7 99.9 21.6 DFLM 3 734 04 70.4 1.4 65.4 17.1 65.9 16.6
MRS1 958 0.0 96.1 0.0 96.2 0.0 96.3 0.0 MRS1 955 0.0 96.0 0.0 96.2 0.0 96.3 0.0
MRS 2 256 0.0 27.3 0.2 28.0 1.6 29.0 6.1 MRS 2 49.1 0.0 49.8 0.6 50.1 2.9 50.4 7.2
MRS 3 66.0 0.0 63.8 0.0 61.3 0.0 60.8 0.0 MRS 3 504 0.0 514 0.0 52.0 0.0 52.3 0.0
MRS E 96.9 0.0 97.2 0.0 97.1 0.0 97.1 00 MRS E 958 0.0 96.1 0.0 96.3 0.0 96.2 0.0
MRSB 174 0.0 15.8 0.0 11.5 0.0 18.4 1.4 MRS B 409 0.0 41.8 0.0 43.0 0.3 13.3 1.7
TM1 99.6 0.0 99.6 0.0 99.5 0.0 99.7 0.0 ‘TM 1 968 0.0 96.6 0.0 96.5 0.0 96.2 0.0
T™ 2 99.7 0.0 99.6 0.0 99.6 0.0 99.7 0.0 TM 2 96.7 0.0 96.3 0.0 96.2 0.0 95.7 0.0
TM3 96.1 0.0 96.9 0.0 974 0.0 97.6 0.0 ™3 859 0.0 86.9 0.0 90.5 0.0 91.3 0.0
TM4 945 0.0 99.4 0.0 99.3 0.0 99.2 0.0 ™4 974 0.0 974 0.0 97.1 0.0 96.9 0.0
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Figure 48. Composite calculation (Ac = 980 GeV) of the inclusive jet cross scc-
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fractional differcnce of data with theory.
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The slight excess of events observed in Figures 42, 43, 44, 45, 46, and 47 may
indicate the possibility of new physics. Using the normalization obtained in the fit
region and the corrections obtained for the data, the number of jets expected to
be observed for QCD and Compositeness can be calculated. The difference in the
number of jets predicted and the number of jets observed divided by the square
root of the number of predicted jets is a measure of the significance of this excess.
Tables XXXVII, XXXVIII, XXXIX list the number of jets found in the region of
excess and the number of jets predicted by various theoretical models for the diflerent
cone sizes. The significance is also calculated and listed in these tables. As shown in
Tables XXX VII, XXXVIII, XXXIX the significance of this excess is on the level of
1-3 sigma, depending on the choice of structure function, and thercfore its statistical
significance is questionable.

As shown in Table XL, the number of jets and the number of events per bin
is nearly the same in the last six bins of the data (wherc the excess is observed) for
cach cone size. Thus, the effect of the statistical uncertainty, due to the counting of
independent events, on the fitting procedure is small. As the systematic uncertainty
is large for these bins, this statistical eflect was ignored in the fitting procedure. The
total number of jets is slightly larger than the total number of events in the last
six bins. This is duc to the fact that in most cascs if there is a sccond jet in the
event contributing to the cross section, then these two jets nearly balance in Eq. This
has a small effect on the calculation of the significance mentioned in the previous

paragraph. It also suggests that the number of events in the data may be compared
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Table XXXVIl. Number of jets found in the E; range from 266.0 to 429:6 GeV,
number of jets predicted by theory and the significance of this excess
for a cone size of 0.4.

Structure Number of Jets

Function Data Theory Significance

DO 1 48 39.2 -1.40
DO 2 48 50.8 0.39
EHNLQ1 48 33.8 -2.44
EHLQ 2 48 27.0 -4.03
DFLM1 48 294 -3.43
DFLM 2 48 28.1 -3.76
DFIM3 48 28.5 -3.66
MRS1 48 38.0 -1.63
MRS 2 48 36.6 -1.89
MRS 3 48 41.0 -1.09
MRSE 48 31.9 -1.67
MRSB 48 315 -1.72
™1 48 39.8 -1.29
T™ 2 48 40.0 -1.27
T™ 3 48 44.7 -0.49
™ 4 48 399 -1.28
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Table XXXVIII. Number of jets found in the E; range from 271.9 to 440.0 GeV,
number of jets predicted by theory and the significance of this
excess for a cone size of 0.7.

Structure Number of Jets

Function Data Theory Significance

DO 1
PO 2
EHLQ I
EHLQ 2
DFLM 1
DFLM 2
DFLM 3
MRS 1
MRS 2
MRS 3
MRS E
MRS B
T™ 1
™ 2
T™3
T™ 4

64
64
64
64
64
64
64
64
64
64
64
64
64
64
64

%

58.9
135.7
49.7
2.7
48.2
45.7
45.1
56.8
57.8
60.1
56.5
55.5
69.5
69.8
80.7
69.7

0.67
6.16
2.02
3.26
2.28
270
2.82
-0.96
0.82
050
-1.00
114
0.66
0.69
1.86
0.68
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Table XXXIX. Number of jets found in the Ey range from 273.2 to 445.6 GeV,
number of jets predicted by theory and the significance of this excess

for a cone size of 1.0.

Structure Number of Jets

Function Data

Theory Significance

Do 1
DO 2
FILQ 1
EHLQ 2
DFLM 1
DFLM 2
DFLM 3
MRS 1
MRS 2
MRS 3
MRS E
MRS B
T™ 1
™ 2

M3 -

T™ 4

83
83
83
83
83
83
83
83
83
83
83
83
83
83

83

83

74.0
156.4
63.8
57.3
64.0
60.7
59.2
71.3
69.4
77.1
71.9
71.5
95.5
95.8
1047
95.7

-1.04
5.87
-2.41
-3.40
-2.38
-2.86
-3.09
-1.38
-1.64
-0.67
-1L31
-1.36
1.28
1.31

212

1.29
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Table XL. Number of jets over the number of events per bin found in the last six
bins of the data. Also listed is the total number of jets over the total
number of events summed over the last six bins of the data. The results
are given for jet clustering cone sizes of 0.4, 0.7, and 1.0.

Cone Size

Bin 04 0.7 1.0
Last-5 26/23 31/28 41/37
Last-4 8/8 16/14  19/17
Last-3 6/6 /7 9/9
Last-2 3/3 5/5 4/4
Last-1 3/3 3/3 6/6
Last  2/1 2/1 4/3
Total 48/40 64/55 83/69

to the number of events predicted by QCD (since number of events is an independent
quantity) when calculating the significance of an excess.

Based on the coufidence level calculated in the upper region for the various
structure functions and various values of A, a lower limit on the value of the com-
positeness scale parameter A can be set. Using the structure functions which did not
yield a poor x? in the fit region for QCD and which gave the best confidence level in
the upper region when fitting for compositeness, a conservative limit on A, can set
for cach cone size. At the 90% confidence level A, > 1010 GeV for a coune size of 0.4,
Ac > 1090 GeV for a cone size of 0.7, and A; > 1130 GeV for a cone size of 1.0. At
the 95% confidence level Ac > 950 GeV for a cone size of 0.4, Ac > 1050 GeV for a

cone size of 0.7, and A, > 1100 GeV for a cone size of 1.0.
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The increase in the limit that is found for the composite parameter A, when the
cone size is increased is because the correction for energy lost outside the clustering
cone is not being applicd. This causes the Ey of the jets to be larger when the cone
size is increased, thus extending the E; range covered by the cross section. The higher
in £y the cross section extends, the larger the limit that can be set on this parameter.
This correction is snallest for larger cone sizes {since less energy can be lost outside
the cone) and thus the limit obtained from the larger cone sizes is more accurate
when comparing to a leading order QCD calculation which requires this correction
to be applied. Therefore, an absolute limit of A, > 1100 GeV can be set at the 95%

C.L. based on a conparison of lcading order QCD to the measured jet cross section.

C. Comparisons to Next-to-Leading Order

Comparisons to next-to-leading order QCD calculations of the inclusive jet cross
section are done in the same manner as the comparisons are done for leading order.
Variations in cross scction as a function of cone size can also be investigated when
comparing to next-to-leading order QCD. Both of these comparisons will be examined
in this section. Due to the limited availability of computer time and the length of time
required to calculate the next-to-leading order QCD cross section, only the structure
function MRS set B could be used to calculate the next-to-lcading order QCD cross

section in this analysis, using Q2 = (Py/2). Figure 54 shows a comparison of leading
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order QCD) to next-to-lcading order QCD using the structure function MRS set B.

Using this structure function and the same fit regions as described for the leading

order fils, comparisons were made to measured inclusive jet cross section for cone sizes
of 0.4, 0.7 and 1.0. Table XL! lists the x2's, confidence levels and number of bins
found in each region for each cone size. Figure 55 shows the agrcement between the
next-to-leading order QCD calculation and the data for a cone size of 0.4 plotted
on both a logarithmic and linear scale. The normalization found for the predicted
cross section for a cone size of 0.4 with the data was 0.723, just within the 33%
norinalization uncertainty on the data. Figure 56 shows the agrecment between the
next-to-leading order QCD calculation and the data for a cone size of 0.7 plotied
on both a logarithmic and linear scale. The normalization found for the predicted
cross section for a cone size of 0.7 with the data was 1.03, well within the 35%
wormalization uncertainty on the data. Figure 57 shows the agrecment between the
next-to-leading order QCD calculation and the data for a coue size of 1.0 plotted
on both a logarithmic and linear scale. The normalization found for the predicted
cross section for a cone size of 1.0 with the data was 1.07, again well within the 37%
normalization uncertainty on the data.

“Another feature of the ﬁc*t-to-]eaéing order QCD calculations is the predicted
variation in cross section as a function of jet clustering cone size. This was examined
using cone sizes of 0.4, 0.7 and 1.0. Figure 58 shows the cross section for jets of
Ey = 100 GeV measured in the data compared to what was calculated using next-
to-leading order QCD as a function of the clustering cone size. Figure 58a was fit to
A+ BLog(R), whete R is the cone size. The result found A = 0.7880 + 0.0224 and

B = 0.1923 % 0.0264 for a confidence level of 16.9%, using statistical errors only.

(LO-NLQ) /NLO (LO-NLO) /NLO

(LO-NLD) /NLC

Figure 54.
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Results of the comparison of next-to-leading order QCD calculations
(using the structure function MRS B) of the inclusive jet cross section
to the measured cross section. The x*'s, number of bins and confidence
levels calculated in each region for each cone size are listed.

Region

Cone Size 0.4 Cone Size 0.7 Cone Size 1.0
x2 NoB C.L. (%) x* NoB Cl.(%) x*> NoB C.L. (%)

Lower
Fit

Upper

6.95 10 73.1 159 7 11.5 990 6 129
8.60 14 80.2 10.70 15 70.9 9.68 14 71.9
10.65 15 777 17.06 16 382 2367 16 9.7

1/8n [ d%a/(dE (&n) dn (nb/GeV)

(Data—Theory)/Theory

Figure 55.
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Next-to-leading order QCD calculation of the inclusive jet cross section
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B for a cone size of 0.4. Shown is the a) cross section and b) fractional
difference of data with theory.
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Figure 56. Next-to-leading order QCD calculation of the inclusive jet cross section
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B for a cone size of 0.7. Shown is the a) cross section and b) fractional
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Next-to-leading order QCD calculation of the inclusive jet cross section
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CHAPTER VII
RESULTS AND CONCLUSIONS

The inclusive jet cross section has been measured using data collected by the
CDF collaboration at /s = 1.8 TeV. This measurcment was made using three cone
sizes of 0.4, 0.7, and 1.0. The resulting cross section and both statistical and system-
atic uncertainties are listed in Tables XLI1, XLII1, and XLIV for cone sizes of 0.4,
0.7, and 1.0 respectively. Figures 59, 60, and 61 are plots of the cross scction togetlier
with the statistical and Ey dependent systematic uncertainties added in quadrature
for cone sizes 0.4, 0.7, and 1.0 respectively. The normalization uncertainty plotied in
these figures represents the size of the E; independent systematic uncertainty.

The measured cross sections were comnpared 1o both leading order and next-to-
leading order QCD and found to agree within the listed uncertainties. Although a
slight excess of events above what is predicted by QCI) was ohserved in the data, this
excess was not statistically significant depending on the choice of structure function
used. When comparing to next-to-leading order QCI, the dependence of the cross
section-as-a functivn of cone size was ilso measured. The data were found to increase
in cross section with larger cone size faster than next-to-leading order QCD) predicted.

The cross section was also used to search for quark compositeness, and while
no evidence for quark compositeness was found, a lower limit on the value of the
compositencss scale paraineter, A., was set at 1100 GeV at the 95% confidence level.
This can be compared to the previous CDI result of Ac > 700 GeV.[26] A comparison

can also be made to a limit of Ac > 860 GeV set in muon g-2 experiments which

176

asswine that quarks and muons are composed of the same composite particles and
that A is the same for all quarks and leplons.[89] The limit set in this dissertation
greatly improves the existing limits from CDF and g-2 experiments. It should also
be noted that the CDF (p7) limits arc less model dependent than the limits set from

g-2 experiments.



Table XLIL.  Corrected jet cross section for a jet clustering cone size of 0.4.

Mecan

E; (GeV) Cross Section + Statistical & Systematic {(nb/GeV)

36.24
11.90
47.52
53.27
59.01
64.53
69.85
75.30
80.62
85.78
91.12
96.33
101.64
106.88
112.08
117.30
122.74
127.94
133.12
138.30
143.46
148.83
153.88

86.9
42.1
20.9
1.7
6.96
4.27
2.63
1.79
1.22
0.810
0.571
0,437
0.294
0.217
0.167
0.117
0.0915
0.0691
0.0526
0.0120
0.0348
0.0285
0.0200

+1.13
+0.767
+0.539
+0.403
$0.0950
$0.0744
$0.0585
$0.0482
40.0398
10.0326
+0.0275
+0.0239
+.0.00370
+0.00318
+0.00279
+0.00234
+0.00207
+0.00180
+0.00157
+0.00141
+0.00128
+0.00116
+0.000974

+41.9
—32.4

+20.2
~14.9
+10.6
~7.52
+5.88
—4.01
$3.43
~227
+2.12
~1.38
+1.38
—0.895
+0.913
—0.591
+0.64
-0.404
+0.439
—0.284
+0.312
~0.201
+0.226
~0.145
+0.165
~0.106
+0.123
—~0.0782
40,0925
-0.0586
+0.0702
-0.0443
40.0532
~0.0335
40.0411
~0.0258
+0.0321
-0.0200
+0.0252
-0.0157
+0.0199
-G.0124
+0.0157
—0.00971
+0.0126
-0.00778
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Table XLII. Continued

Mean
Et (GeV) Cross Section % Statistical + Systematic (nb/GeV)
159.07 0.0161 +0.000875 v
166.90 0.0129 +0.000555 o onse
177.03 000803  +0.000439 000299
187.49 0.00485  +0.000342 APYesent
198.23  0.00277  +0.000258 e
210.38  0.00190  +0.000175 2 vcoatn
227.23 000114  +0.000136 o oosas
241.41  0.000570  +0.0000963 e o0a0e
259.30  0.000456  +0.0000862 MHHEEN
27746 0.000320  +0.0000628 0 o00108
20020 00000985 o3 o tooors
BT61 0000T3T  *SImee *ogovonn
W92 000038 *oume g toons
3708 00000217 1%k o,
10009 oo e 3
q ]
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Table XLIII. Corrected jel cross section for a jet clustering cone size of 0.7. Table XL1I1. Continued
Mean Mean
Fy (GeV) Cross Section % Statistical 1 Systematic (nb/GeV) K, (GeV) Cross Section + Statistical + Systematic (nb/GeV)

41.63 74 +1.08 e 171.89 00165  +0.000618 +o.0106
4761 3.1 $0.715 +199 18220 00Ul +0.000508 0001
53.54 201 052 tos 19363 0.0U656  +0.000392 o oorrs
59.93 105 £0.373 M 203.47 0.00368 +0.000294 oS
66.23 6.27 +0.286 a3 215.73 0.00256 +0.000202 o
72.29 377 £0.0679 +203 23187 0.00157  +0.000159 20 00m0
78.15 2.49 £0.0550 sl 246.86  0.000903  +0.000121 e
83.81 1.79 +£0.0467 o893 264.86  0.000470  +0.0000872 10000438
89.30 1.17 +0.0378 roeu 281.96  0.000381  +0.0000685 0 o0z
94.82 0818 +0.0318 +oa 30221 0000198 *ogoneR X o000en
100.19 0.574 +0.0267 M 32287  0.0000867  *3o000% 0 0000467

. 105.59 0.427 +0.0231 e 34387 00000621  *gEoNEs 00000710
111.04 0321 +0.0200 +0.118 38071 0.0000252  *ogonas Ao ooz0s
116.43 0.219 $0.00312 o 41854 0.0000104 AT 3 Sonied
121.76 0.166 +0.00272 M
127.12 0.122 £0.00233 H o - Co R
13249 0926 £0.00204 +0.0589
137.77 0.0712 +0.00179 bgesie
143.05 0.0552 +0.00158 ooy
148.48 0.0440 +0.00141 R
153.71 0.0344 £0.00125 +o.002¢
158.92 0.0283 +0.00114 M

0.0145
164.24 0.0219 10.00100 2o obeca



Table XLIV. Corrected jet cross section for a jet clustering cone size of 1.0.

Mcan

E; (GeV} Cross Section % Statistical + Systematic (ab/GeV)

45.78
53.75
61.29
635.10
71,55
80.41
86.48
92.77
98.70
104.29
109.90
115.45
120.89
126.24
131.64
137.04
142.37
147.79
153.12
158.53
163.91
171.74
182.16

55.8
25.0
13.0
1.09
4.59
2.54
1.82
1.23
0.872
0.594
0.443
0.320
0.234
0.174
0.128
0.0995
0.0747
0.0576
0.0496
0.0373
0.0299
0.0218
0.0149

+1.14
+0.687
+0.462
+0.323
+0.253
+0.0577
10.0487
£0.0399
40.0335
+0.0275
+0.0237
+0.0203
+0.0173
+0.00281
$0.00242
+0.00213
+0.00185
$0.00163
$0.00151
+0.00131
+0.00118
£0.000714
10.000592

+38.8
-37.0
+15.9
—14.7
+7.49
-6.67
+4.06
=345
+2.39
-1.93
+1.53
=117
+1.00
-0.722
+0.675
—-0.452
40473
—0.304
+0.343
-0.218
+0.252
-0.159
+40.187
-0.117
40.142
~0.0879
40.108
~0.0668
+0.0835
~0.0511
40.0648
-~0.0393
+0.0507
~0.0306
+0.0398
~0.0239
+0.0316
-0.0188
+0.0251
~0.0148
+0.0201
~0.0118
+0.0146
—0.00851
+0.00974
—~0.00560
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Table XLIV. Continued

Mcan

Ly (GeV) Cross Section * Statistical + Systematic (nb/GeV)

193.07  0.00888  +0.000458 iyess
20344 000518  +0.000350 oot
21642 000338  +0.000232 et
233.06 000201  +0.000179 fpyviind
247.46 000115  +0.000136 vt
261.64  0.000593  +£0.0000975 htyond
282.03 0000496  +0.0000775 1o ongres
30543 0000230  +000006s 000100
326.53 0000108 00000 2 ob00sa
348.63  0.0000479 00000381 poreassd
37744 0.0000480  *POONEC ¥ oo0ores
42781 00000193 0800013 2o sotouss
( ( ( ]
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Figure 59. Inclusive jet cross section for a cone size of 0.4, normalization uncertainty
is the E, independent systematic uncertainty and the error bars represent
the statistical uncertainty added in quadrature with the E; dependent
part of the systemnatic uncertainty.

Figure 60. Inclusive jet cross section for a cone size of 0.7, normalization uncertainty
is the £¢independent systematic uncertainty and the error bars represent
the statistical uncertainty added in quadrature with the E; dependent
part of the systematic uncertainty.
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4 t JET =2
DIJET BALANCING
K,
Dijet balancing is a technique first introduced by the UA2 collaboration|73, 74) 4

and has been used extensively in jet measurements at CDF.[75, 76] A dijet event is
defined by the observation in the detectur of two jeis which onginate from the scatter- ti|
ing partons in the pp collision. Dijet ki is defined as the vector sum of the transverse

momentum of these jets. In the absence of initial state radiation, conservation of JET 1 —

: . . tx
momentum requires the total transverse momentum { /1) of the scattered jets in the

event Lo be conserved. In dijet events, this implies that ks expected to be zero.

Figure 62. Illustration of dijet k; coordinate system.
Detector resolution and QCD bremsstrahlung produce a momentum inbalance in the 8 ! y

.
event and the k; is not zero.

. where )2 is the aziinuthal angle separating the two jets and P, is the magnitude of
A. Dijet k¢
. i the P for jet i {1 = 1 or 2). Ejis related to P by

The coordinate systems for dijot k¢ is defined so that the perpendicular (1)

direction is the direction that bisects the azimuthal angle between the two jets, and o Bl =P+ mY- 150)
the barallcl (“) direction is the orthogonal direction such that “ x 1 = %, where £ is

where m is the nass of the jet. The sum or difference in £y (or two jets therefore is
defined to be the positive z-axis in the detector coordinate systein. Vigure 62 shows

- ; _— 2 2 2 2
an exawple of k¢ for a two jet event. Ey + By, \/Ph +mp+ JFK-‘ +my,

/ m? m3
Defining the coordinate system in this ways implies, =Py [+ p_:} 1 Pyt + 7)'22"
i &

2 2 4
- m m o™
k:1=(ﬁ.+f’:,)cos%. (48) = Py(l +2Pﬁ)iﬂ’“+2"f,)+0(l’.‘)'
2 2 4
s _ md o omE et
by = (P = Pu)sin 2, (19) = PutPat (Gpe £ 5p7) + O(50): 61
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The ratio of jet mass to jet Py is small,[75) therefore from Equation 51,
Ell E Elz > P(, + I)IT (52)
Ilence,
$12
’C‘l = (E‘l + El,)COS T, (53)
and
_ . d12
ky = (Ey, — Eg)sin ER (54)

Angular deviations in the mcasurements of these two jets can be observed in the
perpendicular component of dijct &y (ki,). Evimbalancein the dijet system is observed

in the measurement of the parallel component of dijet &; (k'll)’

B. Jet Resolution

The jet energy resolution in the calorimeter can be parameterized (3] as,
= (55)

Ey = Esin0, where 0 is the angle of the jet with respect to the proton heam direction
(2 or the polar angle). In the central region of the CDF detector sin@ ~ 1, therefore

E; ~ E and the jet E, resolution can be written as

o(E) _ A .
A (56)
a(E) = AVE, (57)

196

Assuming independent errors on the resolution for the two jets, then

o(Ey, ~ Ep) = \/oU£y) + 0*(Ey). (58)

The value of A in Equation 57 should be the same for both jets if they are in the

central calorimeter and Ey, ~ Ey, = E, therefore

o(Er, — Eu) = AV2E,, (59)

E, — E,
%—Q = o(Ey). (60)
The cffects of QCD) radiation and angular mismcasurernent are present in both

ki, and k‘(“; however, as can be seen in Figure 63, the distribution of k, is flat
(constant in E}) while there is an E; dependence to lq“ due to the jet E; resolution.
Therefore, by subtracting a(k¢, ) in quadrature from a(h"), the jet Eq resolution can

be isolated from these effects.|75] Defining,

o'(ke) = \fo¥  ky) — o¥ke,),

and since a(h“) is equivalent to o( Eq, — Ey,), then
a(Ey, — Ey,) = d'(ki), (61)

or

o'(k)

o(B)~ =7

(62)

Thus, by using dijet ky balancing techniques, single jet E¢ resolution can be extracted

from the data.
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