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Abstract 

An analysis of high transverse momentum electrons using data from the Collider 

Detector at Fermilab in pp collisions at ../S = 1800 GeV yields values of the produc­

tion cross section times branching ratio for W and zo bosons of u( W -+ e 11) = 

2.19 ± 0.04 (stat)± 0.21 (sys) nb and u(Z 0 -+ e+e-) = 0.209 ± 0.013 (stat) ± 

0.017 (sys) nb. Detailed descriptions of the CDF electron identification, background, 

efficiency, and acceptance are included. Theoretical predictions of the cross sections 

that include a mass for the top quark larger than the W mass, current values of the 

W and zo masses, and higher order QCD corrections are now in good agreement 

with these measured values. 
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Chapter 1 

Introduction 

It was Oscar Klein in 1938 who first proposed a W boson as the mediator of the weak 

interaction [1, 2] as a modification of Fermi's four point interaction [3] by the addition 

of a massive charged vector boson. These theories were formulated in analogy with 

the emission of a photon in electromagnetic transitions to explain nuclear P-decay, 

the emission of an electron and a neutrino in the decay of a neutron. The W boson 

was taken to have charge ± 1, since nuclear 13-decay is charge changing, and be 

rather massive, since the weak interaction has such a short range. 

In the next twenty years, there was much progress in the understanding of the 

weak interaction, but very little concerning the weak boson. The V - A form of 

the weak interaction led to definite predictions involving neutrino scattering which 

diverged as the center of mass energy grew [2]. Since the presence of a vector boson 

to mediate the weak interaction solves this divergence problem, interest in the W 

rose again. 

With the understanding of electromagnetism in terms of a quantum field the­

ory [4] and the work of Yang and Mills to apply field theoretic concepts to non­

Abelian gauge fields [5], Schwinger attempted to unify the electromagnetic and weak 

interactions in terms of a gauged field theory [6]. The weak boson in his theory did 

acquire a mass through couplings to auxiliary scalar and pseudoscalar fields. The 

1 
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magnitude of the boson mass was not predicted. Schwinger's model encountered 

problems as it did not account for the V - A form of the weak interaction. 

Following the work in understanding symmetry breaking by Nambu [7], Gold­

stone [8], and Higgs [9], the Glashow-Weinberg-Salam model [10] incorporated the 

idea of a massive W boson in a unified gauge theory which gave masses to the vector 

bosons (and kept the photon massless) while preserving the gauge invariance of the 

Lagrangian. This model gives predictions for the masses and coupling of the W and 

zo bosons. 

With predictions for the masses and couplings, the production and decay prop­

erties of W and zo bosons in pp collisions can be predicted. It is necessary to 

also take into account the parton momentum distributions and QCD corrections in 

calculations of the production cross sections for the W and zo. This paper presents 

a measurement of the production and subsequent decay into electrons of W and zo 
bosons in y'S = 1800 GeV pp collisions at the Collider Detector at Fermilab (CDF). 

In comparing the experimentally measured production cross sections to theo­

retical predictions, all aspects of the model are tested simultaneously. The boson 

couplings to fermions, the masses of the bosons, the parton momentum distribu­

tions, and the QCD color factors and corrections all play a part in the theoretical 

prediction of the cross sections. The understanding of all of these quantities has 

improved significantly in the last decade, improving the precision of the predicted 

cross sections. The ability to do the experiments has also increased significantly 

in the last decade (the W and zo were first seen just 7 years ago [11]), improving 

the precision of the measured cross sections. The precision of both theoretical pre­

dictions and experimental measurements is now at the stage where each tests the 

other's abilities. 
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Experimental searches for the charged vector boson which served as the medi­

ator of the weak interaction began during the 1960's. Experiments placed limits 

on the cross section and subsequent decay into muons for W 's in the mass range 

of a. few GeV /c2 [12]. The proof (by 't Hooft [13] in 1971) of the renormaliza­

tion of spontaneously broken gauge theories led to general interest in the Glashow­

Weinberg-Salam model of electroweak interactions. This model proposed a much 

different mass range for the weak charged and neutral vector bosons. Experiments 

with neutrino beams which had seen evidence for charged current interactions then 

began to look for evidence of neutral current interactions. The discovery of neutral 

current interactions [14] in 1973 was a great triumph for the electroweak model. 

Following on this indirect evidence for the W and z0 bosons, high energy 

hadron-hadron colliders were proposed to find direct evidence of the Wand zo [15]. 

The SppS at CERN with a center of mass energy ./S = 546 GeV was the first of 

these ma.chines. 

Using 411" detectors and looking for the signal of both leptons in the decay of 

the W or zo, the UAl and UA2 experiments at CERN saw direct evidence of W 

and z0 production [11] in 1983. In subsequent years, with a higher center of mass 

energy vs= 630 GeV, these collaborations accumulated large datasets of Wand zo 
events, identifying them in their decays to electrons, muons, taus, and hadrons [16]. 

In 1985, the Tevatron at FNAL began operation in the colliding beam mode with 

a center of mass energy .fS = 1800 GeV. CDF first saw the W and z 0 during the 

1987 run [17) with an integrated luminosity of approximately 26 nb-1 • In the data 

run of 1988-89, CDF recorded an integrated luminosity of approximately 4.0 pb-1• 

This paper reports on results of measurements of the cross section times branching 

ratio for W and zo production using this high statistics data.set. 
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CDF has previously published [18] a measurement of the ratio of a( W -+ e v) 

to u(Z 0 -+ e+e-) in pp collisions at '18 = 1800 GeV. From this measurement, the 

total width of the W boson was extracted. The measurements of the individual 

cross sections are related to the measurement of the ratio - given two of these 

three quantities, the third is easily extracted. In the analysis of the ratio of the 

cross sections, we applied selection criteria to minimize the systematic error in the 

ratio. In order to lower backgrounds and minimize systematic uncertainties, events 

with energy clusters other than the electrons from W and zo decays were rejected 

in this analysis. Such a requirement is fine in measuring the cross section ratio, 

where both numerator and denominator are affected equally, but not for the inde­

pendent measurements of the numerator and denominator. This paper describes 

the independent measurements of the W and zo cross sections, while the analysis 

cited in reference [18] contains our best understanding of the ratio of cross sections 

and the W width. 

1.2 Underlying Physics 
Process 

W and zo bosons are produced in jip collisions through the Drell-Yan proc­

ess [19], the annihilation of a quark and an anti-quark into a boson. The subprocess 

cross section can be directly calculated in the context of the Standard Model [20] 

with knowledge of the quark couplings to the boson and the boson mass. 

To go from the subprocess cross section to the pp cross section requires knowledge 

of the quark (and gluon) momentum distribution functions inside the protons. These 

functions are found by fitting data fromµ, e, and v inelastic scattering data. These 

functions must be evolved to the Q2 scale of W and zo production from lower 

energy regimes where the inelastic scattering data has been taken [21]. 

The lowest order Drell-Yan process does not take into account QCD corrections 

due to QCD processes such as gluon radiation from the incoming quarks. These 
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processes are expected to increase the total cross section by roughly 30% [22]. With 

the inclusion of this K factor, the total production cross section of Wand zo bosons 

in jip collisions can be predicted. 

Given a. total production cross section, the branching fraction of the bosons to 

electrons is still needed. The partial widths into electrons can be calculated with 

knowledge of the lepton couplings, but more information is necessary for the calcu­

lation of the full width. The full width depends upon the total number of possible 

decay channels for the bosons. \Vith this information, the branching fraction can 

be calculated. 

1.3 Outline of Paper 

This paper describes the identification of W and zo bosons through their decay 

into electrons and therefore concentrates on the identification and selection of elec­

trons in the CDF detector. High transverse momentum electrons leave distinctive 

and easily recognizable signatures and, because of their large mass, the W and zo 
bosons serve as the dominant source of these electrons. 

Section 2 describes the relevant systems of the detector in the identification 

of electrons. Section 3 describes the trigger requirements for electrons. Section 4 

contains descriptions of the analysis and the datasets used in the measurement of 

u( W -+ e v) and u(Z0 -+ e+e-) in pp collisions at .Ji= 1800 GeV. The discus­

sions of the electron kinematical and geometrical acceptance (section 5 ), background 

subtraction (section 7), and electron selection efficiency (section 6) follow. Further 

corrections and the calculation of the integrated luminosity are detailed in sections 8 

and 9. The paper closes with a discussion of u( W -+ e v) and u(Z 0 -+ e+e-) in 

pp collisions at .Ji= 1800 GeV and a comparison to theoretical predictions. 



Chapter 2 

Detector Description 

The CDF detector is an azimuthally and forward-backward symmetric detector 

designed to study the physics of pp collisions at the Fermi National Accelerator 

Laboratory (FNAL) Tevatron. Event analysis is based on charged particle tracking, 

magnetic momentum analysis, and fine grained calorimeters. CDF attempts to 

measure the energy, momentum, and, in a limited number of cases, the identity of 

particles produced at the Tevatron collider over a large fraction of the solid angle. 

Particles produced in pp interactions pass through a thin Be beam pipe, charged 

particle tracking chambers, sampling calorimeters, and muon chambers. Figure 1 

shows a side view of the CDF detector. 

It is beyond the scope of this paper to describe in detail all aspects of the CDF 

detector. Such a description can be found in reference [23]. We will concentrate on 

the pertinent aspects for the analysis and detection of W - e v and z 0 - e+e­

events, specifically those concerning energy and momentum measurement. 

2.1 Calorimeters 

The CDF calorimeter covers the range from 2° to 178° in polar angle and 21r in 

azimuth, segmented into projective towers in azimuth and pseudorapidity [24]. The 

6 
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Figure 1. A side view of one half of the CDF detector. It is symmetric about 

the TJ = 0 plane. 
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coverage consists of three separate regions, called the central, plug, and forward 

regions. The central region covers the range 1771 < 1.1, the plug region covers 

1.1 < 1771 < 2.4, and the forward region covers 2.2 < 1771 < 4.2. Each region 

consists of combined electromagnetic and hadronic calorimeters. The calorimeter 

systems are summarized in table 1. A description of the accepted fiducial regions of 

the calorimeter coverage is found in section 5.1. 

2.1.1 The Central Calorimeter 

The calorimeters in the central region use scintillator as the active medium with 

phototube readout. Figure 2 shows a perspective view of a central calorimeter 

wedge, which covers 0 < 77 < l.1 and 15° in </>. The electromagnetic compartment 

(CEM) [25] uses lead sheets interspersed with polystyrene scintillator and is 18 radi­

ation lengths and 1 absorption length thick. The tower size is "' 0.1 in 77 and 15° in 

¢. The CEM has an energy resolution of ~ + 1. 73 [26]. Located approximately 

6 radiation lengths into the compartment (shower maximum for electromagnetic 

showers) is a proportional chamber (strip/wire chamber), which gives shower po­

sition measurements in both the Z and Rt/> views. This chamber has a. position 

resolution of 0.2 cm by 0.2 cm. The calorimeter is physically segmented into 15° 

sections in azimuth and along the 77 = 0 plane in Z. 

The hadronic compartment (CHA) [27] uses steel plates interspersed with acrylic 

scintillator and is 4.5 absorption lengths thick. The tower size is ,..,, 0.1 in 77 and 

15° in¢. The CHA has an energy resolution measured to be ~ + 33 for isolated 

pions [28]. 

2.1.2 The Plug Calorimeter 

The calorimeters in the plug region use gas proportional chambers with cathode 

pad readout. Figure 3 shows a perspective view of a plug calorimeter quadrant. The 
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Figure 2. A perspectiv. view of a central calorimeter wedge. 
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electromagnetic compartment (PEM) [29] uses lead absorber panels interspersed 

with conductive plastic proportional tube arrays, and is 18-21 radiation lengths and 

1 absorption length thick. The tower size is 0.09 in 1J and 5° in </J. The PEM has an 

energy resolution estimated to be ?e+2.0%. The shower position is measured using 

the information from the 8 and </> strips and has a resolution of 0.2 cm x 0.2 cm. 

The calorimeter is divided into quadrants. 

The hadronic compartment (PHA) [30] uses steel plates interspersed with con­

ductive plastic proportional tube arrays and is 5.7 absorption lengths thick. The 

tower size is 0.09 in TJ and 5° in </>. The PHA has an energy resolution estimated to 

be ~ + 4 % for isolated pions. 

2.1.9 The Forward Calorimeter 

The calorimeters in the forward region also use gas proportional chambers with 

cathode pad readout. Figure 4 shows a perspective view of a forward calorimeter 

quadrant. The electromagnetic compartment (FEM) [31] uses lead absorber panels 

interspersed with conductive plastic proportional tube arrays, and is 25.5 radiation 

lengths and 1 absorption length thick. The tower size is 0.1 in 1J and 5° in </>. 

The FEM has an energy resolution estimated to be ~ + 2.0% and is linear up to 

160 GeV. The shower position is measured using the information from the 8 and</> 

strips and has a resolution of 0.1 cm to 0.4 cm depending upon the location in the 

calorimeter. 

The hadronic compartment (FHA) (32] uses steel plates interspersed with con­

ductive plastic proportional tube arrays and is 7.7 absorption lengths thick. The 

tower size is 0.1 in T/ and 5° in </>. The FHA has an energy resolution estimated to 

be ~ + 4.0% for isolated pions. 
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Figure 3. A perspective view of a. plug calorimeter quadrant. 

Figure 4. A perspective view of a forward calorimeter quadrant. 
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Table 1. Summary of CDF calorimeter properties 

System 11 Range Energy Resolution Position Resolution Thickness 

( ~) + constant term 

CEM I 111 < 1.1 13.5% EEl 1. 7% (constant) 0.2 cm x 0.2 cm 18 Xo 

PEM 1.1 < 1111 < 2.4 28% EEl 2% (constant) 0.2 cm x 0.2 cm 18-21 X 0 

FEM 2.2 < 1111 < 4.2 25% EEl 2% (constant) 0.1 cm to 0.4 cm 25 Xo 

CHA I 111 < 1.1 80% EEl 3% (constant) 0.2 cm x 0.2 cm 4.5 Aaba 

PHA 1.1 < ITJI < 2.4 130% EEl 4 % (constant) 0.2 cm x 0.2 cm 5.7 Aaba 

FHA 2.2 < ITJI < 4.2 130% EEl 4% (constant) 0.2 cm x 0.2 cm 7.7 Aaba 

2.2 Tracking 

The CDF tracking system covers the angular range ,.., 8° to "' 172° in polar 

angle and is contained within a 1.412 T axial magnetic field. Three dimensional 

track reconstruction is available in the range 40° to 140°. The tracking system 

consists of two separate detectors, one used to measure charged track position over 

a large angular range and the second to measure charged particle momenta and 

position. The tracking systems are summarized in table 2. 

2.2.1 Vertex Time Projection Chambers 

Immediately outside the beam pipe, eight small vertex time projection chambers 

(VTPC) [33] measure charged particle positions over the angular range ,.., 8° to 

"' 172°. The VTPC system is 2.8 m long, which offers good coverage of the long 

interaction region at the Tevatron (the rms of the vertex Z distribution is 30 cm). 

Sense wires give measurements of track coordinates in R Z and pads are used to 

measure in R <f>. Reconstructed track segments in the VTPC are used to measure 

-
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Table 2. Properties of the CDF tracking chambers 

Tracking System Angular Coverage 2 Track Resolution Momentum Resolution 

(6pT I PT) 

VTPC ,..., 8° < (} < ,..., 172° 6 mm/8 (Z) -
6 mm (R) 

3 cm(~) 

CTC 40° < (} < 140° 3.5mm 0.0011 x PT (GeV /c) 

the location of the interaction vertex position, Zvert, with a resolution of 1 mm in 

the Z direction. 

2.2.2 Central Tracking Chamber 

The Central Tracking Chamber (CTC) [34] is a 1.3 m radius 3.2 m long cylindri­

cal drift chamber which gives precise momentum determination and spatial position 

in the range 40° to 140° (1111 < 1.0). The chamber consists of 84 layers of sense 

wires, grouped into alternating axial and stereo superlayers. The axial layers con­

sist of 12 sense wires, the stereo layers have 6 sense wires (tilted at ± 3° relative 

to the beam direction). The superlayers are tilted at 45° with respect to the radial 

direction to correct for the Lorentz angle of the electron drift in the magnetic field. 

Figure 5 shows a cutaway view of the CTC and the wire positions. 

The momentum resolution of the CTC is ~ = 0.002 x PT for isolated tracks. 

With the constraint that the track originates at the interaction vertex, the resolution 

improves to ~ = 0.0011 x PT by extending the effective tracking radius from 1 m 

to 1.3 m [35]. 
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Figure 5. A cutaway view of the CTC. The sense wires are ganged into axial and 

stereo superlayers, tilted at 45° with respect to the radial direction. Superimposed 

is the path of a. 45 GeV /c PT track through the chamber. 
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2.3 Luminosity Monitors 

CDF uses scintillator planes located 5.8 m from the nominal interaction point 

as luminosity monitors. Known as the beam-beam counters (BBCs), these counters 

cover the angular range 0.32° to 4.47° (3.24 < 1111 < 5.90). They have excellent 

timing properties ( <J < 200 ps) and provide the best measurement of the time of 

the interaction. Coincident hits in the BBCs are used to signal an inelastic collision 

for the trigger system. 



Chapter 3 

Triggering 

The operating environment at a hadron collider requires a very sophisticated trigger 

system to pick out the physics of interest. The detected inelastic cross section at 

Js = 1800 GeV is on the order of 50 mb, while the physics of this paper has a. 

production cross section in the range of 2 nb. CDF has designed a 4 level trigger 

system in order to provide the necessary rejection power [36]. Here we will discuss 

the triggers used in this analysis. 

The levels of the trigger increase in complexity as one goes from Level 0 to Level 

3, as each one has more time and more data available in the decision making process. 

Levels 0, 1, and 2 consist of programmable hardware and use only a subset of the 

data available for the decision. Level 3 consists of a farm of ACP computers [37] 

running FORTRAN-77 filter algorithms and has the full detector data available. 

The hardware trigger system is designed around the projective nature of the 

calorimeter towers. Trigger towers have a width of 0.2 in pseudorapidity and 15° 

in azimuth, mapping the detector into an array of 42 {in T/) by 24 (in </>) in both 

electromagnetic and hadronic compartments. A fast two dimensional track finder 

(CFT) is also an essential part of the trigger hardware [38]. 

16 
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3.1 Level 0 

Level 0 is used to signal an inelastic event and consists of a simple coincidence 

of hits in both east and west BBCs. These hits are required to be within a 15 nsec 

gate centered on the expected beam crossing. The Level 0 decision is made within 

the 3.5 µsec between beam crossings, so that no deadtime is incurred when Level 0 

does not accept an event. 

3.2 Level 1 

The Level 1 electron trigger makes use of the calorimeter information only. 

The electron trigger requires that one trigger tower in the central electromagnetic 

calorimeter be above a 6 GeV threshold in transverse energy (ET), which is defined 

by the polar angle between the vertex position (assumed to be 0 for the trigger) and 

the calorimeter tower. The Level 1 decision is made within 7 µsec, thus missing the 

next beam crossing for each event accepted by Level 0 (which at a instantaneous 

luminosity of 1030 /cm2 /sec is about 153 of the time). 

3.3 Level 2 

The Level 2 electron trigger makes use of both calorimeter and tracking infor­

mation. A hardware cluster finder searches the electromagnetic tower array to form 

clusters. The clusters are formed around seed towers, which are required to have 

at least 4 Ge V of transverse energy (ET), assuming the vertex position to be at 

Z = O. The 4 nearest neighbors of each seed tower (a.long the 17 and </> directions) 

are then searched and included in the cluster if they have ET > 3.6 Ge V. Again, 

the 4 nearest neighbor towers of each tower in the cluster are searched and included 

in the cluster if they have ET > 3.6 GeV. This algorithm repeats until the cluster 

can no longer be extended. The hadronic ET in towers included in the cluster is 
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added to the electromagnetic ET to give a total cluster ET· These clusters are then 

matched in azimuth with stiff tracks from the CFT. 

The Level 2 electron trigger then requires that the cluster have more than 12 

GeV in electromagnetic ET (EM ET), that the ratio of the total ET to EM &r be 

less than 1.125, and that there be a track associated with the cluster with transverse 

momentum (PT) greater than 6 GeV /c. The energy threshold was set to meet two 

needs: 

1. We wished to be highly efficient for Wand zo events, as well as the possiblity 

of semHeptonic decays of the top quark, which means a low energy threshold. 

2. \\'e also wished to have the smallest deadtime due to readout of the detector, 

which means a high energy threshold. 

The balancing of these competitive desires led to the 12 GeV ET threshold. The 

requirements on total cluster ET to EM ET and the track PT threshold were set 

with the same requirements in mind. 

3.4 Level 3 

Level 3 also uses both calorimeter and tracking information in its decision. As the 

full detector data is available to the Level 3 processors, fast 2-dimensional tracking 

and the offiine clustering algorithms are used. The fast 2-dimensional tracking uses 

a segment finding and linking algorithm for the axial layers of the CTC. It has an 

adjustable cutoff in transverse momentum from 900 MeV /c to"' 20 GeV /c and a 

resolution of ~PT/PT = 0.0077 x PT· The offiine clustering makes use of the fine 

segmentation of the calorimeter, using towers with width 0.1 in T/ and 15° in azimuth 

for the central region of the calorimeter {see section 4 for more information on this 

algorithm). The ratio of hadronic &r to electromagnetic &r is required to be less 

than 0.125 to create a cluster. 



19 

Event selection in Level 3 requires that ( 1) there be a cluster with EM ET > 12 

GeV and the lateral energy sharing be consistent with that expected from electrons, 

or (2) there be a cluster with EM ET > 20 GeV. In addition, a track with 

PT > 6 GeV /c is required, but there is no matching between the track and cluster 

positions. 



Chapter 4 

Event Selection 

This analysis concentrates on the selection of a isolated, well-measured, high­

transverse-momentum electron in the central rapidity region. In this region of 

the detector, we have available many variables to classify events as having electron 

candidates. We therefore require the presence of a well identified electron in this 

region for both W and zo candidate events. 

For zo candidates, we also require the presence of a second electron candidate. 

Given one well identified electron in the central region, we can use loose selection 

requirements in the identification of a second electron. We therefore accept second 

electron candidates in a much larger rapidity region. 

This section covers the identification of electrons in the CDF. We define the 

variables used in the selection first. Since the different calorimeter elements have 

different strengths, the requirements and variables for the central, plug, and for­

ward regions are different. After the definition of the variables, the actual selection 

requirements for the central electron sample are described. Distributions for the 

electron variables are shown for the W and zo candidate events. After the expla­

nation of the central electron sample, the separate requirements for the W sample 

and zo sample are described. 

20 
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4.1 Electron Identification 

{ 1.1 0 ffiine Clustering 

The CDF electron identification algorithms begin with the formation of electro­

magnetic clusters. Towers with transverse electromagnetic energy (EM ET) > 3.0 

GeV are used as an array of seeds for clusters. Neighboring towers (daughters) are 

included in the cluster if they have EM ET > 0.1 Ge V and if the ratio of the daugh­

ter tower ET to the seed tower ET is less than 1.0. For clustering purposes, ET is 

defined by the energy measured in the calorimeter and the polar angle given by the 

tower center position in the detector and the event vertex. Towers are added to 

the cluster until the maximum cluster size is reached. This cluster size varies with 

calorimeter [39]. The maximum cluster size is limited to 3 towers in pseudorapidity 

(A77 ~ 0.3) by 1 tower in azimuth (Ll4> = 15°) in the central region, to 5 towers in 

pseudorapidity (A77 ~ 0.5) by 5 towers in azimuth (Ll4> = 25°) in the plug region, 

and 7 towers in pseudorapidity (A77 ~ 0.6) by 7 towers in azimuth (Ll4> = 35°) 

in the forward region. The variation in size for the different calorimeters takes into 

account the fact that the physical tower size changes while the physical shower size 

stays roughly the same. 

4.1.2 Electron Candidates 

We require that the EM ET of the cluster be > 5.0 GeV. In addition, the 

ET of the corresponding towers in the hadronic calorimeters is summed. The ratio 

of hadronic ET to electromagnetic ET (Had/Em) must be less than 0.125 for the 

cluster to be considered as an electron candidate. 
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4 .1. 9 Isolation 

For every cluster passing these cuts, the variable I so is defined. This variable 

gives a representation of the presence of other energetic particles near the electron 

candidate by quantifying the amount of energy in the calorimeter centered in a cone 

around the electron cluster. The electron isolation is defined as: 

Econe Ecluater 
I so= T - T (4.1) 

Ecluater 
T 

where Efne is the transverse energy in a cone centered on the electron cluster and 

includes all towers within a radius, R, equal to J !l.r/2 + !l.</>2, where <I> is measured 

in radians. In this analysis, the cone radius equals 0.4. 

4.2 Region Dependent Vari­
ables 

We apply additional criteria for electron identification which depend on the 

calorimeter region in which the cluster is located. Since we require a well identified 

central electron for both the W and the zo analyses, we use the most stringent 

requirements in this region. For the plug and forward regions, which are searched 

for electrons only after finding a well identified central electron, we apply looser 

requirements. We will first describe the criteria for the central region. The actual 

values for these requirements will be described later. 

4.3 Central Electron Variables 

Both the central electromagnetic calorimeter and the CTC cover the range 

1771 < 1.1. We require that there be a three dimensional track (in which all three 

components of momentum are reconstructed) associated with the calorimeter clus­

ter. We use the direction of this track, as measured at the beam line, to define the 
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electron direction. Using the corrected calorimeter energy (defined in the following 

section), and the track direction, we define the central electron ET [-10]. In addition, 

we use the ratio of the corrected calorimeter energy to the track momentum (E/p) 

to identify electrons. 

{3.1 Electron Response Corrections 

The measured energy in the calorimeter is corrected for several known effects. 

Using the strip cluster position (described below), we correct for the response of a. 

tower as function of the azimuthal and Z position of the shower. This correction has 

been taken from electron testbeam data [41]. Figure 6 shows the relative response 

map as a function of shower position for a typical tower in the CEM (the tower 

calibration used electrons showering in the center of the tower). The accuracy of 

this response map correction is known to be 1.13 over the the CEM fiducial region 

(see section 5.1 ). 

We then use a sample of,.., 17,000 electrons with Er > 12 GeV to normalize 

the calorimeter response. The distributions of measured calorimeter energy to track 

momentum set a relative response sea.le for each of the 4 78 central calorimeter 

towers. The overall sea.le is set using a sample of W electrons a.nd the momentum 

scale of the tracking chamber, which is determined from geometry and the magnetic 

field. The uncertainty in the tracking chamber sea.le comes from an investigation 

of the invariant mass distributions of J / iJ! -+ µ+ µ- and T -+ µ+ µ-. The 

E/p distribution for the W sample has been compared to that of a radiative W 

Monte Carlo (42] that includes both internal and external bremstrahlung. The 

comparison of the E/p distributions has been used to set the absolute scale of the 

calorimeter [43]. See figure 7 for the comparison of data and Monte Carlo. 
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Figure 6. Relative response to electrons in a central calorimeter tower. The z' 
axis is in the beam direction and the X axis is in the azimuthal direction. 
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{3.2 Strip Chamber Variables 

As described in section 2.1, there is a gas proportional chamber (strip/wire 

chamber) located in the central EM calorimeter at shower maximum. This detector 

is used to define several variables for central electron selection. We use a chi-squared 

test (X}trip) to compare the shower shape in this detector in the Z view with the 

expected shower shape from electrons in testbeam data. The fit is to 11 points with 

2 parameters and is rescaled by a factor which gave the x2 from testbeam data a 

mean of 1. This detector has a position resolution of 0.2 cm in both the Z view 

and azimuthal view. The strip cluster position is used in the definition of the good 

fiducial regions (see section 5.1 ). In addition, we define a strip - track match in both 

the Z view (6.Z) and the azimuthal view (6.R</>) between the strip cluster position 

and an associated track extrapolated to the strip chamber radius. 

,f .3.9 Lateral Shower Profile 

A measurement of the lateral shower profile is also used to identify electrons. 

The variable Lshr is defined by 

E~tlj _ Efrob 
Lshr = 0.14 • E -r========== 

i .jo.142 • E + (~Efro1>)2 
(4.2) 

where Eftlj is measured energy in the tower adjacent to the seed tower, Efrob is the 

expected energy in that tower using the seed energy of the cluster, the impact point 

from the strip chamber, the event vertex, and a shower profile parametrization from 

testbeam data, Eis the EM energy in the cluster, and ~Efrob is the error in Efrob 

associated with a 1 cm error in the impact point measurement [44). All energies 

are in Ge V. The sum is over cluster towers adjacent to the seed tower in the same 

azimuthal wedge. Lshr gives a measurement of the lateral shower development and 

is different for electrons and jets. 
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4.4 Plug Electron Variables 

4.4 .1 Electron Response Corrections 

Electron ~ in the plug calorimeter is defined using the energy measured in 

the calorimeter, corrected for several effects, and the angle from the position of the 

cluster in the detector, the location of the event vertex, and the beam direction. As 

described in section 2.1, the plug EM calorimeter is divided into quadrants. The 

global energy scale is set using one of these quadrants in an electron test beam. A re­

sponse map for the quadrant (taking into account tower-to-tower variations) is also 

derived from this test beam data. The relative energy scale (quadrant-to-quadrant) 

is taken from comparing the zo --+ e+e- invariant mass distributions (where one 

electron is in the CEM and the second in the PEM) and W --+ ev transverse 

mass distributions for each quadrant to those from the quadrant calibrated in the 

test beam. 

4.4.2 Additional Plug Electron Variables 

Had/ Em and I so are criteria applied to electrons in all region of the calorimeter. 

We also use a lateral shower distribution in the plug region. This variable, denoted 

3x3 x2 since it uses a 3x3 array of calorimeter cells and mimics a chi-squared test, 

measures the deviation of the shower from the predicted shower shape as seen in an 

electron test beam. Since the full CTC tracking volume does not cover the plug region 

of the calorimeter (see figure 1 ), we are unable to use a track requirement in the 

CTC in our plug electron identification. The VTPC does give tracking information, 

but does not give a momentum measurement. We therefore use it to determine the 

presence of a charged particle track. Given the cluster position and the event vertex, 

we define a road where we would expect the electron to go through the VTPC active 
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region and look for hits on the wires along this road. The fraction of actual hits to 

expected hits is used to distinguish electrons from photons. 

4.5 Forward Electron Variables 

Electron Er in the forward calorimeter is defined using the energy measured in 

the calorimeter, corrected for several effects, and the angle from the position of the 

cluster in the detector, the location of the event vertex, and the beam direction. 

As described in section 2.1, the forward EM calorimeter is divided into quadrants. 

The global energy scale is set using one of these quadrants in an electron test beam 

and a comparison of the invariant mass distribution of the forward zo -+ e+e­

( where one electron is in the CEM and the second in the FEM) candidates to that 

of the central zo -+ e+e- (where both electrons are in the CEM) candidates. The 

relative energy scale is set by comparison of the forward zo -+ e+e- invariant mass 

distributions in the different quadrants and by a study of neutron induced pulses in 

each quadrant. This study assumes the flux of neutrons is independent of azimuth, 

so that the differential rate of neutrons above a. threshold will be dependent upon 

the energy scale. Quadrant-to-quadrant corrections are checked by looking at the 

normalization of these rates in each quadrant. These corrections vary from -4% to 

+4%. A non-linearity correction taken from a study of testbeam and zo data. is 

also applied [45]. Electron identification in the forward region does not use any 

additional requirements beyond the Had/ Em ratio and the I so requirements. 

4.6 Common Central Electron 
Sample 

We define a sample of inclusive, high ET, isolated central electrons (the common 

central electron sample) from which we choose W and zo events. This sample 

has common selection efficiencies and backgrounds. We require that the candidate 
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Table 3. Summary of common central 

electron selection requirements 

ET > 20.0 GeV 

!so < 0.1 

Had/Em < 0.055 + 0.045xE/100 

2 
Xstrip < 15.0 

Ls hr < 0.2 

E/p < 1.5 

~z < 3.0 cm 

~R<P < 1.5 cm 

IZvertl < 60.0 cm 

cluster have ET > 20.0 GeV, /so < 0.1, Had/ Em< 0.055 + 0.045xE/100 where 

E is the energy of the cluster in GeV, X~trip < 15.0, and Lshr < 0.2. From 

this sample, we add tracking requirements. We require a. 3 dimensional track with 

E/p < 1.5, ~z < 3.0 cm, 6R<P < 1.5 cm, and that the Z vertex position as 

measured by the VTPC be within 60 cm of the nominal position. The requirements 

a.re summarized in table 3. The distributions of these variables are shown in figure 8. 

There are 5012 events which pass these requirements. 

We additionally require that the event pass the electron trigger (we also had trig­

gers based on transverse momentum imbalance and jet clusters which these events 

could pass) and that the central electron candidate be in a good .fiducial region of the 

central detector (see section 5.1). From this sample, we define Wand zo candidate 

events. The basis of the W and zo selection is then to look for the characteristics 

of the other lepton from the boson decay. For W 's, this lepton is a neutrino, so we 

look for a transverse energy imbalance. For z0's, this lepton is an electron so we 

look for the presence of another electromagnetic cluster. 
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Figure 8. Distributions of the variables used in the central electron selection. 

These are the distributions after all cuts (see table 3) have been applied. 
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4. 6.1 W selection 

The missing ET (;ET) is defined to be negative of the vector sum of trans­

verse energy over the pseudorapidity range 1111 < 3.6. The pseudorapidity range 

is restricted because the low beta quadrupoles of the Tevatron cover part of the 

azimuthal regions for 3.6 < 1111 < 4.2. To be included in the sum, the towers must 

pass an energy threshold requirement of 0.1 GeV in the CE1I and CHA, 0.3 GeV 

in the PEM, 0.5 GeV in the PHA and FEM, and 0.8 GeV in the FHA [46). The 

distribution of 1'T for electron events passing the trigger and fiducial requirements 

is shown in figure 9. The curve in the figure represents the expectation for the 1'T 

in W events. For W events, we require that "1-T > 20 GeV. We also ask that the 

event not be consistent with being a zo event (see below). There are 2664 events 

which pass these requirements . 

.f,6.2 Z0 selection 

We look for the presence of a second electromagnetic cluster in either the cen­

tral, plug, or forward regions. The cluster must have Er > 10 Ge V, I so < 0.1, 

Had/ Em < 0.1, and be in a good fiducial region of the detector. There are ad­

ditional selection requirements for the central and plug regions. For the central 

region, we require the presence of a good 3-d track and that E/p < 2.0. For the 

plug region, we ask that the 3x3 x2 < 20.0 and the VTPC hit fraction > 0.5. The 

distributions of these variables are shown in figure 10. 

Once we have two selected clusters, we require that the invariant mass (see 

figure 11) of the clusters be between 70 and 110 GeV /c2 • There are 243 events 

which pass these requirements. The mass window introduces a. bias, due to the 

presence of Drell-Yan events inside the window and zo events outside the window. 

This bias will be discussed in further detail in section 8. 
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Chapter 5 

Geometrical and Kinematical 

Acceptance 

The boson selection efficiency can be factored into two terms, one for the geomet­

rical acceptance and one for the efficiency of the electron and neutrino selection 

requirements. The geometrical acceptance accounts for the probability that the de­

cay electrons will fall into the physical regions for which we will accept events, while 

the efficiency of the electron and neutrino selection requirements account for the 

probability that the electrons/neutrino will pass identification requirements. We 

include in the geometrical acceptance the probability that the electrons pass certain 

kinematical requirements. In this section, we discuss the geometrical and kinemat­

ical acceptance (hereafter referred to as acceptance). We begin with the definition 

of the good fiducial regions of our detector. 

5.1 Fiducial Regions 

The good fiducial regions are those parts of the detector where the calorimeter 

response to electrons is both well understood and relatively uniform. Although 

electrons are generally identifiable in other regions of the detector, the understanding 

35 
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of the efficiency is not yet adequate for precision measurements. The good regions 

of the detector are away from detector boundaries. 

As described in Section 2, CDF is constructed to be both azimuthally and 

forward-backward symmetric. A representation in 17 - </> space of one quadrant of 

the CDF detector is shown in figure 12, with the good fiducial regions for electrons 

marked. A detailed description of these regions follows. 

In the eta coordinate, we require that the electron be in one of the following 

regions: 0.05 < 1771 < 1.0, 1.3 < 1771 < 2.2, or 2.4 < 1771 < 3.7. The region 

1111 < 0.05 corresponds to the 0 = 90° crack, where the two halves of the central 

calorimeter come together. The region 1.0 < 1111 < 1.3 corresponds to the bound­

ary of the central and plug calorimeters. Due to the different shaped calorimeter 

elements and the overlap between calorimeter elements at the boundaries giving rise 

to variations in response, this region is not included. The region 2.2 < 1111 < 2.4 

corresponds to where the plug and forward calorimeter coverage overlaps. Again 

the changing response at the boundary excludes this region. 

For electrons within the central region, the selection is based on the strip cluster 

Z position (i.e., along the beam direction). We require that the strip cluster position 

be more than 9 cm and less than 217 cm from the 17 = 0 plane. The strip chambers 

cover the region 6 cm < Z < 239.4 cm and the active region of the calorimeter 

covers 4.2 cm < Z < 246.0 cm (41]. 

For electrons in the plug and forward calorimeters, the selection is based on the 

location of the seed tower in the cluster. Towers in these calorimeters are segmented 

into roughly 0.1 units of 71. In the plug region, we require that the seed tower be more 

than two towers away from the calorimeter 17 boundaries. In the forward region we 

require that the seed tower be more than 5 towers away from the large 17 boundary 

(closer to the beamline) but make no requirement near the small 17 boundary. 

In the <P coordinate, the selection differs depending upon the detector region. At 

the depth of the strip/wire chamber in the central region, the wedge has a width 
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of 48.4 cm, the strip chambers extend to within 1. 7 cm of the wedge boundary and 

the active region of the calorimeter extends to within 1.1 cm [41]. In this region, we 

require that the strip cluster position be more than 3.2 cm from the wedge boundary. 

For the plug and forward regions, we require that the seed tower of the cluster 

not be within 5° of the quadrant boundaries. These calorimeters are segmented 

into towers of 5° in </>, so that this requirement excludes the towers adjacent to the 

boundary. 

In addition to these symmetric boundary regions, we have several small irregular 

regions which are excluded. The region 0. 77 < 1J < 1.0, 75° < </> <90° 

is not instrumented - it is the penetration for the cryogenic connections to the 

superconducting solenoid. In the plug calorimeter, there were a small number of 

known regions with dead channels (,..,, 23) and we require that the seed tower not 

be in one of these regions. 

5.2 Detector Model 

A simple detector model is used for the study of acceptances. It is not a com­

plete simulation, using only the lepton 4-vectors, since the acceptance is defined 

by requiring the electrons from the boson decays pass only certain geometrical and 

kinematical requirements. Electron selection efficiencies are studied from the data 

and are discussed in section 6. 

In the model, an event vertex is chosen from a Gaussian distribution with 

u = 30 cm, truncated at 2u. The decay electrons are propagated from the ver­

tex to the calorimeters including the effects of the magnetic field, and fiducial cuts 

are applied to the position of the electrons as in the data. Electron energies are 

smeared using Gaussians of the nominal calorimeter resolutions (see section 2.1). 

We require that there be one central electron with Er > 20 Ge V in a good fiducial 

region for both W and zo events. For zo events, we additionally require that there 
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be a second electron with ET > 10 GeV in a good fiducial region in any of the 

calorimeters. 

5.3 Monte Carlo Generators 

We use a zeroth order Monte Carlo which includes only the Drell-Yan diagram 

q + ij --+ W(Z 0 ) (figure 13) to generate 4-vectors for the leptons in the boson 

decays. It includes polarization effects and the correct matrix element for the decays 

W --+ ev and zo --+ e+e-. The bosons are generated from a relativistic Breit­

Wigner line shape truncated at ± 2 widths (the results are found to be independent 

of this cut). We do not include the photon diagrams in the zo Monte Carlo, but 

correct for the effects later. 

We take as input structure function parametrizations by Martin et al. (MRSB) [47], 

Duke and Owens with AQcD = 0.2 GeV (DOI) (48], and Eichten et al. with 

AQcD = 0.2 GeV (EHLQl) (49). Since the bosons from this Monte Carlo are gener­

ated with zero transverse momentum, the transverse momentum spectrum measured 

from zo candidate events (where the boson 4-vector is reconstructed) is used as an 

input distribution (figure 14). Systematic uncertainties due to including only first 

order diagrams are discussed in the following section. 

We also use the ISAJET (50] and PAPAGENO [51] Monte Carlos as event gener­

ators. These Monte Carlos allow for the inclusion of higher order diagrams such as 

q+g-+ W(Z 0 )+qandq+ij-+ W(Z 0 )+g(figure15)inthegeneration. Although 

these generators are slower than the Monte Carlo described above, they provide a 

valuable check on the results. These checks are documented in the following section. 



5.4 Acceptance Results and 
Systematics 

We define the acceptances for W and zo events as follows: 

Aw = # events with electron in good central fiducial region, ET > 20 
#generated events 

Az = # events with 1 electron in good central fiducial region, ~ > 20 

and a second electron in any good fiducial region, ET > 10 
#generated events 

In addition, for zo events we define the following variables: 

#events with second electron in central fiducial region 
F~= ~~~~~~~~~~~~~~~~~~~-=~ 

#accepted events 

# events with second electron in plug fiducial region Fcp = """"--~~~~~~~~~~~---""~=--~~~-=~ 
#accepted events 

F. _ # events with second electron in forward fiducial region 
cf - # accepted events 
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These variables represent the fraction of accepted events which have both electrons 

in the central region (Fee central- central events), one electron in the central region 

and the second in the plug region (Fcp central-plug events), or one electron in the 

central region and the second in the forward region ( FcJ central- forward events). 

They are used in the calculation of the overall selection efficiency for zo events. 

In Table 4 we show the values for Aw and Az, where we have used our zeroth­

order Monte Carlo with PT taken from the (smoothed) PT distribution of the zo 
candidates (see figure 14). The quoted errors in the table are statistical only. One 

can see that Aw varies at the 33 level when changing structure functions, whereas 

Az is more stable. We take the uncertainties on Aw and Az due to the choice of 

structure functions to be ± 3% and ± 0.8% respecth·ely. 



Figure 13. Feynman diagrams used in zeroth order Monte Carlo. 

Table 4. Acceptances and detector fractions for W 

and zo for various sets of parton structure functions 

(P.S.F.) 

P.S.F Aw(%) Az(%) Fee Fcp Fe/ 

MRSB 35.2 ± 0.1 37.1±0.1 0.40 0.47 0.13 

DOI 34.0 ± 0.1 37.0 ± 0.1 0.40 0.46 0.14 

EHLQl 35.9 ± 0.1 37.2 ± 0.1 0.39 0.47 0.14 
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Figure 14. PT distribution input to zeroth order Monte Carlo. 
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The W acceptance is also a function of Afw, changing by approximately 2.33 (of 

itself) for a 1 Ge V / c2 change in Mw. The assumed masses were Mw = 80.0 Ge V / c2 

and Mz = 91.1 GeV /c2 • We have used sin2 Ow = 0.229 ± 0.007 [52] which implies 

a 360 Me V / c2 uncertainty in Mw (given the fixed Mz ). We therefore assign an 

additional ± 0.83 uncertainty to Aw. 

The assumed PT distribution has little effect on the acceptances. Figure 16 

shows Aw and Az as a function of PT· Scaling the PT distribution of figure 14 

by ± 203 (which we feel more than covers the possible uncertainty in the overall 

momentum distribution) changes the acceptances by less than 13. We take ± 13 

as the uncertainty due to the choice of PT· 

Finally, higher order QCD corrections are expected to alter the rapidity distri­

butions (see, for example [22]) and therefore the acceptances. ISAJET with only 

the lowest order Drell-Yan diagram (figure 13), where events from this process pick 

up transverse momentum from initial state radiation, gives the same answer for 

the acceptances as our Monte Carlo. Running ISAJET with only the higher or­

der diagrams (figure 15) changes Aw and Az by approximately +8.43 and +3.83, 

respectively. 

We also have studied the effect of higher order corrections by running PA­

PAGENO with zeroth and first order diagrams. PAPAGENO with only the lowest 

order Drell-Ya.n diagram does not give transverse momentum to the bosons. If we 

again use the PT distribution from our candidate zo events, we find that the accep­

tance is the same as from our Monte Carlo. Running PAPAGENO with the next 

order diagrams only and a. lower cutoff on the parton PT of 8 GeV Jc, we find that 

Aw increases by 3.63 and Az by 2.1 %. 

Our Monte Carlo reproduces the leading order calculations from ISAJET and 

PAPAGENO, but QCD corrections seem to alter the leading order rapidity distribu­

tions. Figure 17 shows the rapidity distributions for the W boson from zeroth order 

and .first order calculations. Since the order a. and higher diagrams contribute of 

.. - -··-·--··--------· ---------------
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Table 5. Contributions to systematic uncertainties in the calculation of 

acceptances 

Source of Systematic Error Uncertainty in Aw Uncertainty in Az 

Structure Functions ±3.03 ±0.83 

Mass ±0.83 

PT ±1.03 ±1.03 

Higher Order Terms ±2.53 ±1.13 

Total ±4.13 ±1.73 

order 303 to the total cross sections, we choose to assign a systematic error to Aw 

and Az equal to 303 of the predicted ISAJET increase in acceptance (i.e., we take 

± 2.53 for Aw and ± 1.13 for Az). The systematic uncertainties in the W and 

zo acceptances are summarized in Table 5. 

5.5 Final Values for the W and 
Z 0 Geometrical Acceptances 

We choose to use MRSB structure functions and the results from our zeroth-

order Monte Carlo for the values of Aw and Azo. For the W acceptance, the 

prediction of this set of structure functions falls in between the values of DOl and 

EHLQl. In the zo case, the acceptances are almost identical (see Table 4). The 

values are then: 

Aw= 35.2± 1.5 3 

Azo = 37.1±0.7 3 

The acceptance is a combination of kinematical and geometrical requirements. 

In the case of the W 's, the requirement that the electron pass the kinernatical. 
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requirement is ...., 81 % efficient. Of the electrons that satisfy this criterion, ...., 573 

of them are in the central region and, of these, "' 763 are in a good fiducial region. 

In the case of the z 0 •s, the kinematical requirements for the electrons are ,..,,, 883 

efficient. Of events satisfying these criteria, ,..,, 80% have electrons in the central 

region. Of these central electrons, ,..,, 833 are in a good fiducial region. Requiring 

that the second electron be in a good fiducial region anywhere in the detector is 

then "'643 efficient. 
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Figure 15. Feynman diagrams used in higher order Monte Carlo. 



47 

0 40 
t a 

0.38 L ,. 
' 

~ 
... x 

I t .J. f i 

I f 
... l ::r I i f - I Cl> 0.36 ~ () .. 

~ f f i f c: .J. ! 
«l i .w 0.34 0. 
Q) 
() 
() 

0.32 < 

~ 0.30 I I I I I I 

0 10 20 30 40 

W Pl (GeV /c) 

0.42 
b 

0.40 
Q) 

i i () 

c: 0.38 ! f f f ! t i i 
... 

«l l ~ 

f f f .w 

f ! f 
... 

0. 
QI 

0.36 i 
() .J. 
() 

< 
0.34 

0.32 
0 10 20 30 40 

Z Pt (GeV/c) 
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Chapter 6 

Selection Efficiencies 

The efficiency studies can be broken down into two pieces, one representing the 

electron selection efficiencies and the other representing the ~T selection efficiency. 

The electron selection efficiencies are common to both the W and zo cross section 

measurements and will be discussed first. 

6.1 Electron Identification 
Efficiency 

The efficiencies for the electron selection requirements are studied directly from 

data. To measure the efficiencies properly one would like an unbiased, background 

free sample of W's and z 0 •s decaying to electrons. Unfortunately, cuts which are 

necessary to lower the background may also bias the distributions. We attempt to 

measure the efficiencies in a number of ways to cross check the results. 

The first way is by selecting an independent sample of W events using global 

event topologies rather than electron selection, tagging the decay through the pres­

ence of the v (the ~T selected electron sample). We ask that there be a large 

transverse momentum imbalance and that this imbalance be significant in compari­

son to the total energy flow in the event. In addition, we ask that there be one and 

49 



50 

only one cluster of energy in the event and that this cluster be predominantly in the 

electromagnetic portions of the calorimeter. The process lV - e v has all of these 

characteristics. This gives us a sample of high PT electrons without the electron 

cuts applied. 

As a second method, we use a sample of zo -+ e+e- events (the z0 selected 

electron sample), selected on the basis of one good electron candidate and an invari­

ant mass constrained to the z 0 mass. By looking at the characteristics of the second 

electron in the event, we are able to measure the electron identification efficiencies 

in a second unbiased fashion. 

We require for the ~T selected sample that M > 20 GeV, IZvertl < 60 cm, and 

6 "f,T = ~ > 2.7, which is a cut of more than 4.511 in azimuthally symmetric 

events where the ~T comes from measurement resolution. The E Er is the scalar 

sum of all transverse energy over the same TJ range as the -,:.T sum. We require that 

there be one cluster in the event with Er > 5 GeV, that Had/ Em is< 0.125 for this 

cluster, and that the cluster be in a good fiducial region. If the cluster is in the plug 

or forward regions, we also require that the transverse mass [53] be > 50 Ge V / c2 • 

For the zo selected sample we require the presence of one good central electron, 

as defined in section 4.6, a second cluster with Er > 10 Ge V, with the invariant mass 

of the two clusters in the window 81 - 101 Ge V / c2• Figure 18 shows the invariant 

mass distribution for these events. The second cluster is required to be in a good 

fiducial region. 

From these samples, we measure the electron identification efficiencies. Ta­

bles 6, 7, 8, and 9 show the individual efficiencies for each of the cuts in the event 

selection and the combined efficiency for the entire set of cuts from both the 'ftT 
selected and zo selected samples. We use the efficiency of the combined set of 

cuts (which is not equal to the multiplication of the individual cuts) to account for 

correlations which might exist. The efficiencies for both samples are in reasonable 

agreement. The combined efficiency from the '1-T (Z 0 ) selected sample for the com-
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Figure 18. Invariant mass distribution for events with one well identified central 

electron and a second cluster. The window 81- 101 GeV /c2 is used in the selection 

of events for the efficiency measurement. 



Table 6. The individual and combined electron selection effi­

ciencies for the r-T selected sample and the zo samples for the 

common central electron selection, c1 

Quantity r-T sample (1187 events) zo sample {87 events) 

]so 0.96 ± 0.01 0.97 ± 0.01 

Had/Em 0.99 ± 0.01 0.99 ± 0.01 

2 
Xstrip 0.97 ± 0.01 0.97 ± 0.01 

Lshr 0.97 ± 0.01 0.99 ± 0.01 

E/p 0.93 ± 0.01 0.93 ± 0.02 

b.Z 0.98 ± 0.01 0.99 ± 0.01 

b.R4> 0.97 ± 0.01 0.97 ± 0.01 

Trigger 0.973 ± 0.005 0.973 ± 0.005 

All 0.84 ± 0.03 0.85 ± 0.03 

Table 7. The individual and combined electron selection efficien­

cies for the r-T selected sample and the zo samples for the loose 

central electron selection, c2 

Quantity r-T sample {1187 events) zo sample (87 events) 

!so 0.96 ± 0.01 0.97 ± 0.01 

Had/Em 0.99 ± 0.01 0.99 ± 0.01 

E/p 0.97 ± 0.01 0.96 ± 0.02 

All 0.93 ± 0.03 0.93 ± 0.03 
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Table 8. The individual and combined electron selection efficiencies 

for the .,,T selected sample and the zo samples for the plug electron 

selection, p 

Quantity 1-r sample (500 events) zo sample (76 events) 

!so 0.96 ± 0.01 0.93 ± 0.03 

Had/Em 0.99 ± 0.01 0.99 ± 0.01 

3x3 x2 0.94 ± 0.01 0.99 ± 0.01 

VTPC Hit Fraction 0.93 ± 0.02 0.96 ± 0.02 

All 0.90 ± 0.03 0.92 ± 0.03 

Table 9. The individual and combined electron selection effi­

ciencies for the 1-T selected sample and the zo samples for the 

forward electron selection, f 

Quantity 1-r sample (135 events) zo sample (19 events) 

/so 0.91 ± 0.02 0.90 ± 0.07 

Had/Em 1.00 ± 0.01 0.95 ± 0.05 

All 0.91 ± 0.03 0.89 ± 0.07 
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man central electron selection ( ci) is 0.84 ± 0.03 (0.85 ± 0.03), for the loose central 

electron selection (c2) is 0.93 ± 0.03 (0.93 ± 0.03), for the plug electron selection (p) 

is 0.90 ± 0.03 (0.92 ± 0.03), and for the forward electron selection (/)is 0.91 ± 0.03 

(0.89 ± 0.07). We take as final values for these efficiencies: 

Ct = 0.84 ± 0.03 

c2 = 0.93 ± 0.03 

p = 0.91 ± 0.03 

J = o.91 ± o.o4 

We have increased the uncertainty in the forward electron selection efficiency from 

the statistical level of 0.03 to 0.04 because of worries about background in the f,T 

sample used to measure the efficiency. Background in the sample would cause an 

underestimation of the selection efficiency. 

We also use the -,,T selected sample to measure our trigger efficiency. In addition 

to the electron trigger discussed in section 3, we had a trigger which looked for an 

Er imbalance in the calorimeter. This trigger is independent of the electron trigger 

and we expect some fraction of W events also to pass this trigger. After identifying 

an electron in the f,T sample, we then use the sample to measure the efficiency of 

the electron trigger. The electron trigger efficiency is measured to be 0.973 ± 0.005. 

6.2 ~T Selection Efficiency 

To measure the efficiency of the M requirement, we use the PAPAGENO event 

generator and a full detector simulation. In other studies, the predictions of this 

Monte Carlo for kinematical properties of W + jet events agree well with the dis­

tributions seen in data (54). 

The M selection efficiency ( £11 ) is defined to be the probability that M > 20 Ge V 



Table 10. The r,T efficiency as a function of the number of jets with 

ET > 10 GeV in the event and the fraction of events with 0, 1, or 

;::: 2 jets 

0 Jets 1 Jet ;::: 2 Jets 

!v 0.98 ± 0.01 0.90 ± 0.02 0.88 ± 0.02 

Fraction (data) 723 203 83 

Fraction (Monte Carlo) 743 213 53 
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given that the electron has ~ > 20 GeV. We study this probability as a function 

of the number of energetic jets with detected ET > 10 GeV (see reference [55] 

for the definition of a jet) besides the electron candidate in these events. We find 

that f.v decreases with the presence of additional energetic jets in the event. This 

correlation comes from the broadening of the -,;,T resolution as a function of the 

total energy in the event. 

We use the event fractions as seen in the data for this weighting. We find that 

f.v is correlated with the number of jets and that the Monte Carlo reproduces the 

cluster fractions within reasonable agreement. Table 10 summarizes the information 

on f.v. The final value for the M efficiency is f.v = 0.96 ± 0.02. 

6.3 Final Selection Efficiencies 

The total efficiency term for the W selection is given by £w = !v • c1 , ac­

counting for both the ;ET and electron selection efficiencies. For this analysis, 

E:W = 0.81 ± 0.04. 

The efficiency term for the zo selection is a combination of the electron selection 

efficiencies and the detector fractions (as defined in section 5). It is defined as: 
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Table 11. The 

selection efficiencies 

for the W and z0 

samples 

Efficiency 

Ct 0.84 ± 0.03 

C2 0.93 ± 0.03 

p 0.91 ± 0.03 

f 0.91 ± 0.04 

£,, 0.96 ± 0.02 

fW 0.81 ± 0.04 

fZ 0.80 ± 0.03 

fZ = Fee· Ct • (2c2 - Ct)+ Fcp ·Ct· P + Fej ·Ct · f, (6.1) 

where Fcc. Fcp, and Fef are the expected fractions of events with the second elec­

tron in the central, plug, and forward regions from the acceptance studies. In Eq 

(6.1), we have neglected the contribution to £Z from events where the second cen­

tral electron ha.s 10 Ge V < ET < 20 Ge V because the acceptance for this class of 

events is negligible. The term 2c2 - c1 arises because zo events with both electrons 

in the central region can have either electron satisfy the common central electron 

requirement. The final value for £Z is 0.80 ± 0.03 [56]. The complete efficiencies are 

summarized in table 11. 



Chapter 7 

Backgrounds 

High PT, isolated electrons come predominantly from the decay of Wand zo bosons, 

but there are other processes which have such a signal. It is necessary to understand 

the contributions from other processes in the selection of W and zo events. 

7 .1 W Backgrounds 

Though the selection of W events is relatively straightforward, there are several 

processes which can mimic the signal of a high PT, isolated electron and the presence 

of missing transverse energy. There are contributions to these processes from both 

physics processes and from detector effects. 

We consider backgrounds from QCD processes such as quark-quark or gluon­

gluon scattering (multijet events) and heavy quark production. Given the prevalence 

of these processes in comparison to W production at the Q2 scale of interest, even 

topologies with small probabilities can contribute to the W sample. The background 

from QCD processes enters when one parton looks to be an isolated electron while 

the other pa.rton, through fluctuations in fragmentation and the detector response, 

mimics the neutrino. The isolated electron can come from either a fluctuation in the 

pa.rton fragmentation or, in the case of a heavy quark decay, can be a real electron. 
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We study this background using the isolation distributions of the W sample and 

a separate sample of electron events. For this second sample of electron events, we do 

not use an isolation requirement as one of the selection criteria. Otherwise, we use 

the same event selection as outlined in section 4.6. Since we want the background 

sample to contain no W event contamination, we require that the 1-T for this sample 

be less than 10 GeV. If the 1-T and isolation are correlated, this requirement could 

bias the background sample. To first order we expect no correlation between these 

variables to exist because the regions of the events which determine the isolation 

and "f:,T characteristics are physically separated from each other. In dijet events, 

one jet fluctuates to fake an electron while fluctuations in the opposite jet dominate 

the 1-T· In bb events, the c quark jet associated with the electron can contribute to 

both the 1-r and the isolation; however, since the the electron is required to have a 

high transverse momentum, the c quark jet is expected to be much softer than the 

opposite jet and not contribute much to the M· 

To test this hypothesis, we selected events with a good electron (passing all the 

central electron cuts except the isolation requirement), and plot the event 1-r versus 

the isolation of the electron (see figure 19). The region with M > 20 GeV and 

/so < 0.1 shows a clustering which is the W signal. In events with 1-T > 20 GeV, 

we see a tail in the isolation distribution stretching out to high values of I so, but 

there is no visible correlation between the two variables. 

To estimate the background contribution we define 3 samples from the non­

isolated electron sample: 

• Events with -,,T > 20 GeV (the -,,T > 20 sample). 

• Events with -,,T < 10 GeV and a jet with Er > 10 GeV (control sample 1) 

• Events with 1'T < 10 GeV and a jet with Er > 20 GeV, which is a subset 

of control sample 1 (control sample 2). 

In all of these samples, we reject events which pass the zo selection. Figure 20 shows 
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Figure 19. f,T vs. I so for the common central electron sample, where we have 

not used an Iso requirement. The clustering with f,T > 20 GeV and !so < 0.1 

is the W sample. 
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the isolation distributions for the three samples. We then estimate the background 

using the equation: 

W background # I so < 0.1 in control sample 1 or 2 
~~~~~~~---=~~~~~~~= ---~~~~~~~~~---='----~~ 

# I so > 0.3 in the ,:T > 20 sample # I so > 0.3 in control sample 1 or 2 
(7.1) 

taking the average of the answers using the two control samples. We find this 

background to be 100 ± 50 events. 

We next consider the process zo - e+e- with one electron detected and the 

other not identified as an electron in the calorimeter (due to detector effects such 

as cracks or poor EM response). We would then see an electron in conjunction with 

,:T. In the region 1111 < 1.1 where we have good tracking we can use the presence 

of a track to reject such events, but if the second electron from the zo decay is 

outside this region we are unable to reject the event. We have used ISAJET and a 

full detector simulation to estimate this background, where we have normalized to 

the number of zo events in our sample. From this study, we estimate a background 

of 40 ± 15 events from this process. 

We also consider the process zo - r+r-, where one T decays into an electron 

and there is a large amount of 'ftT in the detector. We have again used ISAJET 

and a full detector simulation to estimate this background. Taking into account the 

branching fraction of r - e 11 11 and normalizing to the number of events in our 

zo - e+e- sample, we estimate this background to be 8 ± 4 events. 

We consider the decay of heavy top into real W's as a background process. Since 

we see no evidence for any such decay with the top mass less then 89 GeV /c2 [57], 

we take the background contribution to be 0, but with an error equal to the number 

of events in the W sample for a 90 GeV /c2 top mass, assuming a 150 pb cross 

section [58]. Using the ISAJET program and a full detector simulation, we estimate 

a background of 30 events from the decay 

t -+ Wb W-+e11 

i-+ Wb W -+ anything. 
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If we also include the decay W --+ T --+ e, we estimate a background of O :g1 

events from heavy top decays into real W 's. 

A large background source is from the sequential decay 

W --+ TV, T --+ e V V, 

where the experimental final state is identical to that from the decay W --+ e v. 

The main difference is that the electron ET and 1'T spectra are much softer in the 

W --+ T 11 decay. Since W --+ T 11 has the same branching fraction as W --+ e v 

in the Standard Model, a determination of the relative acceptance of direct decays 

to the sequential decays gives us the fraction of events in the sample which come 

from W --+ T v decays. 

To estimate this background, we need to determine the ratio of the acceptances, 

R(;). In this ratio, we include the branching fraction of the decay T --+ e v v. 

Using the ISAJET program to generate the process W --+ T v and T --+ e 11 v 

and the detector model discussed in section 5, we find that R(;) = 27 ± 3. To 

estimate the background contribution to our sample, we need to take into account 

the effect of other backgrounds, since R(;) relates only the W --+ e 11 and W 

--+ T --+ e samples. 

The total number of lV candidate events ( W cand) can be written 

W cand = ( W --+ e 11) + { W --+ T 11) +other background, (7.2) 

where other background is the background estimate from other processes and 

( W --+ e 11) 
( w - T v) = R(;) . (7.3) 

Using our numbers for W cand (2664 events), other background (totaling 148 ± 48), 

and R(;) = 27 ± 3, we estimate the background from the sequential decay W --+ T --+ e 

to be 90 ± 10 events. 

Combining all the backgrounds, we estimate the total background in the W 

sample is 238 : ~~ events. In combination with the W sample of 2664 events, we 

find the number of W candidate events to be 2426 ± 52 (stat)::~ (sys). 
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7 .2 Z 0 Backgrounds 

Backgrounds to the z0 sample are not as high as backgrounds in the W sam­

ple, since we ask for two high pr, isolated electron candidates in the zo selection. 

However, we do expect backgrounds from QCD processes and from the sequential 

decay zo -+ T T, where both T's decay into e's. We will discuss the backgrounds 

in the order of the size of their contributions. 

The dominant background source is from QCD processes, where partons fluc­

tuate to look like electrons. We use the isolation of the electron candidates, in 

conjunction with the invariant mass of the two candidates, to estimate the contri­

bution of this background. 

We use the sample of non-isolated electrons discussed above. In the following, 

we refer to the central electron candidates in this sample as the first electron. We 

pick events which have a second electron candidate which passes all requirements 

outlined in section 4.6 except for the isolation requirement. The pair mass of this 

sample is required to be in the window 70 GeV /c2 - 110 GeV /c2• As can be seen in 

figure 21, this sample is dominated by zo events. We define 4 categories of events: 

• Events with first electron Iso < 0.1, second electron Iso < 0.1 (the zo 
sample). 

• Events with first electron I so < 0.1, second electron I so > 0.2 (the I sol 

sample). 

• Events with first electron /so > 0.2, second electron /so < 0.1 (the Iso2 

sample). 

• Events with first electron I so > 0.2, second electron I so > 0.2 (the Non/ so 

sample). 

We compute the background to the zo sample as an average of three estimates. 
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Figure 21. Invariant mass distribution for events with two electron candidates 

passing all but the I so requirements. 
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The first makes use of the following equation: 

zo background #events in I so2 sample 
= (7.4) 

#events in the I sol sample #events in Non[ so sample 

We also use the control samples 1 and 2 used in section 7.1 for the W background 

and define the zo background as follows: 

Zo background #I so < 0.1 in control sample 1or2 
~~~~~~=--~~~~~= 

# I so > 0.3 in the I so2 sample # I so > 0.3 in control sample 1 or 2 
{7.5) 

By combining these three estimates, we estimate the background in the zo sample 

is 5 ± 3 events. 

We also consider the process zo -+ r+r-, where both r's look like electrons. 

Using ISAJET and a full detector simulation, we find no events with an invariant 

mass above 50 GeV /c2 in a Monte Carlo sample corresponding to roughly twice the 

size of the data sample. We consider the background contribution from the process 

zo -+ r+r- to be negligible. 

The total background estimate for the zo sample is 5 ± 3 events. In combination 

with the sample of 243 candidate events, we find the number of zo candidates to 

be 238 ± 16 (stat)± 3 (sys) events. 



Chapter 8 

Further Corrections 

There are two small corrections which we need to apply to our calculation of the 

efficiencies described in section 6. The first applies to the central electron selection, 

so it is common to both the W and zo samples, while the second applies only to 

the Z 0 sample. 

8.1 Vertex Correction 

In the calculation of the acceptances described in section 5, we used a Gaussian 

vertex distribution, with u = 30 cm, cut at 2u. This distribution and the cut are 

motivated by the vertex distribution we see in the data. Figure 22 shows the vertex 

distribution for events with an EM cluster with ET > 20 GeV. Superimposed on 

the data is a Gaussian distribution which has a mean = 0 and u = 30 cm, which are 

the default values used in the acceptance calculations. When we fit the distribution, 

we find a mean of -0.5 ± 0.3 and u = 29. 7 ± 0.5 cm. We now need to include the 

effect of the IZvertl < 60 cm cut in our calculation of the efficiency. From Gaussian 

statistics, we calculate the efficiency of the vertex cut to be 0.959 ± 0.005, where 

the error reflects the uncertainty in the fitted u. 
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Figure 22. The vertex distribution for central electron clusters. The curve is a. 

Gaussian with mean = 0 and q = 30 cm. 



68 

8.2 Drell-Yan Correction 

The experimental signature we use to tag the presence of zo production is the 

presence of two high PT, isolated electrons with an invariant mass near the zo 
mass. The process pp -+ -y* -+ e+e- has this signature as well. We measure 

the production of e+e- pairs in the mass range of 70 - 110 GeV /c2, where we 

have contributions from both the -y and the zo. In addition, since the zo has a 

non-zero width, there are e+e- events through the zo resonance outside the mass 

range chosen. Integrating the contribution from the matrix element IZ 0 +-yl 2 over 

the mass range 70 - 110 GeV /c2 and the contribution from the matrix element 

IZ 0 12 over the mass range 50 - 150 GeV /c2 , we find that the ratio of the full zo 
contribution to the zo + -y contribution is 1.01 ± 0.01. We therefore apply a net 

multiplicative correction of 1.01 ± 0.01 to the e+e- cross section. 



Chapter 9 

Luminosity Measurement and 

Normalization 

The luminosity in a collider can be measured either through direct measurement of 

beam parameters or from the measurement of a process with a known rate. CDF has 

chosen to use a combination of these methods to measure the integrated luminosity 

recorded during the 1988-1989 data run. 

The Tevatron was run at two different energies, ,/S = 546 GeV and ,/S = 1800 GeV. 

The majority of running was done at the higher energy, with an integrated lumi­

nosity of"' 4.5 pb-1 at ,/S = 1800 GeV and "' 10 nb-1 at ,/S = 546 GeV. All the 

data discussed in other sections of this paper came with the Tevatron running at 

the higher beam energy. 

We have used the interaction rate as measured in the BBCs at both energies, in 

conjunction with the beam parameters measured by the Fermilab Accelerator divi­

sion and the pP cross sections measured by UA4 at the SppS collider at CERN (59], 

to calibrate our luminosity measurement. The current method does not depend 

heavily upon a Monte Carlo calculation since the Monte Carlo enters principally 

through computation of the ratio of geometric acceptance in the two experiments. 
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9.1 Luminosity Measurement 

The Beam Beam Counters, scintillator planes located 5.8 m from the nominal 

interaction point, serve as the luminosity monitors for CDF. The CDF trigger system 

required a coincidence of hits in the east and west BBCs. By monitoring the rate of 

hits in these counters, we have a process to which we can normalize all other cross 

section measurements. To get an absolute normalization of the BBC cross section 

(CTBBc), we use the rate seen in these counters and the luminosity measured with 

beam parameters. In previous work, CDF has used CT'J/8c = 44 ± 6.6 mb [55]. 

The transverse profile of the beam is measured with flying wires - wires moved 

through the beam (60]. A wall current monitor measures bunch intensities and the 

longitudinal profile [61]. The luminosity at CDF is calculated with these parameters 

and knowledge of the accelerator lattice function. Uncertainties in this calculation 

come from measurement errors, calibration uncertainty, and uncertainties in the lat­

tice function. The overall uncertainty is estimated to be 103 [62]. This uncertainty 

is energy independent. 

At both vs= 546 GeV and vs= 1800 GeV, we measure the beam parameters 

and the rate in the BBCs. We are then able to measure how CTBBC changes with vs, 
via the ratio of the accelerator luminosity calculated from beam parameters. This 

ratio has a systematic uncertainty free from the overall normalization uncertainty. 

By normalizing at y'S = 546 GeV, where previous measurements with similar geom­

etry have been made, we can measure the effective cross section seen by the BBCs 

at vs= 1800 GeV and extra.ct the integrated luminosity recorded. 

9.2 Normalization 

We have selected a series of accelerator fills where the data are internally con­

sistent. Many of the variables that we are interested in have to be reconstructed 

from other measurements (e.g. horizontal and vertical emittances of the beam). 
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To do this reconstruction accurately required an understanding of the accelerator 

conditions and programs at the time the aata were taken [63]. This selection is 

independent of conditions at CDF. 

In figure 23, we show a distribution of the rate as measured with the BBCs 

( RBBC) com pa.red to the luminosity as measured with accelerator parameters (Lace) 

for both ../S = 1800 GeV and ../S = 546 GeV. We then use the relation 

a18fc _ RBBc(1800) Lacc(546) 
546 - ( aBBC RBBC 546) Lacc(1800} 

(9.1) 

to extrapolate the <7BBC from 546 GeV to 1800 GeV. The ratio RL:~cc at 1800 GeV 

has been corrected by -3 ± 23 for dynamic beam-beam interaction effects, which 

change the focus properties at the interaction region [64]. These effects predict a 

linear dependence of the ratio with L, which is seen in the data (figure 24). 

We use two methods to calculate a1~c· The first is to use the luminosity as 

calculated from beam parameters and the accelerator lattice. This method gives an 

effective beam beam counter cross section of 32.8 ± 3.6 mb. The second method is 

to use values reported by the UA4 collaboration. 

The UA4 experiment used trigger counters similar in geometry to the BBCs used 

by CDF. From their measurements of p, ae1, and Utot. and the double arm fraction 

(/DA) [65] of the UA4 trigger counters [59], we define 

ob• (l Uel ) f O'UA4 = - - 'O'tot' DA· 
O'tot 

(9.2) 

We calculate ul}_:i4 = 38.9 ± 1.8 mb [66]. Using the MBR Monte Carlo [67], we 

then calculate the relative acceptance of the CDF BBCs in comparison to the UA4 

trigger counters. This correction is necessary since the UA4 trigger counters cover 

a different geometric area (3.0 < 1'71 < 5.6) then the BBCs. The correction due to 

different '1 coverage is -2.5 ± 2.53. We also correct for the inefficiencies in the BBCs 

due to radiation damage suffered during the course of the data taking. Radiation 

damage and its effects at 1800 GeV are measured from data triggered solely on beam 
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crossings. The magnitude of this correction at 1800 GeV is -O.i3. This inefficiency 

is extrapolated to 546 GeV using the MBR Monte Carlo, giving an inefficiency of 

2.2 ± 2.23. The value for u1~c from this method is 37.1 ± 2.1 rob. 

To derive the final value of u1~c• we average the measurements from the accel­

erator calculation and the UA4 normalization weighted by their respective errors. 

In summary, ail~c = 36.0 ± 1.8 mb, where the answer is dominated by the UA4 

normalization. We calculate u18fflc. = 46.8 ± 3.2 mb. We wish to stress that this 

normalization is not a physical cross section, but a visible cross section not directly 

related to underlying physics models. This method depends upon the similarity 

of the CDF luminosity monitors to the UA4 counters and the ability to use the 

information from the accelerator measurement of the luminosity. 

9.3 Cross Checks 

As the instantaneous luminosity grows, the rate of bunch crossings with multiple 

interactions also grows. Using Poisson statistics, we can estimate the probability 

of having 2 or 3 interactions in a bunch crossing. We find that the ratio of the 

probability of having 2 interactions to the probability of having 1 interaction is 

predicted to be 1. 75 x 10-6 x RBBC, where RBBC is the rate in the BB Cs in Hertz 

(this number is directly related to the 3.5 µsec between beam crossings). We use 

this prediction to make a correction (on the order of 93 at 50 kHz) to the measured 

rate in the BBCs to account for multiple interactions. 

The ratio of the number of events with two vertices to those with one vertex as 

a function of the rate in the BBCs is a check on the BBC cross section. To do this 

properly, we must first correct for inefficiencies in vertex finding. The CDF vertex 

finding algorithm has inefficiencies in resolving multiple vertices if the separation 

of the vertices in Z is too small. We calculate the efficiency for finding secondary 

vertices using the distribution of two vertex separation from multiple vertex events 
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in the inclusive central electron sample (described in section 4.6), including the 

assumption that the vertex distribution is Gaussian with <T = 30 cm. Figure 25 

shows the efficiency as a function of the vertex separation. 

Figure 26 shows the ratio of the number of events with 2 vertices to those with 

1 vertex as a function of the RBBC· The number of 2 vertex events has been 

corrected for the inefficiency in finding a second vertex. A linear fit gives a slope of 

(1.91 ± 0.08) x 10-6 , within 2u of the predicted value of 1. 75 x 10-6 • 
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Chapter 10 

Results and Conclusions 

10.1 Cross Sections 

The expression for the cross section takes into account the background, efficien­

cies, acceptances, and integrated luminosity through the following formula 

( W ) 
Candidates - Background 

u -+ ev = f Ldt · c ·A 
(10.1) 

where £ is the selection efficiency and A is the acceptance. For the measurement of 

u(W -+ e 11) and u(Z0 -+ e+e-), the number of candidates, backgrounds, efficien­

cies, and acceptances are summarized in table 12. A straightforward application of 

equation 10.1 leads to the following results. 

The final cross section for W production and subsequent decay to electron and 

neutrino is u(W -+ e 11) = 2.19 ± 0.04 {stat)± 0.21 (sys) nb, where the systematic 

uncertainty reflects the uncertainty in our knowledge of the background subtraction, 

acceptance and efficiency corrections, and luminosity normalization. The dominant 

systematic uncertainty in the determination of u( W -+ e 11) is the 6.83 error in the 

luminosity normalization. The final cross section for zo production and subsequent 

decayintoelectronsisu(Z 0 -+ e+e-) =0.209 ± 0.013 (stat)± 0.017 (sys) nb,where 

the luminosity normalization uncertainty dominates the systematic uncertainty. 
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Figure 27 shows a comparison of the CDF measured values for u( W -+ e v) and 

u( zo -+ e+e-) to theoretical predictions [68]. Included on this plot are recent val­

ues for u( W -+ e v) and u(Z 0 -+ e+e-) at Js = 630 GeV from the UA2 collabora­

tion [69]. The theoretical predictions used Mw = 80 GeV /c2 and Afz = 91.1 GeV /c2 

and assumed that the decay channels into top were closed. 

In a previous publication [17], a different assumption on the W branching ratio 

into electrons (we assumed a top mass of 45 GeV /c2) was made. This assumption 

affected the theoretical prediction more than the experimental measurement, since 

the top mass affects the branching ratio into electrons. Recent measurements by 

CDF [43, 54] and UA2 [70] on these two quantities have helped reduce theoretical un­

certainties in the prediction of the cross section times branching ratio. The changed 

assumptions both increase the predicted cross section, bringing it closer into agree­

ment with previously measured values. The current theoretical predictions agree 

quite well with the most recent experimental measurements at both Js:::: 630 GeV 

and Js = 1800 GeV. 

10.2 The ratio R = u( W -+ e 
v) / u(ZO-+ e+e-) and 
the W width 

The ratio, R, of u( W-+ e v) to u(Z 0-+ e+e-) and the individual cross sections 

themselves are interdependent quantities. From the perspective of experimental 

measurement, they can be considered as three separate quantities. In a previous pub­

lication [18], CDF has documented a measurement of R = 10.2 ± 0.8 (stat)± 0.4 (sys). 

In this measurement, we applied selection criteria designed to minimize the system­

atic uncertainties in the ratio. 

In order to lower backgrounds and minimize systematic uncertainties, events 

with energy clusters other than the electrons from W and zo decays were rejected 

in the analysis. Such a requirement is fine in measuring the cross .section ratio, 
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where the numerator and denominator are affected almost equally, but not for the 

independent measurements of the numerator and the denominator. 

Allowing for the presence of energetic clusters in addition to identified electrons 

has increased the size of the W and z 0 datasets (thus decreasing the statistical 

error) but has also increased the levels of background in the samples. Uncertainty 

in the level of the background also increases significantly. Taking the individual 

cross sections reported in section 10.1 and taking into account the correlated errors 

in the two measurement we find a value of R = 10.5 ± 0.7 (stat)± 0.6 (sys). Due 

to the increased systematic error in this method, we believe that the measurement 

documented in reference [18] contains our best knowledge of the ratio of the cross 

sections. 

The ratio, R, can be expressed as [71] 

R = u(W-+ ev) = a(pp-+ WX) f(W-+ ev) f(Z0
). 

a(zo-+ e+e-) a(pp-+ z0X) r(zo-+ e+e-) f{W) 
(10.2} 

From R, either the ratio of total widths f{Z0 )/f(W) or the branching ratio for W 

into electrons can be extracted with the knowledge of the ratio of production cross 

sections [72], the partial and total widths of the zo, and the partial widths of the 

w. 
Using our value for R = 10.2 ± 0.8 (stat)± 0.4 (sys), predicted values of pro­

duction cross section ratio a(pp-+ WX)/a(J)p-+ z 0X) = 3.23 ± 0.03 [72], mea­

sured values of f(Z 0 ) = 2.496 ± 0.016 GeV [73], sin28w = 0.229 ± 0.007 [52], 

and f( W -+ ev)/f(Z 0 -+ e+e-) = 2.70 ± 0.02 [74], we extract f( W ) = 2.12 ± 

0.20. The standard model prediction with Mw = 80.0 GeV/c2 , a 8 = 0.13, and 

M, 011 > Mw - Mb is f( W ) = 2.07 GeV. This value for f( W ) has changed since 

reference [18] due to new measurements of f{Z 0 ). 

Recent searches have set lower limits on Mtop up to 89 Ge V / c2 assuming standard­

model decays [57, 54] and up to 45 GeV /c2 independent of decay mode [73]. Fig­

ure 28 shows a prediction for the ratio f( W )/f( W -+ ev)as a function of the top 
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mass. From the values quoted above and f( Z 0 - e+ e-) = 83. 7 ± 0.07 Me V [73], we 

find that f( W )/f( W - ev) = 9.47 ± 0.86. This value excludes Mtop below 49 (44) 

GeV /c2 at the 903 (953) confidence level independent of the decay modes of the top 

quark [75]. We use this ratio since it depends only weakly on the W mass. Again, 

the limit has improved due to new measurements of f(Z 0 ) and f(z 0 - e+e-). 

Combining knowledge of the proton structure functions, W and zo couplings, 

and QCD corrections leads to predictions of the cross section for production and 

decay of W and zo bosons in pp collisions. We have shown that the predictions 

are consistent with experimentally measured quantities. Oscar Klein's W boson has 

become a good and well understood friend. 
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Table 12. Summary of results 

W Events Z Events 

Candidates 2664 243 

Background 

QCD 100 ± 50 5±3 

w- T II 90 ± 10 -

zo - e+e- 40 ± 15 -

zo - r+r- 8±4 < 0.5 

top 0 + 31 - 0 -

Total 238 + 62 - 53 5±3 

Signal 2426 ± 52 + 53 - 62 238 ± 16 ± 3 

Acceptance 0.352 ± 0.015 0.371 ± 0.007 

Fee - 0.40 

Fcp - 0.47 

Fe/ - 0.13 

Ct 0.84 ± 0.03 0.84 ± 0.03 

C2 - 0.93 ± 0.03 

p - 0.91 ± 0.03 

f - 0.91 ± 0.04 

£., 0.96 ± 0.02 -

lW,lZ 0.81 ± 0.04 0.80 ± 0.03 

Drell-Yan Correction - 1.01 ± 0.01 

Z-vertex Efficiency 0.959 ± 0.005 0.959 ± 0.005 

Luminosity 4.05 ± 0.28 pb-1 4.05 ± 0.28 pb-1 

Cross Sections 2.19 ± 0.04 ± 0.21 nb 0.209 ± 0.013 ± 0.017 nb 
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This appendix lists supporting documents for the work done in the text. 11ost of 

these documents were written as internal documentation for the CDF collaboration 

and should be treated as such. Contact Carol Picciolo to obtain copies of these 

documents. Included below are the CDF note number, the authors, the title, and a 

short description of the contents. Many of the details of the event reconstruction, 

analysis, and work can be found in these documents (they are listed in increasing 

numerical order, not in order of importance). 

• CDF649 R.G. Wagner Simulation of Radiative W Decay: An Interim Status 

Report 

Bob's work concentrated on writing and implementing into the CDF Monte 

Carlo system a generator for radiative W decay. It became instrumental in 

the work of setting the CEM energy scale. 

• CDF744 C. Campagnari, C. Grosso-Pilcher Trigger vs. MX studies 

This note, by UCHEP members Claudio and Carla, documents the trigger 

energy response vs. the data acquisition system energy response. Since the 

two systems used different electronics to sample the detector response, it was 

necessary to study the comparative level of response. The main application 

to this work of these studies concerned the response of the CEM. They found 

that the energy in the trigger was "' 973 of the energy as read out by the data 

acquisition system. Since we used a threshold of 20 Ge V in the analysis and 

the trigger threshold was 12 Ge V, this analysis is not effected by the different 

response. 

• CDF775 R.G. Wagner Summary of Results on Radiative W Decay 

This note contains additional documentation on Radiative W Monte Carlos 

and was the final source used for further studies. 

• CDF794 C. Campagnari, M. Campbell, P. Tipton Running Production on 

the Spin Output 
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Claudio, Myron, and Paul organized a data stream to run the offiine produc­

tion package on the output from the Spin Cycle. They ran the analysis on the 

computing facilities at the University of Chicago. The first public results from 

CDF in 1989 came with data from this effort. 

• CDF795 P. Tipton, J.J. Schmidt, B. Winer A summary of the New Spin 

Cycle 

Paul, JJ, Brian, Claudio, and myself set up the Spin Cycle executable and 

babysat the running of the stream. This document summarizes what went 

into the data selection for the spin cycle. 

• CDF799 Y. Hayashide, et al., Response Maps of the GDF Endplug Electro­

magnetic Calorimeter 

One correction factor applied to the energy of candidate clusters in the PEM 

was a response map. The analysis used to derive this map is documented in 

this note. 

• CDF802 D. Amidei The Electro Weak Filter 

The ElectroWeak Filter was written by Dan and myself, with much input and 

aid from other members of the collaboration. It was a filter which ran in 

the production stream, designed to select events which had characteristics of 

Electroweak Physics. Almost all the analysis described in this thesis used data 

which passed this filter. This note documents the selection criteria necessary 

for events to pass the Electroweak Filter. 

• CDF806 D. Baden, A. Clark, G.P. Yeh Mini and Micro DSTs 

Mini and Micro DSTs are condensed versions of the DSTs (Data Summary 

Tapes). The DSTs contained both the raw data and reconstructed data in 

all its glorious detail. The Minis and Micros contained smaller versions of 

the same, either in condensed versions of the raw data (Mini) or just the 

reconstructed data. (Micro). 
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• CDF832 L. Nodulman, W. Trischuk Missing ET Data Sets 1988 

The 'Pf dataset described in the efficiency section and used to measure the 

electron selection efficiencies came from the Missing ET streams. This note 

documents the requirements for an event to be in this stream. 

• CDF841 M. Binkley, J. Hinkelman Road Searching Routines for the VTPC 

Electron candidates in the plug were required to have a certain fraction of hits 

along a road in the VTPC. This note documents what goes into defining that 

road. 

• CDF860 J. Proudfoot Pre-Installation Validation of Level 3 Filter CEPFLT 

The electron trigger existed at three levels, with the requirements at level 3 

a subset of the offiine analysis requirements. This note documents the checks 

made to ensure that the code was working as expected in the level 3 system 

(since it was impossible to do online debugging of this system). 

• CDF869 T. Kamon, S. Kim Electron Energy Correction in PEM Dead Layers 

More information on how we defined electron energy for the PEM calorimeter. 

The PEM consists of 34 layers of gas proportional tubes, interleaved with lead 

radiator. Several of these layers (in various locations) are known to be dead, 

while the calorimeter was calibrated with all layers working. The algorithm 

to correct the energy for dead layers is explained in this note. 

• CDF883 W. Trischuk, et al., A Determination of the Absolute Calibration of 

the GEM Energy Scale 

We based our electron selection on 20 GeV electrons in the central rapidity 

region. To fully understand this selection in terms of kinematical acceptance, 

we need to understand the energy scale of the CEM. This note describes the 

method to take the scale from the test beam calibration and convert it to a 

better scale. 

• CDF892 T. Kamon, S. Kim Electron Energy Correction in PEM Dead Layers 
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(II) 

This note continues in the footsteps of CDF869, describing how the correction 

for dead layers in the PEM calorimeter was implemented. 

• CDF905 T. Kaman CEMMAP Description - GEM Response Map Correc­

tion -

The normalization of the CEM scale in the test beam was to the center point 

of the calorimeter face - electrons of the same energy which did not hit in 

this point gave different response. The wedges were scanned in the test beam 

and a response map devised. This note documents how to use the response 

map. 

• CDF906 S. Kim, Y. Morita, Y. Fukui, S. Ogawa, T. Kaman Electron Energy 

Correction with PEM Response Map and Quadrant Gain Factors 

In addition to the response maps devised for the PEM, corrections were made 

for the different response in each quadrant. Only one quadrant was directly 

calibrated in the test beam - the other 7 quadrants were assumed to have the 

same response. From studies of transverse mass rustributions for W's invariant 

mass distribution for Z 0 's, the relative response of each the 7 quadrants not 

calibrated in the test beam was set to be the same as the one that was in the 

test beam. This note is the first of a series in this study. 

• CDF922 C. Campagnari, P. Derwent, P. Tipton, B. Winer A Search for Heavy 

Top in the Inclusive W sample 

Claudio, Paul, Brian, and myself took our inclusive W sample and looked 

for the presence of additional W + jet events. It was our first attempt at 

understanding acceptance, efficiencies, and backgrounds for the W sample. 

The selection criteria for W 's has changed somewhat since this note, but the 

general approach is still being used. 

• CDF932 R.J. Hollebeek, K.J. Ragan, P.K. Sinervo, J. Walsh, H.H. Williams 
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Comparison of E + Jets with W + Jets Monte Carlo 

The group at Penn was also pursuing top, though they were looking at a lower 

mass range than the group above. This note documents how well the W + 
jets Monte Carlo duplicated what was seen in the data. It is included here 

because I used a similar Monte Carlo for my study of -,:T efficiency. 

• CDF933 J. Proudfoot, F. Ukegawa, B. Wicklund Central Strip Chamber 

Alignment 

One selection criteria used for electrons is how well the extrapolated track po­

sition matches the strip cluster position. Jimmy, Fumi, and Barry did a lot of 

work studying the location of the strip chambers in the wedges. This note doc­

uments the small offsets and shifts that they discovered (through investigating 

with the data - it's marvelous what one can do with a rich dataset). 

• CDF935 J. Proudfoot Electron Identification in the GDF Central Calorimeter 

I am indebted to this note, which is a writeup of a talk Jimmy gave at a 

workshop for SSC calorimetry, because in it I found the definition of Lshr. 

For all future CDFers, keep this in mind. 

• CDF948 L. Nodulman, W. Trischuk 1988-89 Missing Er Resolution 

The "frr resolution is an essential part of understanding the efficiency of the 

J:,T requirement in the event selection. While I did not do the work, others 

made sure that the simulation was able to duplicate the -,:T resolution seen in 

data. I thank them for it. 

• CDF955 D. Baden, et al., The V5.1 GDF Production Package 

If you want to know exactly what went into the offiine production package, 

this is the place to look. It documents the changes implemented for this 

production pass, the executable, command files, and data stream definitions. 

It was a really nice thing to have around for reference. 

• CDF960 D. Baden The GDF Calorimetry Module - 1988/1989 Run 
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Drew explains everything you want to know about the Calorimetry module 

that was used in the offiine production package. This module computes tower 

energies based on the raw data, so it is at the heart of all analysis based on 

energy selection (as our electron selection is). If you want to know what went 

into the energy definition for your data, you should read this note. 

• CDF966 J. Hauser A Guide to the Triggers used in the 1988-1989 GDF Data 

Run 

Jay did the collaboration a service with this note, which documents which 

triggers went with which tables and how many data tapes were taken with 

each table. Every trigger used during the course of the run for physics data is 

documented in this note. 

• CDF968 J.S.T. Ng Gas Calorimeter Energy Scale Cross Calibration Using 

Texas Towers 

One important calibration that we use is to set the relative energy scales in 

the FEM calorimeter. By studying the rate of Texas towers (neutron induced 

pulses in the gas calorimeters) as a function of azimuth and TJ, Johnny was able 

to set relative scal~s for the FEM calorimeter. Many people do not realize that 

this correction is included in the standard CDF electron energy corrections, 

but it is. 

• CDF1021 S. Kim, S. Ogawa PEM Quadrant Gain Factors 

This note continues the work begun in CDF905. The main difference between 

the numbers reported from here and the numbers reported in CDF905 is that 

the sample size increased so the statistical power increased. 

• CDF1025 C. Campagnari A Fast Wand Z Monte Carlo 

Claudio saved all of us a lot of work by writing his own simple Monte Carlo 

generator for W and zo events. It does not include any underlying event 
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information and it is not fully implemented into the CDF Monte Carlo package, 

but it provides a fast and easily understood generator for acceptance studies. 

• CDF1026 C. Bowers, et al. A Measurement of the Ratio of Wand Z Cross 

Sections 

This note is very important. It documents the studies done in the measurement 

of the ratio of the W and zo cross sections. Many of the methods used in this 

thesis are extensions of the methods first used in measuring the cross section 

ratio. It contains detailed documentation of how we did just about everything. 

• CDF1031 S. White Reducing Luminosity Uncertainties 

Sebastian took a novel approach to reducing the uncertainty in the integrated 

luminosity. He normalized the measurement of the luminosity by the BBCs 

to that measured by the accelerator division, both at JS= 1800 GeV and 546 

Ge V. In doing so, he was able to bypass the extrapolations of the measured 

cross sections at JS= 546 to JS = 1800 and there related uncertainties. 

• CDF1037 P. Derwent Electron Energy Corrections: Where They are Made 

and What They Are 

Henry persuaded me to do a little digging and find out all the corrections that 

are made to set the energy scales for the various electromagnetic calorimeters. 

I learned quite a bit about the algorithms and the corrections in this search. 

This note contains what I learned on this subject. Some of it has changed 

since then, but it is still fairly up-to-date. 

• CDF1077 E. Kearns Adjusting the FEM Energy Scale Using ZO Events 

Ed spent some time to adjust the- scale for the FEM. It was calibrated in the 

test beam, but the energies it was seeing were higher than were present in the 

test beam. They were high enough so that the response was no longer linear 

- this note documents the non-linearity corrections Ed devised so that the 

zo mass using FEM electrons was the same as from CEM electrons. 
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• CDF1081 S. Errede, W. Trischuk E/p Calibration of the GEM Calorimeter 

The second step along the line of understanding the corrections to the CEM 

energy scale. It followed in the footsteps of CDF883, but with more Monte 

Carlo statistics for the radiative Monte Carlo. The numbers reported in this 

document were those used for the final analysis. 

• CDF1086 M. Miller Fiducial Cuts for Electrons 

Marsh explains the accepted fiducial regions for electrons in the 1988-89 dataset. 

They mainly cut away from detector cracks and boundaries, where the re­

sponse to electrons is not as well known. 

• CDF1107 C. Campagnari, et al., Measurement of Sigma(W-+enu) and Sigma(Z-+ee) 

in pp collisions 

This note was our preliminary measurement of the W and zo cross sections. 

It used the same selection criteria as the R measurement (CDF1026), ex­

cept that we did not reject events with jets. The methods and results are 

astonishingly similar to those documented in this thesis. 

• CDF1166 M. Miller, et al., A Standard Data Sample for Wand Z analysis 

We got together with many other people who were working on W and zo 
physics and came up with a. standard data. sample. Brian, Aesook, and I put 

it together (with aid from the ever helpful JJ) and made it publicly available 

in CDFSW ...Z_])ATA:(ANA]. As it turned out, not everyone used this sample. 

• CDF1202 C. Grosso-Pilcher, S. White GDF Luminosity Calibration 

Carla and Sebastian continued the work of CDF1031, investigating many 

possible systematic effects and working to understand the accelerator division 

data. This note documents their work in much detail - the luminosity section 

of this thesis is deeply indebted to this document. 

• CDF1226 M. Binkley, S. Errede, B. Wicklund E/p Calibration of the GEM 

Energy Scale 
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Can you believe even more work on getting the CEM energy scale right? It 

has much more signigicant impact on the W and z 0 mass analysis, but we 

did include corrections in our event selection. However, since we made our 

data sample in April and this note came out in July, we used a different scale 

than what is documented here. We used the numbers from CDF1081, which 

differed by 0.2% from the final number reported here. 

• CDF1254 C. Campagnari, P. Derwent, M. Miller Checks for the W and Z 

Cross Section Measurement 

One last document from the guys at Chicago concerning the Wand zo cross 

sections. The information in this note duplicates much of what is in this thesis, 

except that it is written for the CDF cognoscenti. 
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This appendix contains somewhat random documentation on things that I have 

worked on at BO. It contains sections on Charge Injection, LUMMON, and the 

trigger name database. These projects were things I worked on during my years 

as a graduate student and this thesis is a good place to document. For all CDF 

graduate students (and Chicago students in particular), this appendix is a good 

place to look for information on these subjects. 

B.1 Charge Injection 

Charge injection serves as a tool to check the electronic response of the trigger 

fastout circuitry in RABBIT. It makes use of the calibration circuits built onto the 

PM and CARROT cards to put a certain amount of charge at the front end. By 

careful calculation, one can trace what the magnitude of the charge should then be 

at the input to the trigger RAW boards. Since the program makes use of information 

in the RABBIT database, changes in the location of cards are transparent to the 

user (assuming that the RABBIT database is updated properly). Because of this 

feature, the future changes of CARROT to GPA should not adversely affect the 

performance of the code. 

B.1.1 Simple Code Details 

Code Location The code exists in the directory TRIGGER$CHARGE (at 

this writing, the logical points to usr$root2:[trigger.charge] on the BO VAX cluster). 

All of the code has been compiled and placed in the object library CHARGE.OLB. 

There also exist .COM files to compile/link all the necessary code (COMPILE-CHARGE.COM 

and LINK-CHARGE.COM). The .COM files for linking have undergone much fine-

tuning to get the order of object libraries right. Adjust this order at your own risk 

(given all the changes at BO, it may be necessary!). 
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Code Implementation and Structure The Charge Injection program is de-

signed to work in units of the trigger calorimeter setup. It therefore concentrates on 

RAW /CAS crates as its main differentiating factor. The user selects a RAW /CAS 

crate and the code figures out which MX's and RABBIT crates are associated with 

the trigger channels. Since the program does talk to RABBIT crates, it makes use 

of the RESOURCE-MANAGER to ensure that it is the only process with the rights 

to talk to particular crates. Within a RAW /CAS crate, the user can inject charge 

to individual channels, scan all channels, scan TJ and 4> slices, histogram the results, 

and do comparisons to the data acquisition readout. 

The code reports back to the user the number of CRATE SUM counts for partic­

ular channels. The CRATE SUM DAC is a 10 bit DAC, with each count equivalent 

to 125 MeV. The output from the Charge Injection program is shifted by 2 bits, 

making each count 500 MeV. This assumes two things: that 1 V at the input to 

RAW is equivalent to 100 GeV for the central calorimeter and that 1 Vis equiva­

lent to 50 GeV for all the gas calorimeters. All of the calculations to normalize the 

different gains are taken care of in the code. 

The main body of the code resides in CHARGE.FOR. In this file we setup the 

necessary RABBIT, FASTBUS, and MX information for the 

B.2 LUMMON 

LUMMON is a simple, straightforward, easily understood program designed to 

display information about trigger rates. It runs as a real time monitoring program 

in the BO control room, making use of UIPACK viewports to update information as 

it changes. It is flexible enough to quickly add additional information to its displays. 
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B. 2.1 Code Location 

The code for LUMMON exists in the CMS library TRIGMON$CMS. At the end 

of the data run, there were four people with the right process rights identifiers to 

write to this CMS library (Aaron Roodman, Jay Hauser, Tony Liss, and myself). 

Contact the BO system manager to get the proper privileges. 

The code was kept in the directory TRIGMON$SCALERS. There are two mod­

ules which run in the Analysis-Control path - LUMBBC and LUMMON - which 

calculate the integrated luminosity from the BBC scaler information and the various 

trigger rates and display them. The module LUMBBC is the same as in the offline 

calculation of luminosity (with code in C$TRS). The module LUM1'.10N handles 

the calculation of the rates, deadtimes, cross sections, and manipulates the display. 

B.2.2 Program Structure 

. 
LUMMON makes use of UIPACK viewports to display and update information. 

Viewports make use of VAX Screen Management routines to write to particular 

locations on the screen. A basic structure for each viewport window is defined from 

a data file and the rate information is then written into locations in the viewport. 

In the Analysis-Control initialization routine, the file SCALER-PAGE.DAT is 

read from the directory TRIGMON$SCALERS. This file contains the basic layout 

of the viewports (hereafter referred to as pages). The page layout is written to the 

viewports line by line using UIPACK routines. To adjust the basic page layout, it 

is necessary to adjust this file and the initialization routine. 

LUMMON displays the page menu on receiving the first event. Choosing a page 

sets a logical for the event routine. There is one logical for each page - the one that 

is true is associated with the displayed page. At the end of the event routine, the 

page logicals are looked at and the proper display routine then called. 

Each of these display routines exist as separate subroutines in the TRIGMON$SCALERS 
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area. They use UIPACK routines to write characters to particular locations in the 

viewport. After all the new values have been written, the viewport is updated. 

B.2.3 Program Interpretation 

All of the important calculations are done in the event routine SCLEVT. It takes 

the information from the various banks - SCLD, TAGC, TL2D - and calculates the 

rates, deadtimes, livetimes, cross sections, and correlations for quantities of interest. 

The routine has undergone a fair amount of change as the scalers and the scaler 

banks themselves changed (in terms of the gating, addition/subtraction of Level 0, 

and other changes). Tony and I tried to document what we were doing inside the 

code, so most of it can be understood by reading the comments. In addition, consult 

trigger note ?? for information describing the scaler channels. 

B .3 Trigger Names Database 

B. 9.1 Introduction 

The trigger names database was created to give the trigger group some control 

over the creation of various triggers. It keeps the trigger names unique, up to a point. 

When a physics table is parsed, there are checks against triggers which have been 

used prior to this particular table. If a trigger name matches one in the database, 

then checks are made to make sure that the trigger conditions also match. If they 

don't match, then parsing is stopped and the table is not prepared for use. I do not 

check to see that the conditions {selects, parameters, cuts, and executes, etc.) are 

also unique. 
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There is a series of routines that are executed when a physics table is parsed, 

which, in essence, re-parse the physics table. It creates a format which, I hope, is 

transparent to changes in the trigger definition (e.g., switching the order of selects, 

executes, etc., or writing 1.0 rather than 1.) which do not change the required 

criteria. The triggers in this format are what are placed into the database. For 

trigger in the physics table, the trigger name and level are compared against what 

is already in the database. 

If a match is found, the conditions within the trigger are checked. If they match, 

then execution continues and the next trigger in the physics table is checked. If the 

conditions do .not match, then the parsing is stopped. A printout of the trigger in 

the database and the trigger in the physics table is sent to the control room printer. 

The conditions must be made to match or the trigger name must be changed. One 

then must reparse the physics table. 

If there is no current trigger in the database having the same name and level as 

the trigger of interest, then one may add this trigger to the database. If one does 

not want to add the trigger to the database, then parsing is stopped. We do not 

want to parse physics tables containing triggers which are not in the database. If 

one does want to add to the database, another decision must be made. Is the trigger 

going to be used for diagnostic purposes or for physics purposes? Triggers used to 

explore cross sections as a function of threshold should be entered as diagnostic 

triggers, since designating a trigger as a physics trigger assigns a TAGB bit to that 

particular trigger name. TAGB bits are used in the oflline event selection routine 

TRGSEL and should be conserved whenever possible. 
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B .. 'J.3 What to do if things go wrong 

There exists a program, called DUMP ..DB, which dumps to the terminal exactly 

what is in the trigger name database. Run this program, invoked by the symbol 

"DUMP ..DB", and look at what is in the database. It shows the summary, by trigger 

number, level number, TAGB number, and trigger name, of all the triggers entered. 

After displaying the summary, it asks for which trigger one would like to dump. 

The trigger number is the key to use here. The triggers are entered in chronological 

order, so the last entry to the database is the most recent one. 

If the error message from the parser concerns the status of the database itself, 

e.g. "Unable to open ",one can check to see who is accessing the cdfdb by issuing 

the dcl command "SHOW DEV /FILE CALIB..DSK2". It will show exactly who is 

accessing the cdfdb. The files which concern the trigger database are in the directory 

[cdfdb.production.trigtabl.prm]. Only one program can have the database open with 

WRITE access (as the parser does), so anyone else using the trigger database can 

cause problems. This situation also means that one can only parse one physics table 

at a time (until the database checking is complete - then one can begin parsing a 

second table). 

Issuing a Cntl Y during the database checking part of the program will stop the 

parser, but it will also leave the database in a bad state. If the program appears 

hung up, check to see if the database is opened for access (by using the show dev /file 

calib-dsk2 command on the cpu the program is running on). If it is still opened for 

access the parser, DON'T use Cntl Y!!!!! If the database is not opened for access, it 

may be ok but don't count on it. Using Cntl Y during database sessions can seriously 

disrupt the database structure and should only be done if absolutely necessary. 

I keep a file in the area TRIGGER$WORK-P called trigger.names which contains 

a somewhat up to date summary of the trigger database. If the database gets screwed 

up, it is what I use to for restoration purposes. The program BADNEWS in the 
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same area creates the file, so if the database does get screwed up, try to run this 

program and check what comes out. It should be the same as Dump-Db. 

B.3.4 Details about the program execution 

Each trigger is read in from the physics table and manipulated, using UIPACK, 

into a unique format. This formatting is done in two steps. First, the trigger is read 

in and SELECTS, EXECUTES, CUTS, PARAMETERS, etc. are picked off. There 

is no checking of syntax here - syntax checking is done in a different routine of the 

parsing code. Once all these keywords are found, they are then arranged into the 

format for checking against the database. 

The routine TRIGGER-DB takes the physics table, finds the level, and then 

looks for the keyword TRIGGER. After finding this keyword, it does a line by 

line checking for SELECT, EXECUTE, PREREQUISITE, PARAMETER, CUT, 

CONSTRAINT, FRACTION, or TRIGGER. All of these, except CONSTRAINT 

and TRIGGER, are used as flags to build lines in the format. Hardware constraints 

are not kept in the database and when the trigger keyword is found {for the second 

time), the program branches and does the database checking. The rest of the line 

is then read in, on a word by word basis. 

Character arrays, which contain the various lines from the physics table, are con­

structed for each type of keyword. I also keep count of the number of EXECUTES, 

SELECTS, etc., and the associated CUTs/PARAMETERs for each of these. These 

arrays are then passed to a second routine, which builds the trigger into the proper 

format. 

The routine BUILD-COMPARE is responsible for this procedure. It takes these 

arrays and alphabetizes them. After alphabetizing these arrays themselves, which 

gets a little hairy because I have arrays of pointers to handle as well, they are placed 

into another character array. The ordering now looks like this: 



TRIGGER trigger-llame 

LEVEL# 

EXECUTE A ..... 

PARAMETER C .... 

EXECUTE B ..... 

PARAMETER A .... 

SELECT L .... 

CUT H ... . 

CUT 0 ... . 

END-TRIGGER 

Here are several samples from the database: 

TRIGGER 
LEVEL 
SELECT 
CUT 
END TRIGGER 

TRIGGER 
LEVEL 
SELECT 
PARAMETER 
NUMBER_ TRACKS 
PT_CUT 
END_ TALK 
END TRIGGER 

STIFF_TRACK 
2 
STIFF_CLUSTER 

NUMBER_OF_STIFF_CLUSTERS 

STIFF_TRACK_2PT5 
3 
PTHARD 

TALK_ TO 
2.000000 
2.500000 
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>= 2.00 

It all works well, except for the Level 3 talk-to's. The Level 3 talk-to's did not 
have a strict syntax requirement, so they sometimes get confusing to parse. What I 
ended up doing is alphabetizing all lines in between the PARAMETER TALK-TO 
and the END-TALK. Since UIPACK is used to read everything in, all comments 
are then lost. In the case above, the talk-to section was written using verbs and 
then cut values on the same line. In the following example, the talk-to section used 
button numbers and then a cut value on the next line - they were all commented 
but this aid got lost in the parsing. 

TRIGGER PHOTON_GAS_4_PEM 



LEVEL 
EXECUTE 
EXECUTE 
EXECUTE 
EXECUTE 
EXECUTE 
PREREQUISITE 
SELECT 
PARAMETER 
-1 

.7 
0 
1 
10 
11 
13 
2 
7.5 
8 

85 
9 
999. 
999. 
999. 
999. 
ENO_ TALK 
END TRIGGER 

3 
CALORIMETRY 
EMCLST 
FHA_ CABLE 
FILT_GAS 
NC ABLE 
PHOTON_GAS_10 
L3PHO 

TALK_ TO 

This should be changed for the next run. 
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The trigger name is then checked against the database. The TGB component 

is used. This bank has a summary of trigger number (a counter), trigger level, 

TAGB bit number, and trigger name. Comparison is made first by trigger level 

and name. If there exists a trigger in the database with the same name, then the 

associated TRG component is fetched (using the trigger number as the database 

run number). A line by line comparison is then done. If everything agrees, then the 

program continues parsing the physics table. When things are different, an error 

is produced, the trigger in the database and the trigger in the physics table are 
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printed out, and the parser is exited without creating the necessary files for using 

the physics table. 

When the trigger is new, then the option of entering it into the database is given 

to the user. If the user does not want to enter the trigger into the database, the 

parser is stopped (we don't want to run with triggers we don't know about). If 

everything is successful, the program will then continue on to the next trigger in the 

physics table. 

B.3.S Some gritty database details 

The trigger names database is one database in the CDF database. Its name is 

'TRIGTABL', type PRM, and it has one attribute, 112. There exist two components 

paired with this attribute, TRG and TGB. The TRG component contains the actual 

triggers, put into a unique text format for comparisons. The TGB component keeps 

a running summary of the triggers entered into the database, as well as the level for 

the trigger and the TAGB bit assigned to that particular trigger name. It keeps a. 

pointer into the TRG component for every trigger. 
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