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Abstract 

The fragmentation properties of jets in jjp collisions at ..(i = 1.8 TeV have 
been studied by the CDF experiment at Fermilab. A method based on the 
QCD-inspired fragmentation models is proposed for the experimental distinc­
tion of two types of partons-quarks and gluons. A number of variables, such 
as mechanical/electric moments, multiplicity, and EM fraction, are calculated 
for Monte Carlo (reference) jets. Their resulting distributions suggest that 
gluon jets are softer and broader than quark jets, reflecting the nature of the 
double color charge of the gluon. The reference jets are compared with real 
dijet events of the CDF experiment. The real data show strong preference for 
gluon-like behaviour. This is consistent with the QCD prediction: The gluon 
jet is dominant at the CDF energy. 

In order to integrate the information on variables of jets, each jet is charac­
terized in global likelihood which is a simple sum of all log-likelihood functions 
derived from 30 different variables. This results in a bigger quarkfgluon dis­
crimination power than that of a single mOBt effective variable. The global 
likelihood for real dijet events are distributed much like gluons, and that for 
l'cand+jet events, in which the jet is associated with a photon candidate, are 
distributed like the mixture of gluons and quarks. 

The gluon fraction in a given sample is determined by fitting its global 
likelihood distribution to the superposition of two distributions for quark and 
gluon samples. The CDF dijet data shows approximately 80% gluon fraction, 
and the l'cond+jet data shows about 40% gluon fraction in the jet transverse 
energy (Et) range of 10-30 GeV. These results agree within the error with the 
gluon fraction determined from theoretical prediction and the expected 1r0 h 
ratio in the CDF photon candidates, except that some disagreement for dijet 
event is observed at low energy. 
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Chapter 1 

Introduction 

This introductory chapter gives a historical survey of the major steps leading 

to the "quark-parton" model, and the general description of the physics of deep 

inelastic phenomena in the theoretical framework of a non-Abelian gauge theory 

of strong interaction, i.e. quantum chromodynamics (QCD), and phenominological 

models for hadron formation. The experimental distinction of two types of partons, 

which are quarks and gluons in QCD, are also discussed. 

1.1 Colored parton 

In the 1950's and 60's, it was thought that the hadrons would not be any longer 

elementary particles, because a great amount of hadron resonances were found. To 

classify these hadrons, a number of approaches had been tried with some successes. 

The Sakata model, for instance, provided a good description of meson multiplicities, 

although it lead to difficulties with the baryons. It was because of the failure of the 

Sakata model that Gell-Mann and Zweig independently proposed a model which is 

now called "quark" model [1]. One of the novel properties of the quarks is their 

fractional charges. Baryons are assumed to be composed of three quarks, each quark 

is then given a fractional baryon number, B = 1/3. Fractional charges of 2/3 and 

1 
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-1/3 are also given to quarks, according to the conservation of particle charge, 

strangeness S and the third component of isospin 13 , which relation is well known 

as Nakano-Nishijima-Gell-Mann formula: 

Q/e = B/2 + S/2 + Ia. (1.1) 

The color quantum number has been introduced as an extra degree of free­

dom in the quark model, in order that the wave function for the ~ ++ can be 

antisymmetrized1 with keeping Pauli principle. Before that, Greenberg proposed 

the parafermion modeF, which is essentially equivalent to a model in which a quark 

can take one of three different colors (say red, blue, or green), and anti quarks carry 

anticolor. Han and Nambu also suggested a model [2] in which each flavor of quark 

comes in three varieties; it is then not need to give the quarks fractional charge. At 

present, we take the colored quarks with fractional charges. The subsequent mea­

surement of the cross section for electron-positron e+e- annihilation into hadrons, 

have given strong support to the color hypotheses. 

The color charge does not enter the description of hadrons, because color sym­

metry is not broken. SU(3) was chosen for the color symmetry group for several 

reasons. First it must be able to distinguish a quark from an antiquark, second 

hadrons must be color singlet, and finally the number of colors is three. Other can­

didates for the symmetry, such as S0(3) and U(3), are excluded. Thus the theory 

c:i the strong interaction among quarks, theory which is known as QCD, have been 

formulated based on SU(3)color gauge group. In QCD the gauge bosons are called 

gluons which are eight color-anticolor states, in other words, they belong to an octet 

representation of SU(3)color· Gluons can couple directly to other gluons, because of 

their colors, it leads one of the particular property of QCD known as "asymptotic 
1
the wave function of a coUection of identical fermions must be antisymmetric under the inter­

change of all coordinate of any two of them. 
2Identical parafermions of order of three satisfy the rule that at most three of them can be put 

in a given state. 
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freedom", in which an effective interaction strength become small at short distances. 

This phenomenon had been already suggested by the electron nucleon scattering ex­

periment at SLAC [3], which is widely regarded as the first evidence of Bjorken's 

scaling [4]. Bjorken derived his hypothesis from behavior of current commutator in 

the deep inelastic region. Feynman also pointed out that the scale invariance ob­

served in the deep inelastic region can be understood in the term of the hypothesis 

that hadrons are made up from point-like, quasifree constituent&-partons [5]. 

In perturbative QCD such as leading-log approximation (LLA), the asymptotic 

freedom can be represented by a running coupling constant, a.(Q2): 

1271" 
a,(Q2) = (33- 2N,)ln(Q2/A2) 

1 
(1.2) 

b ln(Q2 /A2 ) 

where N 1 is the number of flavors, and A, which is a parameter of the theory, is 

given by A2 = Q~exp[-1/ba.(Q~)]. Thus eq. (1.2) expresses the strength of the 

coupling at one Q2, which characterizes the hardness of the interaction, in terms of 

that at another scale Q~. At infinite Q2, partons may be considered as free states, 

because a. is zero. This also implies that in the large Q2 interaction such as jet 

production, a.(Q2) may be small enough so that perturbation approach is reliable. 

In the quark parton model based on QCD, partons are identified as quarks and 

gluons. The QCD has met so far considerable successes and no significant piece of 

counter evidence has ever been found. It is however true that hadron physics is 

still complex enough that QCD's predictive power, for instance, the explanation of 

fragmentation mechanism, is rather limited, as we see in later sections. 

1.2 Parton-parton scattering 

The hard scattering of partons from two colliding hadrons produces frequently 

two pairs of back-to-hack jets. One is from the hadronization of the hard scattered 

partons, and the other, which is called "spectator" jet or "beam" jet, originates from 
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the fragments of the hadron remnants. The spectator jets are therefore directed 

approximately along the beams-a bunch of colliding hadrons. At the Tevatron pp 

collider, with the center of mass energy .,fS = 1800GeV, such jet production is the 

most dominant processes, which is called "dijet" event: spectator jets are usually 

not counted. 

1.2.1 QCD jets 

The cross sections of the lowest order parton-parton -qq, qg, gg- scattering pro­

cesses are listed in Table 1.1, in which calculations massless quarks and vector gluons 

are assumed. 

Ignoring for now non-leading corrections (see section 1.3), the dijet cross section 

expected in pp collisions will be 

du(pp-> 2jet) 
dy

1
dy

2
dPl = l;,J;(xllQ2)fi(x2,Q2)du(ij-> kl) 

v • ' 
(1.3) 

where /;(x1 , Q2),/;(x2, Q2) are the structure function giving densities of partons 

of species ij with fraction x1 and x2 of the total energy-momentum of hadron a 

when this hadron is probed at a scale Q2. So far, theory can not predict the 

absolute form of structure functions, but makes quantitative predictions about their 

Q2 evolution of them. The undetermined gluon structure function and A parameter 

give statistical/systematic errors and a small amount of freedom in the application 

of the leading log formalism to Q2 evolution. Therefore several slightly different 

parametrizations have been presented: for example, two sets of EHLQ [6] with 

A = 0.2 and 0.29, and the two sets by Duke and Owens [7] with A = 0.2 and 0.4, 

respectively. 

In hadron-hadron interaction such as pp collision, there is no unique definition3 

of Q2 , although in the case of lepton-nucleon scattering Q2 is defined by the four 

30ther Q2 formulations based on Mandelstam invariants are ii,t,ii, and ;,;;!!,.,. 
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momentum transfer squared of the lepton. Throughout this paper, for Q2, we use 

parton transverse momentum squared Pf in the center of mass frame of two scattered 

partons. 

The definition of jet is obviously arbitrary and found by a suitable algorithm. 

Several algorithms now used in CDF will be shown in chapter 3.1. Higher-order 

QCD processes give more elaborate configurations of partons; for example gluons 

will be radiated from the incoming parton lines and outgoing scattered lines. The 

dominant configuration however are those where there is only one high-Pt scatter­

ing and the additional radiation is approximately collimated with the incident or 

scattered parton. If the experimental definition of a jet is sufficiently broad (i.e. 

the cone over which hadron energy is summed into a single jet is wide enough), the 

dominant high-p1 configuration again leads to dijet production. CDF have indeed 

taken rather broad angular definitions for a jet. 

1.2.2 Direct photons 

In addition to fragments of scattered parton, the photons with large transverse 

momenta are directly produced in hard parton-parton interactions. The production 

of such high-pt "direct" photons may proceed via Compton processes: a) rq-+ yq' 

and b) qg-+ "(q', and quark antiquark annihilation. In case of a), the production 

cross section is proportional to the square of the electromagnetic coupling constant 

a, while that for b),c) and d) is proportional to aa,. The lowest-order Feynman 

diagrams for the direct photon production are shown in fig. 1.1. At the Tevatron 

energy, one can not ignore a higher-order contribution from the gluon-gluon box 

diagram as shown in fig. 1.2 because of the large gluon structure function at small 

values4 of x. The final state of this process is g + '"Y, but one notices that the direct 

photon with relatively low E1 is still likely associated quark jet (see fig. ). 

4Momentum fraction: :~: 1 and :~: 2 in eq. (1.3). 
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1.3 Parton showers 

The cross section for the 2 -+ 2 parton subprocesses are obtained by applying 

lowest order perturbation theory; thus higher order correction are unaccounted 

for. In e+e- annihilation such as PETRA (8) and PEP, three or four jets events, 

which are expected from higher order QCD contributions, were analysed by so-called 

"matrix element approach": the three-parton and four-parton contributions are 

calculated exactly to O(o~). In hadron collisio~s, however, the exact calculation of 

the higher order is difficult, and the model contains several theoretically unattractive 

features such as its limited jet multiplicities, from which the reliable extension of the . 

model to higher energies suffers. At present, Most Monte Cairo's therefore forego 

a matrix element approach and adopt a "parton shower approach", in which the 

emission of an arbitrary number of partons is automatically included. 

The parton shower approach permits the description of multi gluon radiation in 

terms of a cascade-like process: 

q -+ q + g, g -+ g + g, g -+ q + q. (1.4) 

These branching process continue until predetermined cut-off scale is reached. At 

this point the perturbative evolution is terminated and some model will be applied 

to convert partons into hadrons (see section 1.4). The basic equation describing 

the probability that a branching i -+ j k will occur during a small change dt is 

Altarelli-Parisi evolution equation: 

dP;-;k = jdz a,(Q2) P;;(z). 
dt 211" 

(1.5) 

Here z gives a sharing of energy between daughters j and k. Also the t and m; are 

the evolution parameter, which is usually taken to be ln(mU A2
), and the parent 

parton mass, respectively. The function P;;, which is well known Altarelli-Parisi 

splitting kernel, depends on the process considered. For instance in the quark 
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used in e+e- annihilation and pp collider experiments. The hadrons produced in a 

majority of e+e- annihilation events show a clear dijet structure with a jet angular 

distributions as predicted for the process e+e--+ qij. In addition, some events show 

a three jet structure which resulting from hard gluon radiation: e+e- -+ qijg. The 

methods in e+e- annihilation are based on these two samples, although details of 

analysis are different. In some experiments such as JADE, TPC and AMY [28,31], 

they assigned the lowest energy jet in the three-jet event as a gluon jet and the other 

two-leadings as quark jets. On the other hand, for instance, MARK-II and HRS 

selected three-fold-symmetric three-jet events [29,30], in which all jets had nearly 

the same energy5
, and then compared the events with dijet events, or with Monte 

Carlo's. In hadron colliders, UA1 exploited the difference of the structure functions 

between a quark and a gluon, and performed a statistical separation [32] of quark 

and gluon jets, and consequently obtained a quark-enriched and a gluon-enriched 

sample from the dijet events. This UA1 method is unfortunately not useable for 

CDF, because the average momentum fraction x of CDF is much smaller than that 

of UA1, and the resulting probability distribution for individual jets to be gluons 

does not have the two-humped structure, i.e. quark and gluon peaks. 

1.5.2 Differences between quark and gluon jets 

It is interesting to consider what physical observables would differ if the initial 

partons were quarks rather than gluons. One observable that is often used is the 

particle multiplicity in the jet, because the multiplicities of gluon jets is expected to 

be higher than those of quark jets [33,34]. In the asymptotic limits, i.e. Q2 -+ oo, 

the ratio of multiplicities of a fixed species in a quark and in a gluon jet is simply 

given by 

(n}9 = CF = ~ (1 __ 1 ) _ ~ 
(n}9 CA 2 N~ - 9 . (1.10) 

------------------
5The probability of identifying the gluon jet was lower accordingly; naively speaking about 1/3. 
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Similarly, the ratio of the angular radius of the quark jet to that of the gluon jet is 

also given by 

ln(hq} CF 9 
ln(.5

9
) = CA = 4 · (1.11) 

This means that gluon jets are much broader than quark jets. These predictions 

are however too asymptotic compared to the real world to agree with the experi­

mental results well [28,29,30,32]. The higher order calculations [35] result in smaller 

differences between quark and gluon jets. 

The differences mentioned above are related to higher color charge of the gluon. 

Another possible source of difference is a gluon spin. Let us first consider the 

analogical QED process: the annihilation of a photon into e+e- . H the photon is 

linearly polarized, the plane defined by the electron and positron momenta have 

strong correlation with the polarization plane of the photon. A historical example 

of utilization of this effect was the experimental determination of the parity of the 

1r0 meson. The gluon has the same spin 1 as photon. It is therefore conceivable 

that the plane defined by the momenta of two particles in the first stage of decay, 

i.e. q and ij, or 2 g's, has a similar correlation with the polarization plane of the 

original gluon. A detailed discussion and results are given in Appendix B and C. 

The study of the quark/gluon fragmentation not only provides a basic informa­

tion on the hadronization mechanism, but it opens a wide window for heavy particle 

spectroscopy. New heavy particles which we wish to find in the high energy colli­

sions, e.g., W', Z', heavy flavors and leptons, higgs, technicolor, and supersymmetric 

particles, have decay modes to quarks, and their branching ratios are larger than 

those of the (semi-)leptonic modes by the color factors. Thus, the hadronic decay 

channel, if identified, will be quite useful in search for these new particles. In case of 

hadron collider experiments, however, there exists a large amount of QCD multijet 

background from such processes as gluon-gluon and gluon-quark scatterings. One 

therefore has to develop a method to get rid of background gluon jets, i.e. separate 
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the quark jets from the gluon jets, to put the hadronic channel to a practical use 

in new particle searches. This thesis presents the study of fragmentation properties 

and the experimental distinction of gluon and quark jets with a method based on 

Monte Cairo's. 
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Chapter 2 

Apparatus 

2.1 CDF overview 

The Fermilab Tevatron Collider is presently the world's highest energy accel­

erator, which provides antiproton-proton collisions at the center-of-mass energy, 

-/S =1.8TeV. The Collider Detector at Fennilab (CDF) is a multi-purpose detector 

locating at the BO intersection region of the Tevatron. The detector consists of 

several components; calorimeters, tracking chambers, solenoidal magnet [36] and 

muon. It covers 360° in azimuthal angle t/J and from 2° to 178° in polar angle 

(} . The calorimeter is divided into Central region 30° ~ (} ~ 90° , Plug region 

10• ~ 8 ~ 300 , and Forward region 2• ~ 9 ~ 10• . The forward/backward calorime­

ter was 711 em from the center of the CDF detector along the beam axis. A per­

spective view is given in fig. 2.1. There are drift chambers outside the calorimetry 

for muon detection in the central rapidity region, 1'71 ~ 0. 7. The forward/backward 

muon chambers measure muon position and momentwn for polar angles between 

3° and 16• and between 164° and 177° with magnetized iron toroids. CDF has four 

tracking devices which provide information at the single particle level (see fig. 2.2). 

These are the Vertex Time Projection Chan!ber (VTPC) [37], the Central Tracking 

Chamber (CTC) [38], the Central Drift Tube (CDT) [39], and the forward Tracking 
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Chamber (FTC) [40] The VTPC surrounding the beam pipe was mounted along the 

beam direction (z-axis). The total length of 2.8 meters of the chambers assures ad­

equate coverage of the event vertices (u, "'30 em). The CTC occupies most of the 

superconducting, solenoidal 1.5 T magnet. The CTC is responsible for the accurate 

measurement of particle momenta in the central region 30° ~ (} ~ 150° . The CDT 

array located on the outer cylindrical surface of the CTC provides high-accuracy 

r-t/J-z information at the radius of 1.4 meter for tracking charged particles pro­

duced in the central region. The FTC is located outside of the Plug calorimeter to 

cover the forward-backward tracking region of 2• ~ (} ~ 10• and 170° ~ (} ~ 178• 

cone angle. The region of Pseudo-rapidity1 , Tf, subtended by the tracking chambers 

and calorimetry are swnmarized in Table 2.1. Fig 2.3 shows the schematic view 

of the solenoid system together with the other central detector components of the 

CDF. The solenoid consists of a superconducting coil, an outer support cylinder, a 

cryostat, a chimney, and a control dewar. The control dewar is placed outside the 

iron return yoke and connected to the cryostat with a chimney in order to mini­

mize the interference with the detector. The main parameters of the solenoid are 

swnmarized in Table 2.2. 

2.2 Calorimetry 

The central electromagnetic calorimeter (CEM) [41] are composed of 48 modules, 

each consisting of 31lead-scintilator layers, $tack, with the strip chamber embedded 

between the 8-th and 9-th layers, at the depth corresponding to maximum average 

transverse shower development. Each module is divided into projective towers, each 

covering 0.1 in '7 and 15° in t/J . Wavelength shifters fit into a gap between machine 

finished surface of the $tack and 3/16 in. thick steel cover plates, one on each side 

1 '1 =In tan(IJ/2) 
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for two per tower. The gap represents 4.8% of the azimuth. The total thickness of 

atack, held under 20 psi for machining, is kept to 12.6" ± 0.1" by selective insertion 

of layers of 0.01" mylar. The strip chantber defines the electromagnetic shower 

center in the lateral shower profile. This chantber system determines the particle 

hit position on the chamber plane to an accuracy of 2 mm. However, the chamber 

system does not cover the whole a.rea of wedge module. The effective region which 

the strip chamber covers in a module is !xi :$ 22.5 em in 1/> and 6.0 :$ z :$ 239.4 em 

in 8, whereas the whole range of the active a.rea extends to lxl :$ 23.1 em and 4.2 

:$ z :$ 246.0 em on the strip chamber plane. The axes x., y., and z, are defined as 

shown in fig. 2.4. 

The calibration of the CEM was determined with 50 GeV electrons and charged 

pions in Neutrino-West beam line at Fermilab, and with cosmic ray muons; for 

details, see references [42,43]. For the absolute energy calibration, all 48 wedge 

modules of the CEM were exposed to 50 Ge V electrons with a beam size of roughly 

2.5 em in diameter at the center of each tower. In order to investigate the precise 

response map of entire tower, Five out of 48 wedges were actually scanned by 50 

GeV electrons over the tower face with about 4 em spanned in both of the horizontal 

and vertical directions. A wedge module is divided into 50 x 250 cells of 1 em X 1 

em area in this scanning. The nonuniformity of the response map is defined as the 

fractional difference of the response in each cell from the overall average. The overall 

nonuniformity is 3.9%, while the uniformity at 8-boundaies and 4>-cracks increases 

typically to 5% and 7% respectively. The module-to-module and tower-to-tower 

similarity varies from 0.7 to 0.9% depending on the tower number. At the <P-cracks 

and tower boundaries, the similarity is larger, being 1.8% and 2.0% respectively. 

The response function is derived using 12 parameters for each tower. The overall 

reproducibility of the response function is estimated to be 1. 7% for the entire region 

of all towers and 1.3% for the main central region, !xi :$ 20 em and z :$ 234 em; 
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84% of the entire region. The response correction function, which is the inverse of 

the response function, is implemented from a data base and is to scale the energy at 

any point with respect to the absolute calibration constant at the reference points. 

Energy resolution for electrons centered in towers is well described by IJ(E)/ E == 

13.5%f../Esin8 (withE in GeV). The energy dependence for electrons from 10 to 

100 GeV appears to be too large by about 4% at 100 GeV. The position resolution 

of 2 mm at 50 Ge V has been achieved. Long term gain variations are monitored 

by a set of 
137 

C. sources, one per wedge, which can be moved through the module 

under remote control. Short term gain changes are also monitored by light flasher 

systems. The characteristics of CEM are summarized in Table 2.3. Details of the 

strip chantber are also listed in Table 2.4. 

The central (CHA) and endwall hadron calorimeters (WHA) l44j have cylindrical 

symmetry and cover polar angle between 30" and 150". The CHA consists of 48 steel­

scintillator with 2.5 em sampling, and WHA consists of 48 steel-scintillator with 

5.0 em santpling. Each calorimeter module is divided into projective towers, each 

covering roughly 0.1 in pseudorapidity '1 and 15" in azimuthal angle 1/> , matching 

those of the CEM which is front of it. This segmentation is fine enough that 

quark and gluon jets will normally spread over more than one tower. For each 15" 

aximuthal slice there are 24 towers in all, of which 12 are totally in the CHA, 6 

totally in the WHA, and 6 are shared. The CHA modules, covering polar an~le 
between 45" and 135". are 32 layers deep. They are stacked into {our free standing 

(;-shaped arches which can be rolled into and out of the detector. The WHA 

modules cover polar angles from 30" to 45° and from 135° to 150". They are plu~ed 
into cavities in the solenoid magnet yoke and serve as part of the flux return path. 

Fig. 2.4 shows one quadrant of the large angle CEM and CHA segmented into 12 

polar towers. Table 2.5 and 2.6 summarize various parameters of the large angle 

hadron calorimetry. 
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The end plug electromagnetic calorimeter (PEM) [45] are located at the both 

ends of the superconducting solenoid magnet. Each of the east/west calorimeter 

consists of 34 sampling layers, each of which is composed of a 2.7 mm thick lead 

sheet and a chamber of gas proportional tubes with cathode pad readout. The 

proportional layers in the calorimeter are divided into quadrants. Fig. 2.5 shows 

a isometric view of a quadrant showing the projective pad tower structure and 

longitudinal layers. The pads are ganged longitudinally into towers with two depth 

segmentations. Besides the pads, the first ten layers of the second segment have 

a strips of two types as shown in fig. 2.6. The longitudinal layer configuration is 

summarized in Table 2. 7. The anode information is intended primarily for diagnostic 

purposes, but also provides a longitudinal profile of the energy deposition for each 

sector. The entire stack of each gas modules is contained in a round disk-shaped gas 

tight vessel, in which a mixture of argon-ethene 50/50 is used, for each of the east 

and the west PEM calorimeters. The sa.m.pling fraction of PEM for a minimum 

ionizing particle is, very roughly 1/1000. It means, for example, that a 1 MeV 

deposit in a gas is interpreted as 1 GeV. 

Calibration and performance studies were carried out during 1985 in the M­

Bottom beam line at Fermilab. TheM-Bottom beam line provided secondary elec­

trons and pions in energy range 20-200 GeV with a momentum bite of roughly 

4% from ruins of an 800 GeV proton beam incident on a fixed target. The beam 

momentum was analyzed with a set of multiwire proportional chambers, which also 

tagged beam position, and a dipole magnet upstream of the test apparatus. The 

detailed setup of M-Bottom is described in [46]. 

The pad energy resolution, as seen in fig. 2.7, is approximately 3% at 100 GeV 

with 1.8 kV operation voltage. Fig. 2.8 shows the dependence of the energy resolu­

tion on the operation voltage. 1.7 kV operation voltage is determined by this plot. 

The position resolution is also measured. Figs. 2.9a and b show the pad resolution in 
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the 61-direction and ¢> resolution respectively. With 6l strips, the resolution becomes 

0.04• to 0.()6• in (J and about 0.1 • in ¢> • Table 2.8 summarizes the performance of 
the PEM. 

The plug hadron ""'•rimet., (PHA) .,...,;,., of 20 """pl;ug Ia,..,, eacl. ...,._ 

rated by 5 em steel plate. The total average number of interaction lengths is 6.5. 

The proportional chambers with the same design as the PEM are operated with a 

gas mixture argon-ethene 50/50. The transverse segmentation follows that of the 

PEM calorimeter. For each tower, the longitudinal sampling layers are ganged into 

a single depth segment. In addition, the chambers are divided into 30• sectors in 

the u;muth, ~ <ailed •t"''· Aa ;. the <Ue of the PEM, all OU>ode ......, ;, a ,;ngle 

chamber are ganged and read out giving longitudinal information from each plane 
in the 3o• sector. 

A subset of the &tack& were tested at the M-Bottom beam line, whereas the 

entire west PEM chamber was placed in the calibration beam, because of the diffi­

culty of moving PHA chamber &tack&. The forward calorimeter, contains gas-tube 

calorimeters of similar design, although the tubes are constructed using aluminum 
and fiberglass instead of resistive plastic 

The forward electromagnetic calorimeter (FEM) [47] consists of two modules 

located approximately 6.5 m from the nominal interaction point (z == 0), one to the 

forward and one to the backward. Fig. 2.10 shows a perspective view of one half of a 

calorimeter. Each forward/backward calorimeter which is roughly 3 m on a side and 

1 m deep has 30 sampling layers of proportional tube arrays interleaved with lead 

absorber panels. The longitudinal layers were ganged into twa depth segments, both 

of which are 15 layers thick. One side of each chamber in the calorimeter consists of 

an aluminum channel plate which forms three Walls of the 124 proportional tubes. 

A cross sectional view of a chamber is shawn in fig. 2.11. Each pad subtends 0.1 

..uta or""""'""""'"" • orul s• of ciouthaJ - >1 • The "'""" - .., ,._ 
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vertically and are ganged together in 5 sectors per chamber. 

The measured energy response of the forward/backward calorimeter at the M­

bottom beam line is linear up to 160 GeV and measured energy resolution is (25.4 

± 0.7)%../E+(0.47 ± 0.01)%. The position resolution varies between 1 mm and 

4 mm depending on location in the calorimeter. The calorimeter offers good e/1r 

discrimination, where typically the pion misidentification probability is less than 

0.5% with the electron identification efficiency greater than 90%. 

Each of the forward/backward hadron calorimeters [48] were segmented into 

four independent sections which are each composed of 27 steel plates and 27 ion­

izing chambers. The cathode surface of each of the ionization chambers has been 

segmented into 20 bins in pseudo-rapidity (D.TJ = 0.1) and 18 bins in azimuth (D.¢ 

= 5°). It consists of 20 layers of chambers separated by 5 em thick iron plates, and 

is completely shadowed by the FEM. 

High voltage is distributed to the anode wires using a system developed for 

CDF gas calorimeters. CAMAC controlled bulk supplies are located in the CDF 

counting room and feed distribution cards which are located in RABBIT crates 

in the collision hall. The HV distribution cards have 20 channels which provide 

high voltage to individual chambers. Each charmel has its current monitored and 

is controlled by a high voltage relay. The status of the high voltage system is 

continuously monitored by the CDF alarms and limits system. 

2.3 Tracking chambers 

The VTPC, which is eight separate time projection chambers, mounted end to 

end along the beam axis, covers a very large wide range in polar angles (3.5° ~ (J ~ 

176.5°) to determine overall event topology and provide z-vertex information. The 

z-resolution depend on the polar angle (J averaged over the drift length. For 90° 

tracks the z-resolution 420 p.m , rising to 1100 p.m at 11 •. Two VTPC modules are 
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shown in fig. 2.12. Adjacent modules have a relative rotation angle of ¢a = tan-10.2 

about beam axis to eliminate inefficiencies near octant boundaries and provide 

tP information from small angle stereo. Each module has a center high voltage grid 

that divides it into two drift regions. At the end of each drift region are proportional 

chamber octants. An octant consists of a cathode grid followed by a plane of field 

shaping wires. A summary of VTPC parameters is given in Table 2.9. Since all 

particles from pp interactions that are detected by the calorimeters and the other 

tracking chambers first pass through VTPC, the entire VTPC system must be very 

thin in terms of radiation lengths. 

The CTC is a wire chamber with 84 layers of sense wires arranged into 9 super 

layers. Fig. 2.13 shows the end view of the chamber which is a cylinder of diameter 

2 760.0 mm and length 3 201.3 mm. The five axial layers where 12 wires are parallel 

to the beam axis are interleaved with four stereo superlayers in which the angle 

between the sense wire and the beam axis alternates between ± a•. The CTC's 

mechanical specifications are given in Table 2.10. The resolution of a stereo wire in 

the z-coordinate, is expected to be approximately 0.2mm/ sin3• = 4 mm, equal to 

the position resolution of the CTC. The double track resolution is expected to be 

~ 5 mm or 100 ns. A further requirement is that the position information from the 

tracking should match the position resolution of the calorimetry. Stereo wires with 

a resolution of 3 to 4 mm meet this requirement. The performance specification for 

the CTC is summarized in Table 2.11. 

The CDT arrays just inside the coil will provide a r - ¢ - z space point for 

particles in the range of polar angles between 45• and 135• with respect to the 

beam direction. The CDT operates in the limited streamer mode to obtain the 

maximum possible z-resolution, u ~ 0.1 %L ~ 3 mm. For the identification of muon 

candidate in the central region (ITJI ~ 1.) as the trigger, the CDT is also required 

r-¢- z information: u ~ 1.0%L, u ~ 1 •. The CDT array consists of three layers 
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of drift tubes which are 3 m long, 12.7 mm outer diameter as shown in fig. 2.14. 

Tracking of charged particles in the r- z view of the CDT array accomplished via 

charge division along the anode wires; drift-time measurements in the r-¢> view. 50 

Jl.m diameter anode wire is supported near the center (in z) of the tube by a Delrin 

collar in order to reduce the electrostatic deflection. 

The FTC covers the forward/backward regions (about 2 units of rapidity). 

Fig. 2.15 shows 72 wedge shaped cells of an FTC. The chamber contains planes 

of anode and field shaping wires that alternate with planes of cathode strip. Each 

plane of anode and cathode is 5° cell, where 50 Jl.m diameter sense wire and 150 

Jl.m diameter field shaping wires are strung approximately along the radial direction 

(normal to the beam axis) as shown in fig. 2.16. There are 84 strips which are 25 

Jl.m thick and 6 mm wide on each side of a cathode plane. Some of the mechanical 

specifications of the FTC are summarized in Table 2.12. At the 1987 run, the FTC 

was operating with high tracking accuracy of 140 Jl.m per wire and multitrack reso­

lution of 2-3 mm The double track can be identified if they are separated by at least 

1 mm. 15 charged particles on the average were observed in both forward/backward 

direction. 

2.4 Muon chambers 

There are two muon detectors [49,50] at the CDF for muon detection. The central 

muon detector (CMU) which covers 50° ~f)~ 140° is located around the outside 

of the CHA at the radial distance of 3470 mm from the beam axis. The CMU is 

segmented in ¢> into 12.6 wedges which fit into the top of each central calorimeter 

wedge as shown in fig. 2.17. Each CMU wedge is further segmented in¢> into three 

modules. Each of them consists of four layers of four rectangular drift cells. A 

stainless steel resistive 50 Jl.m sense wire is located at the center of the cell. 

At the cosmic ray test, the CMU chambers give adequate resolution in the drift 
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direction of u = 250 Jl.m (¢>direction) and an rms resolution along the sense wire of 

1.2 mm (z direction) [49]. Charge division is used to obtain the position of a track 

along the sense wire to reduce the number of electronics channels to enable readout 

of the chambers to occur at one end of the chamber only. 

The forward muon detector (FMU) consists of a pair of magnetized iron toroids 

instrumented with three sets of drift chamber and two plane of scintillation counters. 

The FMU toroid magnets which are 7.6 m o.d. X 1.0 m i.d. x 1.0 m wide provide 

an azimuthal field of 1.8 T at a radius of 2.0 m in the steel. The field varies from 

2.0 T at the inner radius to 1.6 T at the outer radius. Particle displacement due to 

the fields gives the momentum resolution of 13%. 

Fig. 2.18 shows elements of the FMU detector plane. The plane form a 24-sided 

figure with each wedge-shaped detector subtending an angle 15• in azimuth. The 

drift chambers come in three different sizes depending on their distance from the 

beam crossing. The drift velocity in a 50/50 argon-ethene mixture is 5.0 em/ Jl.S and 

a position resolution of 130 Jl.m has been achieved in a test beam. Each wedge of 

scintillation counters is 3.3 m long and x 1.0 m X 14 em at the large and small 

ends respectively as shown in fig. 2.18. The detection efficiency of the counters has 

been measured to be grater than 99.5% over their entire surface. 

2.5 Beam-beam counter 

The Beam-Beam Counter (BBC) [51] consist of two planes each with 16 time-of­

flight scintillation counters, one to the east and one to the west of the interaction 

region. The east and west modules were placed at the forward and backward posi­

tions of 581.6 em (19.4 nsec) from the nominal collision point (Z = 0.), respectively. 

These 16 counters were divided into four types depending on the size of the counter 

and on the phototube attached, as shown in fig. 2.19. Each type counter covers 

approximately equal range in pseudorapidity tl.17 = 0. 7 . The BBC system as a 
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whole covers the region 3.2 < 1"11 < 5.9 . 

The BBC are useful in finding the interaction point, which is necessary because 

the bunch size at the Tevatron is expected to have u "' 30 em. With a timing 

resolution of 200 psec, the BBC can be used to localize the interaction point to 

with in 10 em at the trigger level, and also provide the tracking chambers with an 

accurate measure of the interaction time. 

2.6 Data Acquisition 

2.6.1 Overview 

The Data Acquisition System (DAQ) for CDF consists of the following compo­

nents: Redundant Analog Bus-Based Information Transfer (RABBIT), FASTBUS 

and VAX computer clusters. The RABBIT system (52] was developed to handle 

about 60 000 analog readouts with large dynamic range from calorimeters. The 

FASTBUS network (53], which contains the digital readout system for tracking 

chambers, coordinates the timing and transfer of data from the RABBIT and trig­

ger system into the VAX. CDF uses MX scanners [53] to access RABBIT systems 

and SSP scanners [53] for tracking systems. The data are then stored on the mag­

netic tapes. The information on "run-condition" such as highvoltage and magnet 

current is stored in databases. The results of calibration performed periodically 

are also stored in databases and the parameters calculated are downloaded to the 

scanners to correct the data online. 

2.6.2 Trigger 

CDF has the multi-level trigger structure (Level 1,2 and 3) to select events re­

ducing the taking rate to the one event' per second so that Tape-Drivers can handle 

it. The Levell [54] first require the BBC coincidence to reject the beam-gas events. 
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The additional condition such as large energy deposition in calorimeters and miss­

ing energy are required. We describe the calorimeter trigger of Level 1, because 

they are responsible for the data used for this analysis. The Level 2 jet clustering 

was also described at the end of this section, although Level 2 was not functional 

during the 1987 collider run. 

The central calorimeter consists of projective towers of 15" width in ifJ and a 

width of 0.1 in 'II • This projection geometry is preserved in the trigger, but to 

reduce the number of signals, four photomultiplier signals are summed together to 

produce logical trigger towers with a width of 0.2 in 'II and 15" in ifJ • This summation 

is done on a FASTBUS card called the Tubesum (54]. The gain of the front end 

electronics has been adjusted so that, for central calorimeters, a 100 GeV energy 

deposition in the center of a tower gives -1 V out of the Tubesum. 

The gas calorimeters, which have finer azimuthal segmentation, are also summed 

into logical trigger towers of 6.ifJ = 15" and t..,., = 0.2. In this case, however, the 

summation is done at the detector on the front end amplifier cards. After summation 

into trigger towers, the signal are sent to the trigger counting room via cables. Gas 

gains are adjusted such that a 50 GeV transverse energy E1 deposition produces 

-1 V at the trigger. The discrepancy between central and gas calorimeter gains is 

compensated for by the Receive and Weight (RAW) cards (54] in the trigger system. 

Eventually, entire detector is represented by 42 in ifJ x 24 in 8 trigger towers. 

All trigger towers, both electromagnetic and hadron, above a single tower threshold 

are summed and compared to the total E1 threshold, which was set to one of four 

values: 20, 30, 40, or 45 GeV for the 1987 run. At the Level 2, the trigger towers 

are clustered by hardware using as follows. It starts by finding the seed trigger 

towers above a seed threshold and then gathering energy of adjacent towers above a 

single trigger tower threshold. Here electromagnetic and hadron towers are treated 

separately, and merging is not made at all. Typical thresholds of cluster E1 are 20, 
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40 or 60 GeV, and multijet triggers are also included. 



Chapter 3 

Event sample 

3.1 Jet reconstruction 

The parton fragmentation process with the subsequent deposition of single par­

ticle energies into the towers of the calorimeter creates the typical jet structures 

observed in collisions producing high transverse energy. We therefore use the en­

ergy information on calorimeter towers to reconstruct a jet, but the assignment of 

towers to the jet is not unique. Currently four different algorithms [55J are available 

in the CDF; CLUST2, CLUST3, JETCLU, and CLUST4. 

Roughly speaking, the CLUST2 and the CLUST4 are neighbor searching "clus­

ter algorithm", while the JETCLU and the CLUST3 are "cone algorithm". The 

cluster algorithm combines contiguous regions of energy around the highest E
1 

tower, with the requirement that the energy be monotonically decreasing. The 

energy collection of the cluster algorithm is usually limited to the core of the jet, 

i.e., low energy {under the tower threshold energy) towers may not be connected to 

the jet cluster. The founded clusters are therefore merged if they lie within a merg­

ing radius in q-¢> space. This merging process, which improves energy collection, 

are contained in both CLUST2 and CLUST4, but with slightly different schemes. 

A priori cone algorithm, which is often called "window algorithm", assigned all 
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energy deposits in a rectangular window to the jet. It has been used in a trigger 

processor at some experiments (f.i. UA2) because of its easy implementation and 

very fast execution time. The rectangular shape of the windows does not reflect 

the expected approximate rotational symmetry of the energy flow around the jet 

axis. The current cone algorithm uses a cone instead of a window to collects the 

energy. The cones have a circular cross-section in the "' - ¢> plane to account for 

the distortion expected form the Lorentz transformation. The JETCLU employs 

a fixed cone, while the CLUST3 uses variable cone sizes, i.e. the radius R varies 

with calculated cluster E1• This is due to the expected picture of jets that the jet 

are more collimated as the jet E1 grows. In general, the cone algorithm exhibits 

shaper space distinction than the cluster algorithm based on interconnected tower 

structures. As mentioned before, merging clusters however improves the sharpness 

of the cluster algorithm, and consequently, it has been difficult to determine which 

algorithm is better. Moreover, it is impossible to do full justice to all algorithm 

because of a lot of parameters, such as merging radius, cone-shrink ratio, etc, which 

can be tuned. In fact, there are no striking difference between four jet algorithms 

as shown in Table 3.1. For this analysis we have choosen JETCLU, because the 

procedure is applied to group the particles together in order to form the experi­

mental definition of a jet tracks. This procedure employs the fixed cone around 

the centroid of a jet determined by the jet algorithm. The JETCLU is thus most 

closely related to the track association procedure. The next subsection describes 

more details of JETCLU. 

3.1.1 JETCLU 

The JETCLU starts by making a list of all the towers with an Et greater than 

some threshold, called Et..... A second list containing candidates for clustering is 

made of all towers above a second threshold Etcand· At the present the default values 
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of Et, .. d and Etcond are 1 GeV and 0.1 GeV, respectively. Precluster are formed 

from combining all touching seed towers, which are required to have continuously 

decreasing tower E1• If the total E1 of a precluster is larger than 2 GeV, it is 

used as a starting point for clustering. The clustering is performed using true 

tower segmentation without ganging 1 towers used in preclustering. A fixed cone 

in TJ- ¢> space of radius R is formed around the centroid determined from the E1 

weighted centroid of the precluster. The candidate towers in this cone are merged 

into the cluster and the centroid is recomputed. Again, all candidates inside the 

cone around the new centroid are merged in. This process is iterated on until the 

tower list remains unchanged. The actual cone size used in the analysis is 0.7. 

Two cluster overlap could be occur, because the cluster was formed without 

regard to the possible presence of others. This overlap problem is handled as follows. 

If one cluster is completely contained in another, the smaller one is dropped. If the 

towers have some finite overlap, then an overlap fraction is computed as the sum of 

the E1 of the common towers divided by the E1 of the smaller cluster. If the fraction 

is above a cutoff (default is 0.5) then the two clusters are combined. If the fraction is 

less that the cut, the clusters are kept intact, and the energy is divided up between 

the clusters, based on the proximity of the towers to the centroid. After the energy 

has been divided up, the centroids are recomputed. This tower re-shuffiing process 

is iterative, and ends when the tower lists remain fixed. 

3.2 Jet to parton correction 

This section describes the jet energy correction. We start with the definition of 

the 4-vector of the jet cluster found by the jet algorithm. Each tower of calorime­

ters in the cluster is treated as a. massless particle (tower-particle) with all energy 

1 In the preclustering, the gas calorimeter towers are ganged together in groups of three in t/> to 

correspond to the central segmentation. 
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assumed to be deposited in the tower center. The polar angles of the electromag­

netic and hadronic towers which have the common tower index are given separately, 

because the event vertex is different from the exact center of the calorimeter, while 

the azimuthal angles are common. The cluster momentum and energy are then cal­

culated as the vector sum and the scalar sum of both electromagnetic and hadronic 

tower energies, respectively, and the jet has a finite mass as a result. 

The measured 4-vector of the jet is generally not equal to that of the parton 

from which the jet comes. This is the result from both instrumental and physical 

effects such as low energy non-linearities, TJ crack energy losses, underlying events 

and clustering. One can estimate these effects comparing the real data with the 

Monte Cairo and detector simulations2 with the same jet algorithm. Measuring 

the TJ dependence of jet transverse momentum P, response from the calorimeters 

provides a "response map" [56], which allows us to correct the jet 4-vector. We 

are however aware of the difficulties to correct the jet back to the primary parton 

exactly, because the partons produced far off mass-shell generate showers as men­

tioned in Chapter 1.3, and consequently the final state includes multi partons. We 

thus generated events with Isajet Monte Carlo event generator, in which the gluon 

radiation was turned off. The generated events shows rather clean dijet structures, 

allowing us to associate each particles with its parent parton in an unambiguous 

way. In addition, we correct the jet back to the final particles the parton fragmented 

into instead of the parton itself, thereby minimizing the inherent uncertainty of the 

Monte Carlo (e.g. energy non-conservation in Isajet ). 

2see seetion 3.5 
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3.3 Event selection 
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The goal of the analysis is the experimental distinction of gluon and quark jets. 

It is therefore needed to prepare a gluon-rich and a quark-rich sample. We choose 

the dijet events as the gluon-rich sample, because the dominate dijet final state is 

gluon-gluon at the CDF energy, while for the quark-rich sample, we take the "/'+jet" 

events, in which the direct photon associated with jet is produced. Fig. 3.1 shows 

theoretical prediction of the fraction of the final state gluon in the samples, dijets 

and /'+jet events. Here the calculation of the dijet cross section is of the lowest 

order QCD only, but it includes the higher order QCD contributions to the cross 

section of -y+jet (i.e. gluon-gluon fusion, see fig. 1.2); the used structure functions 

are EHLQ [6) and Duke-Owens [7) with A= 200 MeV. The production of the quark 

jet associated with the direct photon, for instance at Et = 20 GeV, is dominant by 

about one order of magnitude compared to the gluon + 'Y production. When going 

to higher E, (i.e. 60 GeV), the gluon fraction in the ')'+jet events increases up to 

about 30%, whereas that in dijet events decreases down to about 70%. 

3.3.1 Dijet events 

The data were taken from the 1987 runs which were triggered by the calorimeter 

trigger described in Chapter 2.6.2. The integrated luminosity contained in these 

runs is approximately 26 nb-1 • The data were fully reconstructed with the version 

4.4 tracking and clustered using the JETCLU with a cone size R of 1.0. We require 

the energy centroid (jet axis) of the leading and next to leading jets to be in the 

central region 1'11 < 0.8, and call them "central-central" jets. In order to remove 

trigger inefficiency bias [57), the sum E, cuts were then placed on central-central jets 

at 36, 48, 56, and 60 GeV, depending on the hardware sum E, thresholds, before 

jet energy corrections mentioned in the last section was made. 
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At this stage, the events passed the above preliminary cuts are reclustered by 

JETCLU with R = 0.7 and their energies are corrected by the response map de­

scribed in section 3.2. To insure that the jet is well contained in the central calorime­

ter avoiding non-uniform regions such as the 90° crack and boundaries between the 

central and plug calorimeters, we require at least one of the two leading jets with 

0.1 < 1'11 < 0.7. The two leading jets are further required to be within 25• from 

back-to-hack configuration in q, according to the expected dijet structure. 

For the track association, we first boost the events to the longitudinal dijet 

center of mass system using the corrected 4-vectors of the jets. In this Lorentz 

transformation, the masses of all charged particles are assumed to be equal to the 

pion mass. In the dijet rest frame, a cone is formed around the jet axis. This cone 

is defined by a minimum pseudorapidity with respect to the jet axis, '7.1.., as opposed 

to the R used for the clustering of calorimeter towers. The tracks within the cone 

are selected as jet particles, but tracks with poor quality are removed by requiring 

three-dimensional reconstruction capability and other quality cuts such as impact 

parameter or delta-z cut [58). For 1987 data, we also exclude these jets whose axis 

are in the region, -24° :5 q, :5 35• and 188° :5 q, :5 247° (Dead Region± 20°) 

because of the dead cells in the CTC. 

3.3.2 -y+jet events 

Events were selected from 1989 data which were triggered by "Photon-10" and 

"Photon-23"3 , and are required to have an isolated electromagnetic (EM) cluster 

and one jet in the opposite hemisphere (± 25° in q, ) in the central region. All data 

have been completely preprocessed, which means that the calorimetric and tracking 

information has been fully reconstructed (including energy scale correction, version 

5.1 tracking, clean up, etc.). 

S<fhey require at least one EM cluster with E1 > lOGeV and E1 > 23GeV, respectively. 
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We start with the photon identification. Since a true single photon energy 

deposition is well localized in a single tower of central calorimeter, we require the 

lateral shower sharing variable LSHR<0.2 [59). LSHR is a CEM 3-tower isolation 

characteristic obtained from a trajectory4 and fitted lateral profile for EM showers 

to the observed tower sharing in the CEM calorimeter. In addition, the events are 

filtered by isolation requirement: 

E, • .,.. - E,., < 0.15 , 
Io.7 = E,., - (3.1) 

where the E,., and Etcon• are the total transverse energy of EM cluster5, and that 

within a cone6 in.,-¢> space of radius R = 0.7, respectively. The shower profile of 

the single 'Y is different from that of more than two 'Y's coming from the decay of 

1r
0 /'T/ particle. The following strip chamber requirement therefore allows, to some 

extent, one to distinguish 'Y from 1r
0 's and 'T/ particles: 

x! = 0.5 x (x!1.;p + x!; •• ) ~ 4, (3.2) 

Here X~trip and x!;,. are the fit chisquared values derived from central strip chamber 

shower profiles in wire and strip views, respectively; we use the average value of 

the two. Both strip and wire clusters are also required with approximately equal 

energies; i.e. 

(3.3) 

The fitted cluster centroids are further required to be well within the active region 

of the chamber: 14 em< iz.i < 217 em and lx.l < 17.5 em, where z. and x. is the 

local coordinate system of the chamber (see Chapter 2.2 ). The hadronic-to-EM ratio 

(H/E) of the energy in the cluster is required to be less than 0.055 + 0.045 · E /100; 

4The trajectory is defined by the event vertex and strip duster coordinate. 

5The energy of hadronic components is not included. 

6The cone is formed around the centroid of the EM duster. 
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E is the total (Hadronic+EM) cluster energy. Finally we require no track pointing 

at the towers in the cluster. 

In the next section, we present a number of observables. Let us here describe 

the coordinate system in which we handle them. In the longitudinal dijet rest frame 

or photon-jet rest frame, we define the z' axis along the jet direction, and the y' 

axis along the direction of Pbearn X i', where Pbearn is the 3-vector of the proton, 

and i' is the unit vector along the z' axis. Here the jet direction is determined 

by the centroid of the calorimeter energy deposit. For each jet, we calculate the 

transformation matrix, which transforms all particle 3-vectors on the CDF global 

coordinate system into that on x' -y' -z' local coordinate system of the jet. We further 

boost the particles into a single jet rest frame, i.e. the center of mass system ( CMS) 

of the jet itself, which is determined by taking internal invariant mass of the jet 

and its momentum. By this transformation, the x' and y' components of particle 

momentum are not changed. 

3.4 71"
0 / r ratio in photon candidates 

As shown in fig. 3.1, the gluon fraction for 'Y +jet events is very low, but that 

for the photon candidates in the real data is expected to be higher because of 

significant 1r
0 /'Tl contamination. In the case where most of the momentum of the 

parent parton is carried by a single neutral particle such as 1r
0 or .,, the parton 

is sometime misidentified as a single photon. The dominant background to single 

photons are 1r0 's, and the background from 'T/ -+ 37r0 and 'T/ -+ 2'"( are rather small. 

We therefore estimate 1r
0 background using the average strip x! distribution as 

follows. 

We first generate 1r
0 with random angles and simulate the strip chamber re­

sponse by the Monte Cairo which incorporates the test beam electron response. 

The distribution of x! for the simulated 1r
0 's is then calculated. The distribution 
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is normalized so that the ?r0 data is equal to the high x2 (4 < x! < 25) tail of 

the distribution for real data selected as direct photons without x! cut. Here we 

assume that the backgrounds are correctly modelled by single 1r
0 's. We shall call 

direct photon data with x! greater than 5 "11"0 candidate" and denote it with the 

letters 1f~nd• and also denote photon candidate with x! less than 4 with the letters 

'Ycond· 

Fig. 3.2 shows the x! distributions for direct photon data together with the 

distributions scaled for a 1r0 background contribution for four Pt intervals. As men­

tioned before, strip chamber x! cut allows one to distinguish 'Y from 1r
0 by means of 

flag indicating one 'Y versus two 'Y showers. However at high E,. the x! cut becomes 

useless, because photons from the decays coalesce with Et and accordingly hit the 

same strip and wire in the strip chamber, and is consequently misidentified as a 

single photon. On the other hand at rather lower E,. the x! cut again become 

useless, because the opening angle between two photons from the decays is so large 

that they make completely separated strip clusters and each of them is identified 

as a single photon as a result. 

As mentioned before, 1r0 +jet events are provided by the case where one of the 

two outgoing partons fragments into very hard 1r
0

• There is no reason to believe 

the gluon fraction of a handful of special case like this is equal to that for common 

dijet events. To check this, we generate a large amount of dijet events with Herwig, 

and make two sets of events; in which a) one of two partons fragments into 1r0 with 

the momentum fraction z > 0.7, and b) 1r
0 with z > 0.8 is produced. We notice 

that the gluon fraction for 1r
0 +jet events is less than that for dijet by about 10%. 

We also notice that the second case where z > 0.8 shows lower gluon fraction than 

the first case. 

From the results shown in fig. 3.1 and fig. 3.3, i.e. the predicted gluon fraction 

for 'Y +jet events, Fg(-r +jet), and 1r0 +jet events, F9(1r0 +jet), and the 'Y fraction 

38 CHAPTER 3. EVENT SAMPLE 

('"f/11"0 ratio) in the photon candidates, F-y, we may derive the gluon fraction in the 

real 'Ycond+jet events as follows: 

F9( 'Ycond +jet)= F6('y +jet)* F-y + F9( 1r
0 +jet)* (1 - F-y). (3.4) 

In fig. 3.4 we show the resulting gluon fraction as a function of jet Et. The data 

points are limited in the region below Et = 30 GeV because of the difficulty in 1r0 

rejection. 

3.5 Monte Cairo sample 

Since the analysis is strongly based on Monte Carlo's, we describe how to make 

Monte Carlo samples for gluon and quark jets in this section. We first produce quark 

and gluon jets in QCD 2-+ 2 processes at ..jS =1.8TeV, by using event generators, 

Herwig and Pythia. According to the two outgoing partons, the generated events 

are divided into two groups, quark and gluon samples. Here quark sample was taken 

from processes whose final states composed of two quarks, while gluon sample was 

from outgoing gluon-gluon processes: q g-+ q g process is not used. 

In CDF three different detector simulation programs with different functions 

are available. The GEANT is useful for extrapolating detector performance to 

regions not measured in test beam, but is actually not used to simulate full events 

because of its extreme CPU requirements. A full detector simulation CDFSIM, with 

detailed modelling of detector geometry, materials, and interactions, is suitable 

for modelling physics signal, but also requires much CPU time. A fast detector 

simulation QFL [60] runs about ten times faster than CDFSIM, and is therefore 

useable for producing a high statistics sample. The calorimeter simulation within 

QFL incorporates a more realistic7 version of the CDF geometry modelling the 

energy sharing between phototubes as in CDFSIM, includes a natural model of the 

7The original QFL used a spherical model of the detector. 
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TJ cracks, tunes the calorimeter response for low energy pions on 1987 test beam 

data. For the tracking simulation, CDFSIM generates raw data, i.e. track-chamber 

hits, and then applies true pattern recognition, whereas QFL does not simulate raw 

data. However QFL does correctly model the momentum resolution with Gaussian 

fluctuation and simulate the effects of tracking pattern recognition: Moreover we 

can impose CTC track-finding efficiencies such as double-track resolution onto a 

QFL output bank. Hence the generated events are processed through QFL for 

detector simulation. 

Next we reconstruct events in the same way as real data: The simulated events 

are clustered by JETCLU with the same parameters. The events are further divided 

into four samples, depending on the jet transverse energy E1; 10-20,20-30,30-40 

and 40-50 GeV. In each E1 range, 2000(quark)+2000(gluon) jets are finally pro­

duced. We shall call them "reference" jets. 
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Chapter 4 

Analysis 

4.1 Moment analysis 

As was mentioned in chapter 1.5.2, some observables such as multiplicity, a jet 

angular width, etc., have been pointed out to show differences between quark and 

gluon jets. In this analysis, however, we do not try to find ad hoc variables which 

are more sensitive to the differences between the parton ancestors. Instead, we take 

a systematic approach of analyzing the momentum distribution (the fragmentation 

function) of charged particles in a jet by using the method of moment analysis. It is 

motivated by the fact that a function (the momentum distribution function in a jet 

in this case) of variables (the momenta of charged particles here) can generally be 

expressed by their moments as defined by the Mellin transformation. More terms 

of different orders reproduce the function more precisely. The moments of different 

orders in general are not mutually independent as probability variables. Considering 

the computer CPU time in the analysis on the one hand, we take about 30 variables 

in the present treatment. 

The variables which we choose are mainly divided into two classes: one is the 

m-th power of the momentum, summed over all particles, which we call the "me-

41 
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chanica! moment"; .. .. 
"£(p,.fM)m and "£(Pti/M)m . (4.1) 
i=l i=l 

where the term (pi/Mr represents the m-th power of the normalized momentum 

of the i-th charged particle, n is the total number of charged particles in a jet, and 

M is the jet invariant mass. The suffix l and t indicate the momentum components, 

longitudinal and transverse to the jet axis respectively. The other is the m-th power 

of the momentum multiplied by the electric charge of the particle and summed over 

all particles, which we call the "electric moment"; 

.. .. 
"£Ci(Pii/M)m and "£Ci(PtifM)m. (4.2) 
i=l i=l 

where ci is charge of the i-th charged particle. 

In this analysis, the moments defined by eqs. ( 4.1) and ( 4.2) are calculated in the 

jet rest frame which is obtained, as mentioned earlier, by the Lorentz transformation 

along the jet axis. The reason why we try this coordinate system is that the moment 

variables thus defined are Lorentz invariant and are expected to be less energy 

(mass in this system) dependent. In this treatment, however, a certain ambiguity 

is introduced for the definition of moments, because we usually have soft particles 

in the lab system about which we do not know whether they belong to the jet or 

to the underlying event. The soft components do not give substantial effects in 

the determination of the jet CM system, but they acquire large backward momenta 

by the Lorentz boost to the jet CM frame, giving non-trivial contributions to the 

values of moments. In order to remedy this flaw, we take sums only over particles 

whose momenta lie in a forward hemisphere of the jet CM momentum space. 

The choice of variables to form a set is somewhat arbitrary. Here we take a 

variable set with integers, m = -3,-2,-1,0,1,2,3,4, for powers of moments as 

shown in table 4.1. The negative power means that we deal with the inverse of the 

momentum instead of the momentum itself, and the 0-th power corresponds to the 

multiplicity of charged particles. By the uncertainty relation, the higher positive 
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moments provide information about the inner part of the jet in the ordinary space, 

while the higher negative moments about the outer part of the jet. In addition to 

the moments, we take three more measures; a) the ratio of the electromagnetic (EM) 

calorimeter response to the total (EM+HAD) calorimeter response (EM/TOTAL), 

b) the "asymmetry" and c) the "oblateness" of a jet. The asymmetry and the 

oblateness are measures about the non-uniform momentum distribution around the 

jet axis. For each jet, we calculate a tensor, 

n 

Tz1r' = LP~z'• 
i::l 

n 

TrJJ' = TJJ'z' = LPix'PiJI'' 
i=l 

n 

TJJ'JJ' = LP~y'' 
i=l 

(4.3) 

where the axes x' and y' are in the plane perpendicular to the jet axis ( z-axis ). The 

asymmetry is defined as 

A= Tvv - Trr , 
T~'~' + Trz' 

(4.4) 

where the x' axis is in the jet production plane and the y' axis is in the direction 

perpendicular to it. The oblateness 0 is defined by eigenvalues d1 and d2 (dt > d2) 

of the T-tensor of eq. (4.3) as 

0 = dt-d2. 
dl +d2 

(4.5) 

Finally we take into account the momentum correlation between two particles 

by defining the following variables: 

c+ 
c_ 

L{(p;- p;)2}/{np(np -1)} and 
i,j 

2:{(p;- P;t2 }/{np(np -1)}, 
i,j 

(4.6) 

where each of the sums runs over all pair of jet particles: np is number of possible 

pairs and pis the particle 3-vector. 
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4.1.1 Moment distribution 

In this section, we discuss the moment distributions for quark and gluon refer­

ences. Also presented are the results of comparisons between the observed and the 

reference Monte Carlo (Pythia and Herwig) dijets. 

Fig. 4.1 shows several distributions of the mechanical transverse moments in the 

logarithmic scale. These moments are calculated from the particle momenta trans­

verse to the jet axis. Both distributions for references and real data are normalized 

so that the integrations of the distributions over the entire moment range are unity: 

1 Pq(x)dx = 1 P9 (x)dx = 1 P,(x)dx = 1, (4.7) 

where Pq(x), P9 (x) and P,(x) are distributions of a moment x for quark/gluon 

samples and real data, respectively. In the plots of negative power moments (i.e. 

-3rd, -2nd and -1st), gluon distributions peak at larger values than the quark 

distributions, whereas for positive power moments, gluon peaks are at smaller value 

than quark ones. It implies that the gluon jets are "fatter" than the quark jet. We 

also show the distributions of the "electric" transverse moments in fig. 4.2. These 

distributions show similar trend that gluon jets have larger values in the ordinary 

space (i.e. larger negative moments). 

In the same way, the mechanical/electric longitudinal moments are calculated 

from longitudinal components of particle momenta. The resulting distributions for 

the mechanical and the electric moments are shown in fig. 4.3 and 4.4, respectively. 

In these figures, the gluon jets have larger values of the positive power moments 

(i.e. 4th, 3rd, 2nd and 1st), and smaller values of the negative power moments than 

quark jets. This means that fragments of quark jets are "harder" than that of gluon 

jets. 

From figs. 4.1-4.4, we conclude that gluonjets are broader and contain more soft 

particles than quark jets: Hadrons from a quark are harder and more collimated 

than those from a gluon. We notice that the real dijet data overlap with gluon 



4.1. MOMENT ANALYSIS 45 

reference almost completely, although the dijet sample should contain quark jets 

with the approximately 20% fraction at low E1 (10 GeV) and 30% at high E1 (50 

GeV), according to the QCD prediction shown in fig. 3.1. We hence conclude 

that current fragmentation models underestimate the differences between gluon 

and quark jets, compared to what really is, i.e., the real gluon jet might be softer 

and broader than the Monte Carlo predictions. On the other hand, discrepancies 

between two Monte Cairo generators are small, namely, both fragmentation models 

give similar predictions. This is understandable, because they are based on the 

same color-flow scheme as described in Chapter 1.4. 

In fig. 4.5, we show the oblateness and the asymmetry. These two variables are 

defined in the dijet rest frame. The discrepancy of asymmetries between gluon and 

quark jets is less clear in the plot, while the oblateness plot shows that quark jets 

are more oblate than gluon jets. However, we should note here that the oblateness 

strongly depends on the charged multiplicity as shown in appendix B. As the mul­

tiplicity decreases, the jet has more chances to look oblate. The quark jet has lower 

charged multiplicity than the gluon jet as shown in fig. 4.6. Thus we cannot simply 

conclude here that quark jets are oblate than gluon jets. A contiguity motivation 

for the study of oblateness is that gluon polarization due to its spin may result in 

the oblate distribution of the final hadrons (see Appendix B). The present analysis 

is however too far to draw a conclusion about this problem. 

Finally in fig. 4.6, we show the electromagnetic (EM) fraction of jets. We see 

that the gluon jet has a larger EM fraction than the quark jet: Fragments of the 

gluon jet have more chances to shower in the EM calorimeter. Since the EM fraction 

increases with number of produced 1r
0 's in a jet and the gluon produces more 1r

0 's 

than the quark because of its neutral charge, it is reasonable that the gluon jet 

gets a larger EM fraction. The correlation variables C+ and C_ are also shown in 

fig. 4.7, but both gluon and quark data are distributed very likely. It is difficult to 
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judge the parton ancestor on the basis of c+ and c_, hence we decided not to use 

the correlation variables for the quark/gluon separation now. 

4.2 Quark/ gluon likelihood 

Quark vs. gluon likelihood is calculated as follows. Let us denote the i-th moment 

by X; (i = 1,2, ... ,n), and its distributions for quark and gluon sets by p~il(x;) and 

~il(x;), respectively. A measure of the degree with which a jet with a moment x; 

is more likely from a quark than from a gluon is the log-likelihood L;(x;), defined 

by 

[
p(il(x;)] 

L;(x;) = ln pji)(x;) ' (4.8) 

where the integrations of the distribution functions over x; 's are normalized to 

unity (see eq. (4.7)). The next question is how to integrate the information on the 

likelihood L;'s obtained from individual moments to get a "global" likelihood. If the 

moments x; 's are mutually independent probability variables, the global likelihood 

is a simple sum of L; 's. The distributions of moments are actually not independent. 

For simplicity of the treatment, we shall here take an equal-weighted sum, but also 

introduce one scale parameter to represent the effect of correlations among variables. 

Thus in the present analysis, the global likelihood is defined by 

n 

L' = A E L; = AL ' 
i=l 

(4.9) 

where A is a scale parameter. We will denote the difference of the means of L ( L') for 

quark and gluon reference jets by .6. (.6.'), and the combined deviation for the two 

references by u (u'). As shown in Appendix A, ifthe global likelihood distributions 

are symmetric Gaussian functions, L' is the proper likelihood with the scale factor: 

A= .6. 
q2 . (4.10) 
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The figure of merit or the separation power of the global likelihood can be defined 

as 
A' 

S=­
u' ' 

which is equal to u' for the proper likelihood. 

( 4.11) 

Let us next consider the errors of the likelihood. The errors of individual likeli-

hood, uL;'s, are mutually correlated, but we assume that the effect is again repre­

sented by the scale factor .X, and that the uncertainty of the global likelihood, uu, 

is given by 

uu = ).Jr>t . ( 4.12) 

The likelihood L; is evaluated from the distribution functions P9(x;) and Pg(x;) 

by eq. ( 4.8), hence its error is given by 

O'£j = ( 
u~i) ) 

2 
( u1il ) 

2 
( 1 aPJil 1 aPJil) 

2 

pJil + pJil + pJil . OX; - pJil . ax; U~; . 
( 4.13) 

There are several sources of uncertainties which contribute to 0'£;, in particular 

when we deal with real data provided by experiments. The uncertainties are of two 

kinds: One is that of the distribution functions themselves, u!i) and u~i), due to 

our imperfect knowledge of the fragmentation. The other is the error in the exper­

imental determination of x;, u.,;, which is a combination of systematic effects due 

to clustering, and detector originated uncertainties such as low energy calorimeter 

responses, calibration systematic errors, finite detector resolution and simulation 

uncertainties. We however do not assign here the errors from these u.,; to uLi, just 

for simplicity. Note that the u!; term in eq. (4.13) has a coefficient which is small 

when the PJil and PJil are nearly equal as in the present case. Thus, we ignore the 

third term on the right hand side of eq. (4.13), and take the statistical errors for 

u~i) and u~i), which are due to the finite number of events in a given x;-bin in the 

reference data sets. 
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In the actual analysis described in this paper, the histogram of each moment was 

divided into 50 bins, and the total binwidth was chosen wide enough. The statistical 

errors, u~i) and u~i), are assigned to each bin, assuming a Gaussian fluctuation. It 

is to be noted that this kind of statistical error can be reduced as much as one likes 

by accumulating the reference jet data. 

Finally, we take eq. ( 4.12) as the error of L' for a jet, and make a smoothing of the 

L' distribution, supposing that L' is distributed with a Gaussian with uncertainty 

O'L•· 

The next subject is the discriminating powers of individual moments. To quan­

tify them, we use the figure of merit for the i-th moment defined by 

A; 
Si = Ui' ( 4.14) 

where A; and u; are equivalents of A and u for the i-th moment. Figs. 4.8a-h show 

the figures of merit given for 30 moments of jets in some E 1 interval (10-20, 20-30, 

30-40, 40-50 GeV). In these figures the letters, MT, ET, ML and EL followed by 

positive/negative numbers (the power of moment) mean Mechanical transverse mo­

ment, Electrical transverse moment, Mechanical longitudinal moment and Electrical 

longitudinal moment, respectively. The other four letters, EMFR, MULT, OBLT 

and ASYM refer to the electro magnetic fraction of a jet, charged multiplicity within 

a jet, oblateness of jet and asymmetry of jet fragments, respectively. Assignments 

of variable numbers to moments are listed in Table 4.1. We note that some vari­

ables, for instance, multiplicity and a moment ML-1, have rather large figures of 

merit, while the asymmetry or MT-1 shows a quite small figure of merit. As the 

jet energy increases, the difference between useful moments with relatively strong 

separation powers and useless moments with weak ones becomes clearer. This is 

due to the fact that as the energy increases, more and more hadrons are produced, 

thus the statistical fl.uctuation in the momentum distribution become substantially 

smaller. In fig. 4.8a (Herwig, 10 < E1 < 20 GeV), the negative transverse moments, 
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MT-1, -2 and -3 show larger figures of merit than positive moments MT+1, +2, 

and +3, while a.t a. higher energy range, the negative moments show smaller figures 

of merit than the positive ones. It means that the energy dependences of individual 

moments a.re different, and in addition, a.t the low energy statistical fluctuations 

is large a.s mentioned before. Also, the results from two Monte Carlo generators 

show a. rough agreement, although a.t-E1 > 30 GeV, Pythia. shows clearer differences 

between useful and useless moments rather than Herwig. In fig. 4.8e, for example, 

figures of merit for some useful moments a.re close to 1, whereas that for some 

useless moments a.re almost zero. 

4.3 Results 

The resulting global likelihood shows different distributions Q( L') for quarks and 

G(L') for gluons a.s presented in fig. 4.9. Thus when given a. data. set to analyze, 

which we will call an "analysis" sample, we can determine a. quark vs. gluon likeli­

hood for each jet in the sample. The data. a.re presented in four difFerent E1 ranges. 

We note that the width of the distribution of gluon is narrower than that of quark, 

and quark shows more tail in the positive side. In addition this tail becomes larger 

with jet energy, and accordingly the separation between two histograms becomes 

better. The separation power of the highest E 1 (40-50 GeV) samples generated 

with Herwig and Pythia. a.re 0.86 and 0.91, respectively. These values a.re about 

1.4 times larger than those of the lowest ones (10-20 GeV). This behavior can be 

accountable in terms of the fact that the separation power of each moment becomes 

larger with energy because of smaller statistical fluctuation, and the resulting global 

likelihoods a.re distributed with clearer separation between the two sets. We also see 

that the separation power of Pythia. is slightly bigger than that of Herwig, but this 

ma.y be less important, because it does not mean that Pythia. is superior to Herwig. 

We can not speak of speriority of a. model without comparing each moment with 
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that of the real data.. 

One can use the global likelihood a.s a. criterion to select quark jets. For exam­

ple, by cutting jets below a. certain level of the likelihood L~, we can enhance the 

quark-to-gluon ratio and obtain a. signal-richer sample accordingly. The signal-to­

background ratio is then given by 

N9 JU Q(L')dL' 
r = N, JY; G( L')dL' ' 

( 4.15) 

where N
9 

and N
1 

are numbers of jets in analysis sample respectively. This technique 

becomes less useful in case that the original sample contains much larger amount 

of gluon jets. 

Fig. 4.10 shows global likelihood distributions for dijet events and the 'Ycmnd+jet 

events. Like the previous figure, the data. a.re shown in four jet E1 interval. Recalling 

the results in chapter 3.3.2 and 3.4, we see that the dijet events shpw a. vecy good 

agreement with gluon-rich hypothesis. The 'Ycmnd+jet sample still contains 1r
0 +jet 

events by approximately 40% level (see previous chapter). We then expect that 

'Ycmnd+jet data. a.re between quark and gluon references. In fact 'Ycmnd+jet data. 

show a. good agreement with this hypothesis. In particular two peaks of 'Ycand+jet 

in fig. 4.10c represent this situation well. Needless to sa.y, the peak with higher 

likelihood are from quark jets, and the lower peak a.re from gluon jets in the sample. 

In fig. 4.10d, the distributions for 'Ycmnd+jet data. is not smooth, and this is due to 

the poor sta.tistics1• 

We ca.n also determine the fraction of the gluon (or quark) jets in a. given analysis 

sample without a.ny cut. The predictions from two references a.re fit to the analysis 

sample in a. form: 

D; = X9G; + (1- X9 )Q; ( 4.16) 

1number of "Yean4+jet events is 78. 



4.3. RESULTS 

by finding the coefficient X9 which minimizes the chi-squared defined by 

X2 = ~ [D;- (X9 G; :; (1- X9 )Q;)]
2 
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( 4.17) 

In eqs. ( 4.16) and ( 4.17), G;, Q;, and D; are (normalized) numbers of jets in the i-th 

bin of the likelihood histograms for gluon, quark, and analysis samples respectively; 

u; is an error on D;: y75i. In fig. 4.11, we plot x2 as a function of the gluon 

fraction X9 for two kinds of simulated samples: dijet produced from all QCD 2 -+ 

2 processes and jet associated with direct gamma production. The true values of 

gluon fraction as directly given by Monte Calro generators in the dijet and jet+/ 

events are 80% and 20% reSpectively. We note that in fig. 4.11 a good agreement 

is found between the estimated and true value of X 9 • The result represents the self 

consistency of the method, and an agreement between two Monte Calro generators 

suggests the stability of this method. 

Using this fitting technique, we determine the gluon fraction in the real data. 

But before doing so, let us describe the errors on the resulting gluon fraction. As 

usual, the errors are independent of the x2 at minimum, x!,;,., and given by the set 

of x!-) and xJ+> such that 

x2(X!->) = x2(xy>) = x!,;,. + 1 . (4.18) 

To be sure that this error estimation is appropriate, we have performed the following 

check reported in figs. 4.12 and 4.13. We produced 200 different samples which 

contains 2000 events. The quark/gluon of each sample is in the ratio 7:3. The 

gluon fraction and its error given by eq. (4.18) are calculated on an sample-by­

sample basis. In these figures, "R.M.S" refers to the deviation of the gluon fraction 

distribution from its mean, and "x2error" refers to the mean value of gluon fraction 

errors given by eq. (4.18). The error bars of R.M.S and x2error are the standard 

deviation of the R.M.S. in the gluon fraction distribution, and that of the gluon 

fraction error distribution. The error given by eq. {4.18) shows a approximately 
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agreement with one-standard-deviation limit on the determinations of X9 • We also 

notice that, is natural, the error becomes smaller as separation power a' increases. 

FUthermore, as the number of events, N, increases, the error becomes smaller; thus 

the error is approximately proportional to 1/VN as shown in fig. 4.13. 

In fig. 4.14, we show the fraction of the final state gluon in the dijet events, 

l'cand+jet events, and 7r~nd+jet events sample in which strip X~ is greater than 5, 

as a function of jet transverse energy E1• We have given at the end of chapter 

3, in figs. 3.1 and 3.3, the expected gluon fraction for these three types of events. 

The lcand+jet data shows good agreement with the expected fraction in fig. 3.4, but 

unfortunately we have no expected point at higher E1• For dijet data, the agreement 

is good for high E1 (>30 GeV), but has not overlap at low Er, in which the real 

data show higher gluon fractions. For 7r~nd+jet data, which is considered as the 

special case of QCD 2 -t 2 processes, the gluon fraction agrees with the prediction 

of Herwig. 

In fig. 4.14b, the lcand+jet data overlap with the 7r~nd+jet data at high Eh 

whereas in fig. 4.14a it is still different from the dijet event. We can not tell which 

is correct, because we have no chance to know the 1/'lfJ ratio in high E1 range with 

CDF detector, and can not estimate the gluon fraction as a result. However, in 

both figures, the dijet data is significantly different from /cand+jet events. 

According to the good agreement between the results and the expected, the 

prediction of two Monte Carlo models, i.e. string fragmentation and cluster frag­

mentation models, are rather good. At low Eh both models tend to overestimate 

gluon fraction. This may be related either to the treatment of real data (for exam­

ple, the jet energy calibration or detector simulation, both which are sources of the 

systematic uncertainty, as mentioned in Section 4.2) or to the problem with Monte 

Carlo generators. 



Chapter 5 

Conclusions 

The fragmentation properties of jets in pp collisions at ,.jS = 1.8 TeV have been 

studied by the CDF experiment at Fermilab. We have shown that there are charac­

teristic differences between quark and gluon jets, and the differences are consistent 

with current QCD-based ideas about the jet fragmentation. 

The fundamental notion of colored-partons, i.e. quarks and gluons, is revolu­

tionary because of the apparent confinement of these objects. This notion emerged 

out of the hadron spectroscopy and was later established by the successes of the 

description of the strong interaction in terms of the perturbative QCD. The suc­

cesses of the quark-parton model stimulated interest in the possible discriminaion of 

the quark/gluon jets, and various works were carried out in some e+e- annihilation 

experiments and the CERN jjp collider experiments. Our approach differs in several 

ways from these studies. 

The QCD can not directly address the question of interpreting actual experimen­

tal data of fragmentation because of its non-perturbative nature. Thus, we resort 

to the phenominological hadronization models. A number of developed models in­

cluding both QCD-based and non-QCD ones, have had some success in describing 

many features of jet production, such as cross-sections, angular distributions. The 

key feature for QCD-inspired fragmentation model is the approximation of planer 
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color flow, which naturally generates jet-like configurations and predicts the dif­

ferences between quark and gluon jets. However in the non-QCD fragmentation 

models, e.g. the independent fragmentation model, the quark and gluon jet prop­

erties are assumed to be the same because of the absence of the specific model 

of gluons. Hence in this analysis, we use two Monte Calro programs, Herwig and 

Pythia, which are based on colored fragmentation and describe coherent pictures 

of the jjp interaction by including hard scattering matrix elements, structure func­

tions, initial and final parton showers, and Cluster and String fragmentation models 

based on QCD. 

The generated events are processed through a detector simulation which re­

produces the CDF detector realistically, and then clustered by a jet window-type 

finding algorithm called JETCLU. The proposed method is based on these simu­

lated quark and gluon reference jets. Various variables, such as mechanical/electric 

moments, multiplicity, and EM fraction, are calculated for the reference jets. Their 

resulting distributions suggest that gluon jets are softer and broader than quark 

jets, reflecting the nature of the double color charge of the gluon. The reference 

jets are compared with real dijet events of the CDF experiment. The real data 

show strong preference for gluon-like behaviour. This is consistent with the QCD 

prediction: the gluon jet is dominant at the CDF energy. According to the figure of 

merit defined in eq. (4.14), some variables, e.g. multiplicity and a moment ML-1, 

are rather efficient for quark/ gluon separation, while the asymmetry or MT -1 is 

less efficient. 

We have proposed statistical approach to improve the discrimination power, 

i.e., each jet is characterized in global likelihood which is a simple sum of all log­

likelihood functions derived from 30 different variables. This results in a bigger 

figure of merit than that of a single most effective variable. 

The global likelihood for real dijet events are again distributed much like gluons, 
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and that for "Ycana+jet events, in which the jet is associated with a photon candidate 

"Ycand with x2 for its lateral shower profile in the strip chamber less than 4, are 

distributed like the mixture of gluons and quarks. The quark sample has more tail 

in the positive side of the global likelihood. Removing the gluon-like range of the 

global likelihood, one can enhance quark-to-gluon ratio, thus suppressing the QCD 

gluon jet events. This procedure is suggested to be useful in search for new particles 

which predominantly decay into quarks. 

Finally, the gluon fraction in a given sample is determined by fitting its global 

likelihood distribution to the superposition of two distributions for quark and gluon 

samples. The dijet data shows approximately 80% gluon fraction, and the "Ycand+jet 

data shows about 40% gluon fraction in the jet transverse energy (E1) range ofl0-30 

GeV. These results agree within the error with the gluon fraction determined from 

theoretical prediction and the expected 1r
0 

/ "Y ratio in the photon candidates, except 

that some disagreement for dijet event is observed at low energy. This discrepancies 

might be caused by inadequacy of the simulation for low energy jets. In addition, 

1r
0 +jet data agree quite well with the Monte Carlo simulation, in which very hard 

1r0 's (with momentum fraction z > 0.7, 0.8) are assumed to be generated. Moreover, 

both dijet and 1r0 +jet data reproduce the expected E1 dependence of the gluon 

fraction, i.e. the fraction 0 gradually decreases with E1• 
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Tables 

Subprocess Squared matrix element 

q;qj -7 q;qj (~)2"2til2 + 0··[{£)2£2+82 + (-1..)4§?] . 9 !2 IJ 9 il2 27 iii • 

q;i[j -7 q;qj (~)2Ptu2 + b··[(~)2"2;ts' + (-1..)~]. 9 s2 •1 9 12 27 st ; 

gg -7 qij ( 1 )2"2+1' ( 3 )4(1 ilf) ( 3 )4 IT~- Iii -§2+ 32 

qij -7 gg (l!i)2~- (!)4(1- ili) + (~)4 
27 ill 3 I' 3 

gq -7 gq -(~)2ii2,i/ + ((2)- l)"'tii' 

gg -7 gg ((2)- 1)!1(3- ¥f- ~- ~) 2 s2 tt2 t2 

Table 1.1: Squared matrix elements for 2 ---> 2 parton-parton scattering in lowest order. 

The color factors are in brackets "( .. }". The variables s, i, it correspond to the Mande\stam 

invariants for the parton-parton subsystem. 



Tracking Inner layer Outer layer 

VTPC 0-3.5 0-2.6 

CTC 0-2 0-1 

CDT 0-1 0-1 

FTC 2.4-4 2.4-4 

Calorimeter EM Hadron 

Central 0-1.1 0-0.9 

End wall 0.7-1.3 

Endplug 1.1-2.4 1.3-2.4 

Forward 2.2-4.2 2.3-4.2 

-----

Table 2.1: The regions in pseudo-rapidity I'll covered by the tracking chambers and 

calorimeters 

Items 

Vacuum vessel 
Diameter; outer/inner 
Length 
Material 
Wall thickness; outer/inner 

Central field 
Material thickness 
Total weight 
Cold mass 
Coil 

Current 
Inductance 
Stored energy 
Number of turns 
Winding scheme 
Supporting structure 

Conductor 
NbTijCu/Al ratio 
Dimensions 
NbTi filaments 

Standard short sample current 
Purity of aluminum stabilizer 

Outer support cylinder 
Material 
Thickness 

Liquid helium cryogenics 
Liquid nitrogen cryogenics 

Parameters 

3353 mm/2858 mm 
5067 mm 
A5083 aluminum 
20mm/7 mm 
1.5 T 
0.85 radiation length 
lit 
5.6 t 

5000A 
2.4 H 
30xl06 J 
1164 
Single layer helix 
Shrink-fit assembly with 

outer support cylinder; 
no inner bobbin 

1/1/21 
3.89 x 20.0 mm2 

Nb-46.5 Ti, 50 !' m 
diameter X 1700 

10.4 kA at 1.5 T and 4.2 K 
-99.999% 

A5083 aluminum 
16mm 
Forced now two·phase 
Forced now 

Table 2.2: Parameters of the CDF solenoid 



Modules 
12/arch + 2 spare 
Length 
Width 

Depth (including base plate) 
Weight 

Towers 
10/module 

Length 
Thickness (see table 2) 
Layers 

Lead 
Scintillator 

Wavelength shifter 
Photomultiplier tubes 

(956 channels) 

Chambers (see table 4) 
Depth 
Wire channels (64jmodule) 
Strip channels (128/module) 

Angular coverage 
8 ., 
Pseudorapidity 

Performance (ltigh = 30 + GeV) 
pejGeV 

Energy resolution ojE [GeV) 
Position resolution (high) 
Strip/wire PH correlation 
Wire Pll resolution (high) 
Hadron rejection (at 50 GeV) 

without strip chamber 
i 11 r orma lion 

50 
98 in. 
(17.9 in. at68+ in. 

from beamline) 
13.6 in. 
2tons 

478 

0.11 .111 n of width) 
18X0 , I L,b, (+coil etc.) 
20-30 lead 
21-31 scintillator 
I strip chamber 

~ in. aluminum clad 
5 mm SCSN-38 

polystyrene 
3 nun Y7 UV A acrylic 
Hamamatsu R580 

Ol in.) 

5.9X0 (including coil) 
3072 
6130 

about 39°-141° 
complete 
about ± 1.1 

100+ /tube 

13.5%//E 
±2 nun 
8-10% 
±25% 
(2-3Jx 10-' 

Table 2.3: Characteristics of the central electromagnetic calorimeter 

Perpendicular distance 
to beam line 

Wire channels (64) 
Extrusion 

Cell 
Wall 

Wire 
Readout 

Split 
Ganging 
lllocking capacitor 

Strip channels (128) 
Section1 

Strips 
Section 2 

Strips 

Total thickness 

High voltage 
Feedin 
Cable 
Protection 

Gas 
Flow 

184 em 

3 piece aluminum 
0.250 in. deep by 0.239 in. 
0.047 in. (16.4%) 
0.002 in. Au-plated W 
RABBIT 
121.2 cn1 from 90 ° edge 
pairs except cdg,cs ( 1.4~:\cm) 
200 pF 

6.2-121.2 em from 90° edge 
69 X 1.67 em 
121.2-239.6 em from 90 o edge 
59X2.01 em 

0.75 in. 
0.069 radiation lengths 
0.022 adsorption lengths 

1420 v 
separate by logical channel 
stripped RG-174 
1 M .Q on board 

95%j5% ArjC02 

parallel 

Table 2.4: Characteristics of the central strip chamber 



Modules 
Number of modules 48 
Length 2.5 
Width (in </> direction) 1.33 m 
Weight per module 12000 kg 

Towers 
Total number (8/module) 384 
Length (LI<t> = 15°) 0.56-0.91 m 
Width (LI'I = 0.11) 0.28-0.45 m 
Total depth 

(hadron calorimeter alone) 4.7A,., 

Layers 
Number 32 
Steel thickness 2.5 em 
Scintillator thickness l.Ocm 
Scintillator type PMMA doped with 

8% naphtalene 
I% butyi-PBD and 
0.01% POPOP 

Wavelength shifters UV A PMMA doped 
with 30 mgjl 
layer dye # 481 

Number of phototubes 768 

Table 2.5: Parameters of the central hadron calorimeter 

Modules 
Number of modules 
Approximate dimensions 
Weight per module 

Towers 
Total number (6/module) 
Length (LI<f> = 15°) 
Width (LilJ = 0.11) 
Total depth 

(hadron calorimeter alone) 

Layers 
Number 
Steel thickness 
Scintillator thickness 
Scintillator type 

Wavelength shifters 

Number of phototubes 

48 
0.8 X 1.0 X 1.1 m3 

7000 kg 

288 
0.35-0.78 
0.25-0.40 

4.5 A,., 

15 
5cm 
J.Ocm 
PMMA doped with 

8% naphtalene 
1% butyi-PBD and 
0.01% POPOP 

UV A PMMA doped 
with 30 mgjl 
laser dye # 481 

576 

Table 2.6: Parameters of the end wall hadron calorimeter 

9 =11° 30 ° Chamber no. 

1.24 1.41X0 I Pad long. segment-! 

3.33 3.78X0 

3.86 4.37X0 6 9-strip no. I Pad long. segment- II 
7 .p-strip no. 
8 9-strip no. 2 
9 .p-strip no. 2 

I 0 9-strip no. 3 
II </>-strip no. 3 
12 9-strip no. 4 
13 .p-strip no. 4 
14 9-strip no. 5 

8.57 9.11X0 15 .p-strip no. 5 
16 
17 

15.89 18.01X0 29 

16.41 18.60X0 30 Pad long. segment-Ill 
31 

18.50 20.97X0 34 

Table 2.7: Longitudinal layer configuration of the PEM 

Energy resolution (pad) 
Angular resolution 

Second pad segment 

9-strips 
.p-strips 

Linearity at 200 GeV 
1.8kV 
1.7 kV 

Gain uniformity 

28%;{£ 

L\9: 0.04 o -0.2 o 

Ll<f>: 0.2 ° -0.3 ° 
L\9: 0.04° 
Ll<f>: 0.1° 

-16% 
-7% 

(- 4% leakage inclusive) 

(anode wire) rms S 2.5% 
Gain monitoring rms s 0.5% 
Pion rejection 

(electron efficiency 60-80%) 500-1000 (100 GeV) 

Table 2.8: Performance of the PEM 



Dimensions 

Number of modules 
Module length 
Modules spacing 
Maximum active radius 
Minimum active radius 
Drift length 

End caps 
Sense wires 

Field wires 

Cathode pads 

Resislive ink 

Field cage 
Material 

Electrodes 

Central grid 

Cathode grid 

Magnetic field 

B.u.aal 

Bra(h;al(max) 

Drift field 

£drih 

Gas 
Argon-ethane 
Drift velocity 

Voltages 
Cathode 
Field shaping 
Central grid 
Sense wire 

Electronics 
Numhcr of wire channels 
Number of pad channels 
Number of d Ejdx 

channels 

35.3 em 
35.94 em 
21 em 
7cm 

15.25 em 

24joctant 
6.336 mm spacing 
1 S 11m gold-plated tungsten 
24joctant 

63 11m copper /beryllium 
24 padsjoctant, in 3 rows 
4.12 em in r by = 1.4 em 

in r-4> 
10 Mlljsquare 

KaptonjRohacell foam 
laminate 

epoxy /graphite-foam 
support frame 

3.175 mm overlapping strips 
on 2.38 mm centers 

ss screen 50 p m wires on 
1000 11m centers 

ss screen 50 pm wires on 

500 11m centers 

1ST 
<1% Ba,ual 

256 V jcm 

S0/50 at I atm 

42 ~tm/ns 

-2.5 kV 
-1.6 kV 
-6.4 kV 
ground 

3072 
768 

768 

Table 2.9: VTPC specifications 

Number of layers 
Number of superlayers 
Stereo angle 
Number of super cells/layer 
Number of sense wiresjcel1 
Sense wire spacing 
Tilt angle (center of plane) 
Radius at intennost sense wire 
Radius at outermost sense wire 
Wire length 
Sense wire diameter /tension 
Potential wire diameter ;tension 
Field wire diameterjtension 
Guard wire diameter /lens ion 

Sh.aper wire diameter /tension 
Total number of wires 
Total wire tension 
Endplate 
Outer can 
Inner support cylinder 
Gas 
Drift field (£0 ) 

Drift field uniformity 

84 
9 
oo +3000 -3000 +3000 -3000 
30, 42, 48, 60, 72, 84, 96, 108, 120 
12, 6, 12, 6, 12, 6, 12, 6, 12 
10 mm in plane of wires 
45 ° 
309 mm 
1320 mm 
3214.0 mm 
40 11m gold plated tungstenjl35 g 
140 11m stainless steel 304/661 g 
178~tm stainless steel 304/429 g 
254 11m stainless steel 304/875 g 
305 11m stainless steel 304/1259 g 
305 11m stainless steel 304/1259 g 
36, 504 
25 ton 
2 in. aluminum 6061-T6(51) 
0.250 in. aluminum 
0.080 in. carbon fiber reinforced plastic 
argon-ethane-alcohol (49.6%: 49.6%: 0.8%) 
-1350 V jcm 
d£0 /£0 -1.5% (rms) 

Table 2.10: Mechanical parameters of the CTC 

Gain 3 x 10 4 (250 ns gate) 
Resolution < 200 11m per wire 
Efficiency > 0.98 per point 
Double track resolution < 5 mm or 100 ns 
Maximum drift distance 40 mm 
Maximum hits per wire > 7 
Stereo angle ± 3 o 

Z resolution < 0.200 mmjsin 3°) = 4 mm 

Momentum resolution d PJ P, < 0.001 P, (in GeV /c at 90 o) 

Table 2.11: Performance of the CTC 



Outer radius 
Inner radius 
Wire length of sensitive 

volume 
Minimum drift distance 
Maximum drift distance 
Sense wire 

Field wire 
Cathode strips 

Total number of wires 
Total number of sense 

wires 
Wire tension 

Cathode plane tension 
Chamber volume 

72.5 em 
12.5 em 

60 em 
5.4 mm 
28.3 mm 
50 "m gold plated tungsten 

and 50 11m Stablohm 
(for current division) 

150 11m stainless steel 304 
25 11m thick, 6 mm wide 

on 125 11m GIO 
6768 

3024 
40 g 
2.5 kg (each) 

0.5 m3 (total volume 2 m3
) 

Table 2.12: Mechanical specifications of the FTC 

MEASURE CLUST2 CLUST3 CLUST4 JETCLU I 
CPU/event (VAX 8650 sec) 0.075 0.093 0.141 O.OG3 

Fraction (2 clus. E1 > 15.) 55% 60% GI% GG% 

Embedded 3% 0% 0% o% I 

Large I% 0% 0% 0% 

Mean ry width 0.73 0.82 0.78 0.95 

Mean <P width 1.21 1.17 1.25 1.2G 

!:::.Et (GeV) 0.9G 0.72 0.90 0.43 

Merging distance O.G2 0.64 0.71 0.79 

Merging sharpness 0.19 0.14 0.22 0.15 

Merge dist ( E 1 > 25 Ge V) 0.77 0.67 O.G5 0.81 

Merge sharp( E1 > 25 Ge V) 0.17 0.07 0.33 o.12 I 

Pt resolution (GeV) 13.4% 13.0% 11.3% 11.4% I 
----

Table 3.1: Perfomance of the CDF jet clustering algorithms 



Variable# Moment name Moment definition 

I MT-3 DPti/M)-3 

2 MT-2 DPt;/M)-2 

3 MT-1 DPt;/Mt 1 

4 MT+l DPt;/M)1 

5 MT+2 DPt;/M)2 

6 MT+3 DPt;/M)3 

7 ET-3 L; c; · (Pt;/ M)- 3 

8 ET-2 L;c; · (Pt;fM)- 2 

9 ET-1 L;c; · (Pt;/M)- 1 

10 ET+l L;c; · (pt;/M) 1 

11 ET+2 L;c; · (pt;/M)2 

12 MT+3 L;c; · (Pt;/M)3 

13 EMFR EIEM / Eltotal 

14 MULT multiplicity 

15 OBLA oblateness 

16 ASYM asymmetry 

17 ML-3 DPii/M)-3 

18 ML-2 L(pu/M)-2 

19 ML-1 L{pt;/M)- 1 

20 ML+l DPii/M)1 

21 ML+2 L(p,;jM)2 

22 ML+3 DPiifM)3 

23 ML+4 L{pt;/M)4 

24 EL-3 L;c; · (Pii/M)- 3 

25 EL-2 L;c; · (Pii/M)- 2 

26 EL-l L; c; · (Pt;/M)- 1 

27 EL+l L; c; · (Pii/ M) 1 

28 EL+2 L;c; · (p,;jM)2 

29 EL+3 L;c; · (Pii/M) 3 

30 EL+4 L; c; · (Pt;/ M)4 
- ---·~ 

Table 4.1: List of variables. P1; is the i-th charged particle momentum along the jet axis; 

P1; is the i-th charged particle momentum transverse to the jet axis; c; is the charge of the 

i-th particle; M is the jet invariant mass; asymmetry and oblateness of the jet are defined in 

terms of the charged particle momentum flow in a jet (see eqs. 4.3 and 4.4); EIEM / Et,.,1at 

is the EM energy fraction of jet. 
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Figure 1.1: Some Feynman diagrams for direct photon productions in hard hadron intcrac-

tions. 
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Figure 1.2: Production of the direct photon via gluon-gluon fusion. 
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Figure 2.1: A perspective view of the CDF detector showing the central detector and two 

identical forward/backward detectors. 
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Figure 2.2: Cross section through a vertical plane of one half the CDF detector. 



Figure 2.3: Schematic side view of the solenoid system together with the other ceutral 

detector components. 
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Figure 2.4: Schematic of a wedge module of the CDF central calorimeter showing the local 

coordinate system as measured by the strip chamber. 
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Figure 2.10: One half of one end of the FEM shown mounted on the front face of the FilA 

steel. 

Aluminum 
Skin 

~ 
Cathode Ribbon 

Pads Cables 

Aluminum Aluminum Anode 
Skin "Ts~ Wires 

Ribbon Cable 
Cavity & Gas Return 

Conductive 
Epoxy 

Fiberglass Solder 

Resistive 
Epoxy 

Figure 2.11: Cross section of a typical FEM chamber with appropriate dimensions indicated. 

.-SENSE WIRE READ-ouT 

CATHODE PADS 

-CARBON FIBER OCTAGON 
RACIAL 

CARBON FlBER OCTAGON 

PAO REAlH1UT-.. 
~ \ \\ \ INNER FIELD CAGE 

Figure 2.12: An isometric view of two VTPC modules. They are rotated in¢ by 11.3" with 

respect to each other. 



554.00mm J.D. 

2760.00mm 0.0. 

Figure 2.13: End view of the CTC showing the location of the slots in the aluminum 

end plates. 

1(26.3 mm 

1419.0 mm 

1399.8 mm 

1:382.0 mm 
1380.0 mm ::::::: 

Inner Wall ol Solenoid Cryostat~ 

-----

~ 
Central Tracking Chamber 

SLB Sense Wire Planes 

~ 

-- Radial Track 

Figure 2.14: Tube array geometry of the CDT. 



~ -=--===- ~ ---SE~PLANE~ -----

Figure 2.15: An isometric view of the FTC configuration. 

~ 
ZO SENSE WIRES 

3Sum STABLE OHM 

-'L=r=tF---,----- 28.3 "'"' 

I ...... fiELD WJRfS 
150 um 

~ 

-:~~j~ 
ff£lO SHAPING 

STRIPS 

2Sp.m AL ON 

IOOfLm G·IO 

SO ern 

~·········-'lfr 
5.4rnrn "'~"'_J L ~ro~ 

Figure 2.16: A beam view of a radial cell of the FTC. 

__Jy 
" 

MtJON 
CH~"'-fBERS 

I I I I 

-:: •!> "'6 . .:J t• 

•liz 7.~o· ~ j 

YL 
z 

2260 nun r mumn--~~-- nnm mn) 

CENTRAL 
CALORIMETER 

WEDGE 

H • ee.~· ?\\~~.~·~·~·~· 
•I• H 

Figure 2.17: Location of the CMU with in the central calorimeter. 



(____ _______ Photomull1pher 

24 scintillator trigger counters 

Luc11e L1ghl Gu1de 

Beam P1pe ~--- r __ _____:s- Sclnt,uotor 

( 
15 5° cathode pods " 24 drift chambers 

Figure 2.18: Elements of the FMU detector plane. 

0 I meter 

Figure 2.19: A bea.m's-eye view of one of the nne planes. 



(%) 
100 

1=1 
0 ..... ...., 
0 
cO 

rt 
1=1 
0 

§ 

0 

X. 

0 

+···········+···········+··········+··········+ 

20 40 

Et 

D QCD (DO 1) 
+ QCD (EHLQ 1) 
<> -y+jet (DO 1) 
x -y+jet (EHLQ 1) 

.... 

60 
{GeV) 

Figure 3.1: The fraction of the final state gluon in the sample (QCD dijet and 1+jet), as a 

function of jet transverse energy Et. The data are theoretical prediction. The calculation is 

of the lowest order QCD only for dijet cross section, but it includes the higher order QCD 

contributions to the cross section of 1+jet. The used structure functions arc EllL<t and 

Duke-Owens with A== 200 MeV. 

I 

5001-
I 

~ 0 0 f 
I 

a) 

lsolation<0.15 (R=0.7) 

7.5<Et < 12.5GeV 

<> -y Candidates 

o 7To 10GeV 

-y fraction(x2<4) = 40.3% 

0 ~ D 

D ! I!!! i 

" ~li ~!'U·~~B~~~ 
I I I I I I 

25 
1 I I 

20 
0 I I 

I I I 15 
10 0 
x2(strip) 

Figure 3.2: Distributions of average x2 for central strip chamber profiles( wire/strip) lor 

isolated photon candidates. The simulated 1r0 background is plotted with a scale chosen so 

that the 1!" 0 data is equal to the high x2 ( 4 < x2 < 25) tail of the distribution for photon 

candidates. The data are shown for different Et ranges: a) 7.5- 12.5 GeV, b) 12.5- 17.5 

GeV, c) 17.5-22.5 GeV, and d) 22.5-27.5 GeV. 



I 

500 ,_ 

I 

I 
!ooo~ 

tu 

b) 

Isolation<0.15 (R=0.7) 

12.5<Et<17.5GeV 

¢ 7 Candidates 

o 1ro 15GeV 

7 fraction(x2 <4) = 49.8% 

'0 0 li~!@oo 
! I ifi !f 

!i! !I! ifi ~ 
1§~~5ll!ll!ll! 

0 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1o1o1ol 

0 5 10 15 20 25 
x2(strip) 

Figure 3.2 b 

200 1-I 

II 

I 0 0! H 
[] 

[] 

c) 

Isolation<0.15 (R=0.7) 

17.5<Et<22.5GeV 

¢ 7 Candidates 

o 1r0 20GeV 

7 fraction(x2 <4) = 52.9% 

±[]~[][] 

I I f i ~!~~iii ! 1 ,,,,8,~.~ 1 I I I I I I 25 I I I 20 I I I I I I 15 I I I I I 10 

o o 5 xZ(strip) 

Figure 3.2 c 



I 

500 t-
I 

0 

I o 

~ 

0 
0 

I 
0 0 

I ~ o 

d) 

Isolation<0.15 (R=0.7) 

22.5<Et<27.5GeV 

<> 7 Candidates 

o 1rO 25GeV 

1 fraction(x2<4) = 44.0% 

D 

I I~ o 

!col(~~ ~ liillm:mm 
I ~ ~ o 0 o ~ 0 5

10
lo,o

101
o,n I I I I I I I I I I 

5 10 15 20 25 
x2(strip) 

Figure 3.2 d 

{%)~----------------------------~ 
100 

§ 
..... ..., 
0 
«J 

t: 
d 
0 

~ 
l!1 

Of-

0 

;;:::.·.·.-.-.·.-.·.·.·~-... -..... -.-.-... ·.·.·.·.·.-.·.·_·::::::~ 

I I 
20 40 

Et 

x 11'o+jet(z>0.7) 

o rrO+jet(z>O.B) 

I 
60 

(GeV) 

Figure 3.3: The fraction of the final state gluon in the sample where one of two linalpmtous 

fragments into 11'
0 with the momentum fraction z > 0.7 (crosses), and into 11'0 with z > 0.8 

(open circles). The data are Monte Cairo model prediction with Herwig generator. 



(%) 
100 f-

~ 
0 ..... ....., 
0 
«$ 
1-t 
~ 

r:l 
0 
~ ..... 
c; 

01-

0 

!'! ~ If 
II 

, I 
20 

X x2<4 1TO(z>0.7) I 
<> x2<4 7TO(z>0.8) 

I 

I I l_ I 
40 60 

Et (GeV) 

Figure 3.4: The expected gluon fraction for the photon candidates as a function of the 

jet E1• The points shows the result of the calculation given in eq. 3.4 and their statistical 

errors. 

0.10 
Pythia Henrig 

0.05 

0.00 
5 10 15 20 5 10 15 20 25 

ln{2:(Pt;/Mt3
} 

Herwig ~ II Pythia 1-... -

0.05 

0.00 
0 5 10 15 5 10 15 

ln{l::( Pt;j Mt2
} 

Figure 4.1: Distributions of mechanical transverse moments. In this and subsequent fig· 

ures, solid and dot-dashed histograms correspond to quark and gluon reference jets with 

30 < E1 < 40 GeV respectively. Dotted histograms are from 1987 dijet events 



0.10 
Pythia Henrig 0.10 Pythia Henrig 

0.05 0.05 

0.00 0.00 
6 8 2 4 

ln{'£(Pt;/ M)-1
} 

6 8 4 0 2 8 10 0 4 6 8 2 4 
ln{'£(Pt;flvll} 

6 2 

0.10 
Pythia Henrig 

0.05 0.05 

0.00 Ll ...,.,T., I II I I I II I I I I I I I app I LUlCDWnd 1 r • r, r,,, 

5 1 2 0 1 2 3 4 3 4 
0.00 

5 0 2.5 5 7.5 10 12.5 2.5 5 7.5 10 12.5 15 

ln{'£(Pt;/M)1
} ln{'£(Pt;f.Ml} 

Figure 4.1 ii Figure 4.1 iii 



0.10 
Pythia Henrig Pythia Henrig 

0.05 

0.05 

0.00 IJJQ1!-"!!!!!1!!1!!!1Yitl;l,"le.LIIII L.f!l !IIIII! I 11111 ,...-stel"-'-'-1 0.00 
0 5 10 15 20 5 10 15 20 25 0 2 4 6 8 2 4 6 8 

ln{C; '£(Pt;/Mt3
} ln{ C; '£( Pt;j Mt1

} 

Pythia Henrig 

~ ~ .. ·. 
0.050 ...... .. ..... ........ 

0.05 

0.025 

0.00 
0 5 10 15 5 10 15 

0.000 
0 1 2 3 4 1 2 3 4 5 

ln{C; 'f'.(Pt;(NI)-2
} ln{C;'£(Pt;jM) 1

} 

Figure 4.2: Distributions of electric transverse moments. Figure 4.2 ii 



Pythia Henrig 0.10 

0.05 
0.05 

0.00 fliJC! I I I I I I I I I I I I I I t•t=r:l • I r 1 I I I I I I 

0 2 4 6 8 2 4 6 8 10 
0.00 

0 10 20 30 40 0 10 20 30 40 

In{ C; 'L(Pt;jM)2
} ln{'L(Pl;jl\·f)- 3

} 

Pythia~ Henrigl ~ n Pythia~ Herwig 
I' 
·I 

'1:': 
.j; 

:'i 
0.05 I- :!! lu !;ij I - r L I 0.05 r- r .: t;··., 

~: :t 
'1. 

1; 
'.: 
'i 
I·~ ., 

o,.,. ... 

0,00 1.--::JI:J I I I I I I I I I I I I 1 I ' ' •~ O.OO [Jn:J. I I I I. I I I fJXj 
0 2.5 5 7.5 10 12.5 2.5 5 7.5 10 12.5 15 0 5 10 15 20 5 10 15 20 25 

ln{C; 'L(Pt;jM)3
} ln{'L(Pl;/M)-2

} 

Figure 4.2 iii Figure 4.3: Distributions of mechanical longitudinal moments. 



0.10 
Pythia Herwig 

0.05 
0.05 

0.00-2 0 0.00 
0 2.5 5 7.5 10 12.5 2.5 5 7.5 10 12.5 15 2 4 6 8 0 2 4 6 8 10 

ln{'£(Pl;jM)- 1
} lnfL(Pl;jll1i} 

Pythia Herwig 

0.05 
0.05 

0.00 0.00 
0 1 2 3 4 0 1 2 3 4 5 -2.5 0 2.5 5 7.5 10 0 2.5 5 7.5 10 12.5 

ln{L(Pl;fM) 1
} ln{L(Pl;jM) 3

} 

Figure 4.3 ii Figure 4.3 iii 



Pythia Herwig 

0.050 

0.05 

0.025 

0.000 
5 10 15 5 10 15 

0.00 
0 20 30 10 30 10 20 

ln{L:(Pl;/1\1) 4
} ln{ C; L:(Pl;/11·1)-3

} 

Figure 4.3 vi 

Figure 4.4: Distributions of electric longitudinal moments. 



0.10 
Pythia r Herwig I ~ Pythia 

1 
r I f. I ~ 

0.05 1- I ,, I :t.: 1- 1r' I ., I I I :1 
n ·' "-. ' r' no 0.05 j- _: ~ ., 

:, 
I 
I, 
I' 

,. I t ~ 1 
0.00 1 urn 1 1 1 1 1 1 1 1 1 1 1 1 llt"H4..L 1 1 1 IILJ 1 1 1 1 1 1 1 1 1 1 1 1 1 u•nu u 1 1 0.00 1 '"'"'~I 1 1 I, 1 1 

0 5 10 15 20 5 10 15 20 25 -4 -2 0 2 4 -4 -2 0 2 4 
ln{ C; "£(PlJ!r.1t2

} ln{ C'; '£(Pl;jM) 1
} 

0.10 
0.1 0 1- n!~ Pythia ~ i\ Herwig I ~ Pythia ~ Herwig 

0.05 

0.00 
-5 0 

II 

5 10 0 5 
ln{C; "£(Pl;/Mt 1

} 

Figure 4.4 ii 

0.05 

10 15 
0.00 

-5-2.5 0 2.5 5 7.5 -2.5 0 2.5 5 7.5 10 
ln{ C'; "£(Pl;f M)2

} 

Figure 4.4 iii 



0.05 

0.00 

,:~,-:. .. , .... 
"'!11 '•' 
loiJ 

, ... .t' 
11 1 

I·~ 

·''' f:-dJ 
; .. {:' 

Pythia 

-2.5 0 2.5 5 7.5 10 0 2.5 
ln{C; 2:(Pl;jM)3

} 

Pythia 

0.050 

0.025 

0.000 
5 10 15 5 

ln{C; 2:(Pl;/M) 4
} 

Figure 4.4 vi 

Herwig 

0.050 

0.025 

o.ooo 

0.2 0.4 0.6 0.8 1 Oblatcuess 0.06 
Henrig 

0.04 

0.02 

0.00 

Asymmetry 
0 0.5 1 

Figure 4.5: Distributions of jet-fragments-asymmetry and obJatencss of tile jet. 



Pythia 
Henng 

0.05 

o.oo 
0 0.2 0.4 0.6 0.8 

EMfraction 
1 0 0.2 0.4 0.6 0.8 1 

0.2 

0.1 

o.o 
0 5 10 15 20 25 

Figure 4.6: Distributions of jet charged multiplicity and EM energy fraction of the jet. 

Multiplicity 
5 10 15 20 25 30 

0.10 

0.05 

0.00 
-6 

0.10 

0.05 

0.00 
-4 

-4 

-2 

Pythia Herwig 

-2 0 2 -4 -2 
In [I:{(p;- Pi)2}/{n(n -I)}j 

Pylhla Herwig 

0 2 4 -2 0 
In [l:{(p;- Pj)-2}/{n(n- l)}j 

Figure 4.7: Distributions of the correlation variables given in eq. 4.5. 



MT-3 a) 
MT-2 
MT-1 
MT+1 
MT+2 
MT+3 
ET-3 Herwig 
ET-2 10<Et<20GeV ET-1 
ET+l 
ET+2 
ET+3 
EM Fit 
MULT 
OBLT 
ASYM _ 
ML-3 
ML-2 
ML-1 
ML+l 
ML+2 
ML+3 
ML+4 
EL-3 
EL-2 
EL-l 
EL+l 
EL+2 
EL+3 
EL+4 

1 

Figure of Merit 

Figure 4.8: Figures of merit of 30 variables for two Monte Calro's: Herwig and Pythia. The 

letters, MT, ET, ML and EL followed by positive/negative numbers (the power of moment) 

mean "Mechanical Transverse moment", "Electric Transverse moment", "Mechanical Lon­

gitudinal moment" and "Electric Longitudinal moment", respectively (see Table ~.1). The 

other four letters, EMFR, MULT, OllLT and ASYM refer to the electro magnetic fraction 

of a jet, charged multiplicity within a jet, obl:tteness of jet and asymmetry of jet fragments, 

respectively. The data points were shown for the sample of simulated jets in some transverse 

energy E1 range, with their statistical errors 

MT-3 
MT-2 
MT-1 
MT+1 
MT+2 
MT+3 
ET-3 
ET-2 
ET-1 
ET+l 
ET+2 
ET+3 
EM Fit 
MULT 
OBLT 

ML-3 
ML-2 
ML-1 
ML+l 
ML+2 
ML+3 
ML+4 
EL-3 
EL-2 
EL-l 
EL+l 
EL+2 
EL+3 
EL+4 

Pythia 

10<Et<20GeV 

0.8 

Figure of Merit 

Figure 4.8 b 

b) 

1 



MT-3 c) MT-3 ~ ~ d) 
MT-2 MT-2 
MT-1 MT-1 
MT+l MT+l 
MT+2 MT+2 
MT+3 

Herwig ~i~'t ~ 
Pythia ET-3 

ET-2 20<Et<30GeV ET-2 20<Et<30GeV ET-1 ET-1 
ET+l ET+l 
ET+2 ET+2 
ET+3 ET+3 
EMFn EMFn 
MULT MULT 
ODLT ODLT 
ASYM ASYM 
ML-3 ML-3 
ML-2 ML-2 
ML-1 ML-1 

ML+l ML+l 
ML+2 ML+2 

ML+3 ML+3 
ML+4 ML+4 
EL-3 EL-3 
EL-2 EL-2 
EL-l EL-l 

EL+l EL+l 
EL+2 EL+2 
EL+3 EL+3 
EL+4 EL+4 

1 0.2 0.4 0.6 0.8 1 

Figure of Merit Figure of Merit 

Figure 4.8 c Figure 4.8 d 



MT-3 e) MT-3 ~ ~ f) MT-2 MT-2 
MT-1 MT-1 
MT+l MT+l 
MT+2 MT+2 
MT+3 

~L~'~ ET-3 Herwig :R1t Pythia 
ET-2 30<Et<40GeV ET-2 

30<Et<40GeV ET-1 ET-1 
ET+l ET+l 
ET+2 ET+2 
ET+3 ET+3 
EMFR EMFR 
MULT MULT 
ODLT 
ASYM 
ML-3 
ML-2 ML-2 
ML-1 ML-1 
ML+l ML+l 
ML+2 ML+2 
ML+3 ML+3 
ML+4 ML+4 
EL-3 EL-3 
EL-2 EL-2 
EL-l EL-l 
EL+l EL+l 
EL+2 EL+2 
EL+3 EL+3 
EL+4 

1 
EL+4 

0.2 0.4 0.6 0.8 1 

Figure of Merit Figure of Merit 

Figure 4.8 e Figure 4.8 f 



MT-3 
MT-2 
MT-1 
MT+l 
MT+2 
MT+3 
ET-3 
ET-2 
ET-1 
ET+l 
ET+2 
ET+3 
EMFn. 
MULT 
ODLT 

ML-3 
ML-,2 
ML-1 
ML+l 
ML+2 
ML+3 
ML+4 
EL-3 
EL-2 
EL-l 
EL+l 
EL+2 

Herwig 
40<Et<50GeV 

g) 

EL+
3 

I I I I I I I I t-rt-JI I I I I I I I I I I I I 
EL+4 I I I I - . - - - - 1 

Figure of Merit 

Figure 4.8 g 

MT-3 
MT-2 
MT-1 IT. r=J 
MT+l fi::! 
MT+ 2 !-1--'--.,--,I 

MT+3 
ET-3 
ET-2 
ET-1 
ET+l 
ET+2 
ET+3 
EMFn. 

EL-2 
EL-l 
EL+l 
EL+2 

Pythia 
40<Et<50GeV 

h) 

EL+3 I ~ I I I I I I I I I I I I I I I EL+4 I I I I I I I I - . - - - 1 

Figure of Merit 

Figure 4.8 h 



·~ • I .. 
a) 

0.1 

i) Herwig 

10<Et<20GeV 

--Quark 

-·-·-·- Gluon 

FOM = 0.63 

0.0 f ' ' ' ' ' ' ' ·o ~ ' '. ' ' ' ' " ' ' ' ' 

l Pythia ii) I 
FOM = 0.64 

0.1 I 
• I - ";. I I 

0.0 
-4 -2 0 2 4 

Global Likelihood 

Figure 4.9: Distribution of "global likelihood" defined by eqs. 4.7 and 4.8 for the samples 

generated with i) Herwig and ii) Pythia in jip collisions at 0=1.8 TeV. The both generated 

quark and gluon jets were processed through the detector simulation, and then reconstructed 

with a cone algorithm. The E1 range of the jets is a) 10-20, b) 20-30, c) 30-40 or d) 

40-50 GeV. 

0.1 

0.0 

0.1 

0.0 

b) 

t 

-4 -2 

1'1 

I 

I .-
1 

r. 
• I 
I ·~ 

,..: I 
I 

-; 

0 
Global Likelihood 

Figure 4.9 b 

i) Herwig 

20<Et<30GeV 

--Quark 

-·-·-·- Gluon 

FOM = 0.76 

Pythia ii) 

FOM = 0.77 

2 4 



c) 

0.1 

0.0 

0.1 

0.0 
-4 

.-

-2 

I' I 
;-• i 
I •-
j i 

.. I 

0 
Global Likelihood 

Figure 4.9 c 

i) Herwig 

30<Et<40GeV 

--Quark 

-·-·-·- Gluon 

FOM = 0.78 

ii) Pythia 

FOM = 0.85 

2 4 

d) 

0.1 

0.0 

0.1 

0.0 
-4 -2 

1'1 

I 
,-' I. 
I I 

r--• ... 
I I 

'·I 

I 

0 
Global likelihood 

Figure 4.9 d 

i) 
Herwig 

40<Et<50GeV 

--Quark 

-·-·-·- Gluon 

FOM = 0.86 

Pythia 

FOM = 0.91 

2 4 

ii) 



a) 

0.1 

0.8 

0.1 

0.0 
-4 -2 

1 

·1 Reference: Herwig 
I 

i) 

L 
'I 

I : I'• 
: : :-i 
I ::I 
I :.:h 
I :I 
I :I 

'I :I : .. , 
' I 
: I 
: 1 
'• -1 

I 
I_ ., 

10<Et<20GeV 

········· Dijet 

----- x2 st <4, 
Isol<0.15 

Reference: Pythia ii) 

I 
I ,-

1 
I 

•. I 
: I 
: I 

: 1_1 

:I 
:I 
:I 
• I 
:I 
:I 

··1-
: I 
:I 
• I 

.. .=-·;-· _, 

--... , 
I 
I 
I 
I 
I 
I 
I 
-I 

• I 
:. I 

0 

I 
I 
I 

.. I 
·-~ 

2 4 
Global Likelihood 
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Appendix A 

Gaussian likelihood distributions 

The procedure to find a global likelihood from multi-dimensional likelihood func-

tions is not unique. In this appendix, we point out a general relation which the prop­

erly defined likelihood should satisfy, and discuss a simple case where the likelihood 

distributions for two reference samples are Gaussian functions. 

If a parameter L' is a properly defined likelihood, a relation for L', 

L' = 1n [Q(L')] 
G(L') ' 

or, equivalently, a relation for the quark fraction / 9 , 

Q(L') 1 
/ 9 = Q(L') + G(L') = 1 + exp-L' 

(A.1) 

(A.2) 

should hold. In eqs. (A.l) and (A.2), Q(L') and G(L') are likelihood distributions 

for the quark and gluon samples. 

If one assumes that Lis a certain parameter representing a measure of likelihood, 

and that Q(L) and G(L) are Gaussian functions with means /Jq and 1', and variances 

u9 and u9 , respectively, then it is easy to show that the condition (A.1) requires 

/Jq = -1',(= 1'), u9 = ug{= u), (A.3) 

and 

!:l.fu2 = 1' (A.4) 

135 

136 APPENDIX A. GAUSSIAN LIKELlliOOD DISTRIBUTIONS 

where !:l. = /Jq - 1', = 21'. 

Suppose one found a parameter L whose distributions are Gaussian functions 

which satisfy eqs. (A.3). Then the condition (A.4) can be satisfied by a scale 

transformation, 

L-+ >.L = L', I' -+ >.I'= 1'', u-+ >.u = u', !:l.-+ >.!:l. = !:l.' (A.5) 

with >. = !:l./ u2• The separation power for such samples is given by a simple param-

eter u' as 
A' !:l. 

S=-=-=u'. 
u' u 

(A.6) 



Appendix B 

Gluon polarization 

This appendix describes the study of gluon polarization (61-64). According to the 

QCD, the j5p hard collisions at the CDF energy are dominated by the gluon-gluon 

scattering, i.e. the g + g-+ g + g process. In this process, the gluons are generally 

expected to be polarized in the scattering plane. 

In case of the gluon hadronization, it is conceivable that the plane defined by 

the momenta of two particles in the first stage of decay, i.e. q and ij, or 2 g's, has a 

similar correlation with the polarization plane of the original gluon. We will denote 

by w the angle between the q - if or g - g plane in the initial hadronization and 

the polarization plane of the original gluon. From the symmetry consideration of 

the gluon polarization, the distribution of w with respect to the gluon polarization 

vector is given by 
dN 
dw = /o{1 + acos2w), (B.l) 

where /o is a normalization constant. With momentum fraction z and w, the parton 

splitting functions are 

P9g{z,w)/2 

Pq9(z,w)NJ 

Nc((l- z)/z + z/(1- z) + 2z(1- z)cos2w) and (B.2) 

(N1/2)[1- 4z{1- z)cos 2w), 

where N1 and Nc are numbers of flavors and colors respectively. The coefficient a 
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in eq. B.1 may be written in the form 

-4(N,- Nc){z{z- 1)} 
a= - - -

N1- 4Nc + 4Nc(1/z} + 2(Nc- N1 ){z{1- z)} · 
(B.3) 

It has been pointed out that a is quite small (62). 

We made a first attempt to estimate the effects of polarization due to pa.rton 

spins, taking no account of hadronization. It is not so clear, whether the pa.rton 

shower configuration which reflects gluon polarization is kept in the final distribution 

of hadrons, after many stages of decay and gluon showers. We however assume that 

the gluon polarization is, to a certain extent, transferred to some hadrons and this 

transfer is especially strong when those hadrons have large momentum fractions. 

Let us consider the asymmetry 

dun- duJ. 
A= ' dun+ duJ. 

{B.4) 

where dun and du J. are the cross sections for the process with the linear polarization 

parallel and perpendicular to the production plane, respectively. According to the 

lowest-order QCD calculation, the asymmetry A is zero as shown in fig. B.l. The 

asymmetry would be expected to be observable as an oblate transverse momentum 

distribution of the particles associated with jets. The decay products of gluons will 

form oblate jets with angular correlations which reflect the linear polarization of 

the parent. The asymmetry of jet fragments is defined as 

A
1 

= lji-PJ. 
ljl +PJ. ' 

(B.5) 

with lj1 and PJ. the sum of the particle momenta in and perpendicular to the 

production plane, respectively. 

For the tracked jet sample, 1987 dijet data were used (see chapter 3). For a given 

event we first get the longitudinal dijet center of ma8s system using the corrected 

4-vector of clusters. In the Lorentz transformation to the c.m. system, the masses 

of all charged particles are assumed to be equal to the pion mass. In the dijet rest 
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frame, tracks within the jet cone were selected as associated with the jet. For each 

jet in the longitudinal dijet rest frame, we define the z' axis along the jet direction, 

and the y' axis along the direction of Pl>eGm x z', where Pbeam is the momentum of 

the proton, and z' is the unit vector along the z' axis. Two possible axes of jet 

were considered. The first one was determined by the centroid of the calorimeter 

energy deposit. The second one was calculated by the vector sum of the 3-vectors of 

charged particles associated with the jet. For each jet, we calculate a tensor defined 

by, 
n 

T,-.,•="1>~,, 
i=l 

n 

Tzltl = TJI'r' = LPix1Piy1 , 

i=l 
n 

T,.,, = L P~y'l 
i=l 

(B.6) 

where n stands for the number of tracks in a jet. We then transform the T-matrix to 

the principal axes coordinate system So(e, TJ, z'), where the T-matrix, T0 , is diagonal; 

- ( dl 0 l To-
O d2 

(B.7) 

We choose e and 'I axes so that d1 > d2• We define the oblateness 0 of the transverse 

momentum distribution in the So system by 

dl- d2 
0 = dl +d2. (B.8) 

This quantity 0 is similar to the oblateness A 1 defined in eq. B.5 as an observable 

quantity that shows the gluon polarization. We think the oblateness 0 is more 

suitable than AI for this study, in view of the necessity to take into account the z' 

components of particle momenta as well as x' and y' components mathematically. 

We calculate oblateness for several cones and two choices of jet axis. In all these 

cases, quite obvious asymmetries are observed as shown in fig. B.2. Fig. B.3 shows 

that a mean of oblateness rises slowly as one reduces the radius of a jet cone, which 
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may in part be caused by a drop in the charged multiplicity within a cone. The 

mean oblateness decreases gradually with increasing the multiplicity as shown in 

fig. B.4. In case of quite low multiplicity, n$1, the oblateness is no longer defined. 

Therefore, we require more than two tracks in a jet cone for this analysis. 

We have imposed a 0.3 GeV cut on P1on9 , which is momentum of a track along 

the jet axis, as well as a 0.35 GeV cut on P, transverse momentum relative to 

the beam axis, to insure the removal of soft track effects. At first we anticipated 

that the particles with small Plong had a bad influence on the measurement, because 

such particles often land outside a jet cone, even though the direction of them at the 

vertex point lie inside a cone. But as we will see later on, the direction of principal 

axis is almost independent of the cut on Plong· Fig. B.5 shows a gradual increase in 

the mean oblateness with increasing the cut value on Plong· Fig. B.6 shows behavior 

of the oblateness as a function of cluster E1• Somehow there is a bump around 70 

GeV, but we can say that the oblateness has a fairly weak dependence on E1 in the 

range of 30 GeV up to 110 GeV. 

The distributions of rotation angle w are shown in fig. B. 7 for different size of 

the jet cones. The w mentioned here is an angle between the production plane 

and the principal axis given from matrix T0 , and is not the same quantity that we 

considered in eqs. B.1 and B.3. The distribution is fitted with a function of the 

form: 

No 
N(w) = -[1+acos(2w)] . 

7r 
(B.9) 

According to QCD prediction, at the tree level, the w distribution is flat, however 

the resulting a is undoubtedly not zero. It implies that jets are oblate with principal 

axes likely to be parallel rather than orthogonal to the production plane. Also, we 

see that a decreases as a cone size narrows down. In fig. B.8, we plot the a as 

a function of the cut value of Plong· The a is almost independent of the P,ong 

cut, because the determination of principal axis is not influenced by soft tracks as 
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mentioned before. 

It is interesting to compare the results presented in fig. B. 7 with those obtained 

by a Monte Carlo study. But before describing that, let's touch briefly on the 

production of Monte Carlo sample. The events are produced with version 3.0 of 

Herwig. It has adopted the cluster model for hadron formation in jets; the inclu­

sion of azimuthal correlations within jets due to gluon polarization; and azimuthal 

correlations within and between jets due to interference. 

To define the jet, we draw a cone around the direction of parent partons in their 

rest frame, and then associate generated final particles inside this cone with a jet. 

Figs. B.9 and B.10 show the distributions of E1 of generated jets and multiplicity 

in the jet cone, in which pseudorapidity w.r.t the jet axis '1.1. > 1.4. The particle 

4-vectors are calculated in two ways, first by using exact particle masses, and second 

by assuming all particles to have the pion mass. The second way corresponds to the 

fact we can not identify each particle in a jet at the experiment. As we mentioned 

before, we analyzed real data with pion mass assumed. We also used charged 

particles only for each case, because CTC can not observe neutral particles. The 

quantity a turns out insensitive to the mass of charged particles in a jet in fig. B.ll. 

The as appear to be the same within their standard deviations. 

Further studies to be made will include the the momentum resolution of tracks 

and jet energy smearing as they might affect the measurement. The smearing 

not only depends on the detector geometry and performance, but also is caused 

by limitations of jet reconstruction using clustering algorithms. To estimate these 

effects, the generated events are pushed through the fast simulation program QFL 

version 2 (60] which reproduces the CDF detectors rather realistically, and full 

detector simulation CDFSIM (see chapter 3). The simulated events are clustered 

and analyzed in the same way as real data. Fig B.12 shows the oblateness 0 

distribution for the real data and simulation data. The distribution of real data 
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peaks at larger 0 than the result with simulated events, but this trend is mainly due 

to the difference of the multiplicity which are shown in fig. B.lO. Thew distribution 

is compared for QFL and CDFSIM in fig. B.13 c. The a predicted by QFL is roughly 

twice bigger than that of real data, on the other hand, CDFSIM prediction appears 

to be negative value. 

We see that obviously the smearing effects due to the detector and algorithm 

affects the determination of w. Also we note that our analysis is sensitive to details 

of the detector simulation. The question raised here is what in the simulation 

actually causes a change in the w distribution and discrepancies between CDFSIM 

and QFL. 

We calculate a Lorentz matrix to boost a event to its longitudinal CMS frame 

by using the corrected cluster energy. If the matrix is not correct and then the 

event is boosted to the "wrong" CMS frame, the x' components of track momenta 

will be overestimated. It may make a peak at zero in the w distribution. Let this 

uncertainty of transformation to CMS frame be !:l./3. To evaluate !:l./3, we first define 

three inertial reference systems, Kcm., Kgen and K.im· The Kcm• is the longitudinal 

rest frame of two parent partons, which can be considered as a correct CMS frame. 

K9.n is the Laboratory frame, and K,;m is the longitudinal rest frame boosted 

by 4-vectors of jets simulated with QFL or CDFSIM. Let us suppose Kcm• and 

K.;m systems move relative to the K9 en with velocity Vt and V2, respectively. The 

uncertainty of CMS frame, !:l./3, can be obtained easily by a Lorentz transformation 

formula. Since Kgen system moves with velocity -Vi relative to the Kcm., 

f3t - !32 
!:J.f3 = 1 - f3tf32' (B.10) 

where f3t = Vtfc, fJ2 = ~/c and cis the velocity of light. Fig B.l4 shows the dis­

tributions of !:l./3 for QFL and CDFSIM. The width of !:l./3 distribution of CDFSIM 

is narrower than that of QFL. 

Another possible cause of a peak or a dip in the w distribution is a misdetermi-
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nation of jet axis. The jet axis difference between simulation and generation data 

is shown in figs. B.15 and B.16. CDFSIM has better., and t/> accuracy of jet axis 

than QFL. However, the thing is the difference of the accuracy between., and¢>, 

or rather which accuracy is better than the other. For instance if the accuracy of 

., is worse than that of t/1, y' components of particle momenta will be enhanced, 

and consequently there will be a dip at w = 0 like a w distribution of CDFSIM. 

As a simple measure, consider the ratio of u of the dTf distribution to that of flt/>. 

This ratio u tu,/ <11>4> is 0.017 in CDFSIM, and 0.02 in QFL. We believe that the 

incongruity between QFL and CDFSIM is related to the ratio u4~fu441 rather than 

fl(3. 

To understand this, we analyzed the generation data with simulation informa­

tions, i.e. jet axes and a Lorentz matrix calculated from 4-vectors simulated jets. 

Fig. B.17 shows the resulting w distribution, i) in the case where we use a Lorentz 

matrix only, ii) in the caBe where we used jet axes only, iii) in the case where we 

used both Lorentz matrix and jet axes. we have known that a jet axis is not inde­

pendent of a change of Lorentz matrix. The t/> direction of jet momentum, however, 

is not changed even if we change a Lorentz matrix, because we now consider the 

longitudinal CMS frame, where the events are boosted along a beam direction (z 

axis) only. As shown in fig. B .17, the shape of w distribution depends crucially on 

the accuracy of jet axis rather than that of Lorentz boost. It is interesting that we 

can reproduce the QFL and CDFSIM results in fig. B.l3 almost completely in the 

analysis of generation data with jet axes obtained by a simulation. 

We are also able to see the effect of track reconstruction inefficiencies by the 

reverse method. This time, we analyze the simulation data with the information 

from a generation. we use 4-vectors of parent partons to get jet axis and a Lorentz 

matrix. In fig. B.18, we show thew distributions in three cases like fig. B.17. As 

we expected, changing jet axes reproduces the generation result shown in fig B.l8 
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quitewell. By comparing fig. B.17i with fig. B.18ii, or fig. B.l7ii with fig. B.18i, 

we see that a is not affected by inefficiency of track reconstruction so much. QFL 

includes particle momentum resolution smearing and but does not model recon­

struction efficiency, because it skips production of raw data. We conclude that the 

discrepancies between QFL and CDFSIM is caused by the position resolution of jets 

rather than a Lorentz boost error or the other effect, such as track reconstruction 

efficiency. It is important to remember the QCD prediction, at the tree level the 

polarization doesn't appear. Therefore even if the result with real data is confirmed 

not to be caused by the instrumental effects, it does not necessarily mean that the 

only polarization is mirrored in this observable. Finally, we show in Fig. B.19 the 

dependence of a on E1 for the real data and simulations. In the caBe of real data, a 

is decreasing with E1 and then is consistent to be zero above 70GeV within a error. 

In conclusion, obviously, we observed the cos2w behavior in the rotation an­

gle w distribution for 1987 central dijet events. This could imply that a memory 

of polarization of a jet initiator-parton, is retained, even after many branching. 

If confirmed, this would be clear evidence of the gluon-gluon scattering, because 

quark jets are not expected to be polarized. we have made a simulation study with 

Herwig event generator, and two simulations, QFL and CDFSIM. The obtained 

simulation results indicate that our analysis is very sensitive to the instrumental 

effects, especially jet position resolution with calorimeters. In figs. B.l7 and B.18, 

we have demonstrated how the experimental effects may provide the change of w 

distribution. If one understands these effects, it is still a feasible story to detect the 

gluon polarization in our fashion. 
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charged particles associated with a jet, respectively. 
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Appendix C 

Correlation in polarization of 

gluon jets 

In this appendix we discuss the correlation in linear polarization of two scattered 

gluons. Even at the lowest order, the perturbative QCD predicts that the correlation 

is present, although the asymmetry A defined in eq. B.4 is absent, because the cross 

section of ab -+ 9l.9l. is not equal to that of ab -+ 9l.911· The correlation of the 

gg -+ 99 process, for instance, has a matrix element proportional to 

A99 - B99 .\
2 + 3 

A99 + B99 = .\2 + 11 - 16/(1- ,\2) + 16/(1 + ,\)2 + 16/(1 - .\)2 ' 
(C.1) 

where ,\ = cos8* cosine of the scattering angle in the rest frame of subprocess and 

A.b = du(ab-+ 9l.9l.)/d-X = du(ab-+ 911911)/d.X, (C.2) 

B.b = du(ab-+ 9l.911)fd.\. 

We then find the distribution of ~w, which is the difference of the rotation angle w 

in two gluon jets 
du A -B 

--<X1+(a2/8) 99 99 cos2~w. 
dt:.w A99 + B99 

(C.3) 

Unfortunately, in the absence of any Monte Carlo's including the polarization 

correlation effects in the hard process computation, we cannot estimate the resulting 
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correlations between jets from the simulation study completely. We then decided to 

compute the polarized cross section of all possible processes, following Y. Hara and 

S. Sakai. The predicted correlation between jets of the subprocess a) 9 9 -+ 9 9 and 

b) q q -+ 9 9 as a function of 7J are shown in fig. C.l. At 7J = 0, the central region, 

the correlations of the processes a) and b) attain their maximum and minimum 

value respectively. Therefore at the central region, it seems more easy to measure 

the correlation. From the sign of the correlation, we see that the polarization vector 

of a jet is likely to be parallel to the other in the subprocess a) , while in b) the 

vector is mainly close to the other. As already remarked in Appendix B, the result 

obtained from the lowest order QCD calculation could be overestimated, because 

the parton shower and fragmentation would weaken the correlation, although the 

higher-order loop diagrams would lead to increased the cross sections which reflect 

the polarization. We also may expect the existence of the polarization due to 

another degree of freedom, such as colors which, if confirmed, might change the 

above results drastically. 

Studying the correlation in polarization oftwo gluonjets, it is perhaps reasonable 

to boost the particles into the rest frame, rather than the longitudinal rest frame. 

We can not compare two rotation angle ws directly in the longitudinal rest frame, 

because of the acolinearity due to the pointing resolution of the detector and the 

intrinsic k1• In the transverse plane of the dijet rest frame, the jet axis of the leading 

is not necessarily parallel to that of a recoil jets. We require here both jets should 

have more than 0.4 oblateness. Fig. C.2 shows a scatter plot of the rotation angle 

w of the leading jet versus that of the second jet. There is now correlation between 

jets. This is rather unexpected results, because the polarization correlation becomes 

easier to catch than single gluon polarization discussed before, from a theoretical 

point of view. In fig. C.3, we show the distribution of t:.w weighted by oblateness 

and that not weighted. For the sake of comparison, we plot the CDFSIM results 
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(dotted histograms) too. In both of these cases, the distributions are approximately 

fiat. we also note that there is no significant discrepancies between two histograms. 

We think that the treatment of acolinearity is sufficiently difficult that no clear 

conclusions have been reached here. Of course, there remains the question what 

quantity in the experiment best reflect the polarization of gluons. We are also 

aware of the various difficulties with the treatment of fragmentations of two jets at 

a time. 

Finally, we study the dependence of the oblateness 0 and a on charged particle 

momentum fraction Xp. On the assumption that the polarization of parents parton 

is mainly transferred to the hadrons with large Xp, one can find much clear signal 

of the polarization by using hard tracks only. As shown in fig. C.4, the mean 

oblateness increases gradually, when Xp cut increases. We believe this comes from 

the reduction of the average multiplicity. In fig. C.5, we see that the a becomes 

bigger as Xp cut becomes tighter. This behavior of a is not yet complete clear, 

because of poor statistics. Fig. C.6. shows distributions of 6uJ for various Xp cuts. 

All distributions are consistent with to be flat within a statistics 

We have tried to see the correlation of polarization between gluon jets, but 

as shown in figs. C.2 and C.3, little physical signal have been found. This may 

be counterintuitive, because QCD predicts that the correlation exists even at the 

tree level as shown in fig. C.l, and consequently 6uJ should have peaked at zero. 

Concerning the correlation, we think so far that no impressive conclusion can be 

given. 

We have suffered from the lack of knowledge about details of detector charac­

teristics. We then suggest to compare the other 2 -+ 2 process including gluons 

expected to be strongly polarized with the result in this note. For example, in 

the W /Z production with a gluon jet, i.e., q q' -+ g W and q q -+ g Z, most of 

jets are predicted to be polarized perpendicular to the production plane, as shown 
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in fig. B.l. Therefore if a large amount of W /Z + one jet events were available, 

one could get the evidence of gluon polarization without this type of worry due to 

detector originated uncertainties, by comparing the value of a for jets associated 

W /Z with our result. 
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