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The average fraction (=< Z >)of jet momentum carried by the associated 

charged leading hadron has been determined in the reaction p + N - h1 + h2 + X 

where h1 a.nd h2 were two high P .L hadrons, leading particles of two jets produced 

at high P .L • A 800 Ge V / c proton beam a.nd four nuclear targets: beryllium, 

aluminium, iron a.nd tungsten were used. The data were taken at the Fermi 

National Accelerator Laboratory from November 1987 - February 1988. 

The detector was a double a.rm magnetic spectrometer, with two sampling 

calorimeters for real-time event selection a.nd was capable of operating at a high 

interaction rate (~ 2.5 x 106 interactions per second). 

< Z > has been determined as a function of the transverse momentum of 

the leading hadron a.nd the cosine of the scattering a.ngle of the leading hadron 

pair in the di-hadron C.o.M. system, for positive, negative a.nd both sign charges 

of the leading hadron and for each target. 

The fragmentation process was found to be independent of nuclear effects 
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and the amount of nuclear matter the fragmenting parton went through. The 

< Z > distributions agree with the QCD-parton model predictions for single 

independent parton-parton scattering and independent fragmentation process. 

Agreement has also been found between these data and previously published 

results obtained in a pp collider experiment confirming the independence of the 

fragmentation process from nuclear effects in high Pl. interactions. 
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CHAPTER 1 

INTRODUCTION 

The physics of elementary particles studies the nature of interactions between 

subatomic particles. Scattering experiments are a way to achieve that goal. Suc­

cessively larger machines have been (and are being) built to accelerate particles 

and induce their collisions. In this way, the comparison between scattering mea­

surements and theoretical predicti_ons can be made and a deeper understanding 

of the fundamental forces ~chieved. 

The larger the momentum transfer between a beam particle and a target par­

ticle, the smaller the distance at which the interaction can be studied. With to­

day's accelerators high momentum transfers can be obtained that imply distance 
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scales of the order of 10-18 cm. Consequently the inner structure of nucleons 

can be investigated. 

Fermi National Accelerator Laboratory (FNAL) experiment 711, a fixed tar­

get experiment and the topic of this thesis, was designed to measure the inclusive 

production of two high and opposite P J. hadrons at v'3 = 38. Ge V in the process 

where p implies the beam 800 GeV /c proton, N the target nucleon, h1 and h2 

the outgoing hadrons, Xis whatever else is produced. The charge of h1 and h2 

were also determined enabling the study of like- and unlike-charged states. The 

experimental data was accumulated from November 1987 until February 1988. 

1.1 Motivation of the experiment 

The objective of experiment 711 was the study of the inclusive production 

of two high and opposite transverse momentum (P J_ ) hadrons, which can be 

interpreted as ~he dynamics of the hard scattering of the hadronic constituents. 

The QCD[1] predictions {or such p~ocesses can be tested by com.parison with 

this data. QCD is a theory which describes the interactions between quarks 

and gluons (collectively called partons), believed to be the constituents of the 

observed hadronsl2] . 
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1.1.1 QCD theoretical framework 

In the QCD theoretical framework, the high P .L di-hadron production is due 

to the scattering at high momentum transfer of quasi-free point-like partons, 

one in the beam with the other in the target[3J. Such a scattering is calculable 

perturbatively. The scattered partons then fragment into collimated sprays (jets) 

of hadrons with large transverse momenta. The resulting event contains four 

jets : two at high P .L (which are the product of the scattered partons) and two 

at very low P .L , products ofthe fragmentation ofthe spectator (non interacting) 

partons of the beam and target (see figure 1.1). 

The QCD predictions were dra.ma.tically confirmed by experiments at the 

CERN SPS colliderJ4] Experimentally it was found that at high energies ( y'8 = 

540 to 630 Ge V) collimated jets at high momentum transfer (P .L ) where copi­

ously produced and their production cross sections could be predicted. At lower 

energies ( y'8 ~ 30 to 60 Ge V ) jets are much less collimated, consequently in 

this experimental situation (such as the one E711 was performed in) it is more 

difficult to recognize and define with no ambiguity the spray of particles resulting 

from a high momentum transfer parton interaction. 

1.1.i Jeta at low energiea 

Two experimental observations help select and study high momentum trans­

fer interactions at low energies. Triggering on events in which a high P .L hadron 

is produced one observes : 
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A 

B 

Representation of a high P .l reaction factorized into parton distribution 

functions (G), parton fragmentation functions (D) and hard scattering subpro-

cess 

Figure 1.1 
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1) the high P .l hadron is part of a jet[5] [6]; a jet recoils against the trigger par­

ticle if P .l is sufficiently high[6) (P .l > 7 GeV /c). Therefore triggering on high 

P .l hadrons is equivalent to selecting jet events. 

2) The fraction of the trigger side momentum ta.ken by the trigger particle 

ranges from 75 3 to 90 3(5) (increasing with z .l = 2P .i/ y's, the so called "trig­

ger bias"[71) and, more important, the direction of the trigger particle momentum 

is parallel (within ±5° on average) to that of the jet.l5l 

Thus, triggering on a pair of high P .l hadrons selects events where the two 

scattered partons can be experimentally measured. Experiment E711 triggered 

on two high P .l hadrons with approximately equal and opposite transverse mo-

menta. That brought the further advantage of discarding events in which the 

colliding partons have a large intrinsic momep.tum (due to Fermi motion of the 

partons inside nucleonsl8H9H101) and facilitated the theoretical interpretation of 

the cross section. 

1.2 Analysis contained in this dissertation 

The subject of the present dissertation is the study of < Z > , the average 

fraction of energy of the high P .l jet, carried by the 'leading hadron'. 

< z >= / E1eading) 
\ E;et 

where Eieading is the energy of the 'leading hadron', namely of the hadron which, 

as described in the previous paragraph, takes the most of the jet ·momentum. E;et 

is the energy of the jet. 
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1.!.1 Parton model, diJtribution functionJ 

According to the parton model, the colliding hadrons are bound states of 

quarks and gluons. The interaction among them is described in quantum field 

theory by the QCD hamiltonian. Presently, mathematics cannot exactly solve 

the equations of motion, and . the hadron state must be described phenomeno­

logically by means of distribution functions, Ga/A(z, Q2), giving the probability 

Ga/A(z, Q2 )dz to a parton a (quark, antiquark or gluon) in a hadron A of having 

a momentum fraction between z and z + dz. Q2 is a parameter, typical scale of 

the process (scale violation), which can be defined as 

where P ..L is the two jet high transverse momentum and k is a constant, equal 

to 1 in the analysis of the E711 data. 

In a high P ..L scattering process, partons can be treated as quasi-free point­

like a.nd massless particles. The scattering is described by the collision between 

partons (see figure 1.1) with the initial state described by these distribution 

functions. After the collision, two pa.rtons emerge at high P ..L • The scatter­

ing between pa.rtons is described by the differential scattering cross section ~' 

where l is the momentum transfer between colliding and scattered partons. After 

the collision, partons 'fragment' into jets, namely they vaporize into a spray of 

hadrons whose total energy a.nd momentum a.re the energy a.nd momentum of 

the pa.rent pa.rton. 
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1.£.1 Fragmentation functionJ 

As we are not able to exactly calculate the fragmentation process of a par­

ton, we can only describe it phenomenologically by the fragmentation functions 

De/ n(z, Q2 ) that give the probability Dc/H(z, Q2 )dz to find a hadron H of a 

jet with momentum fraction of the parent parton c, between z and z +dz. The 

fragmentation functions assume a dependence not only on z but also on the 

parameter Q2 defined above for the structure functions. 

1.l.3 Fragmentation and eziJting data 

Recent data on the fragmentation mechanism were obtained by the CCOR 

collaboration[5] at C.o.M. of the reaction energies (Vi) similar to E711. Their 

data, shown in figure 1.2, were taken at y's = 31, 44.8 and 62.4 Ge V and prove 

that at low y's the fragmentation mechanism produces a leading hadron which 

takes from 75 3 to 90 3 of the jet momentum. 

More recent data was taken by the European Muon Collaboration (EMC)(ll] 

which measured the fragmentation function of the u quark into 7r+, 7r-, K+, K-, 

p, p shown in figure 1.3 and 1.4 in a muon-proton and muon-deuteron scattering 

experiment at y's = 22.93 Ge V . 

1.l.,/ Subject of the preJent diuertation 

The subject of this dissertation, the mean value of the fragmentation variable 
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z, is related, for high P J.. particles, to the distribution functions, scattering cross 

section and fragmentation functions and provide a test on the QCD-parton de­

scription of high P J.. scattering. The fragmentation mechanism can be described 

well for different energies and processes in e+ e-, pp, pp reactions in a collider 

machine[121. In principle, the fragmentation process could be affected by the pres­

ence of the nuclear forces or the a.mount of nuclear matter which partons have 

to cross while fragmenting into observables hadrons when using fixed nuclear 

targets. The question rises : can fragmentation still be described by functions 

independent of the rest of the surrounding environment, or are they influenced 

by these nuclear forces? This dissertation will give an answer by comparing plots 

of < Z > for different nuclear targets (Be, Al, Fe and W) and by comparing 

them with the QCD predictions valid for independent single particle scattering. 

1.1..5 The detector 

The detector used in this experiment is shown in figure 1.5 (side view). It 

can be described as a double arm spectrometer, where each arm can detect the 

presence of the products of a high P J.. collision, the jet fragments. 

The thin nuclear target was followed by two analyzing magnets, five multi wire 

proportional chambers and two calorimeters. The next chapter will provide a 

detailed description of the experimental components. 

1.1..6 Calculation of< Z > u&ing the jet neutral energy 

To determine < Z > from the E711 data, Blea.ding was calculated by means 
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of the chambers and the analyzing magnets. At these energies the mass of 

the leading hadron is negligible compared to its momentum and consequently 

Eleading ~ Pleading' where Pleading is the momentum measured by the cham­

bers. Ejet was measured by also including the calorimetric measurement and 

Ejet = Eleading + Enon leading 

where Enon ~~ading is the jet energy ~emaining excluding the contribution of the 

leading charged hadron. An average value can be more accurately determined as 

average corrections can be applied. Therefore 

< Z >= ( Pleading ) = 1 (1.l) 
Pleading + Enon leading 1 + ( E .. 1m 1 ... u .. ,) 

P1 • ..i1 .. , 

< Enon leading > can be calculated by measuring the jet neutral particle energy 

released in the calorimeter. The choice of measuring the neutrals is due to 

a geometrical acceptance reason since they were undeflected by the analyzing 

magnets and could reach the calorimeter. On the other hand, the relatively soft 

charged particles forming the rest of the jet were swept away from the detector 

by the analyzing magnets. The energy carried by the non leading particles was : 

< Enon leading > = < Enon leading neutral + Enon leading charged > 

= f < Enon leading neutral > 

where Enon leading neutral is the jet neutral energy and 

J = ( Ejet - Pleading ) 

Enon leading neutral 
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Consequently from (1.1) 

( 
Pleading ) < Pleading > 

<Z>= ::::-------------------
pleading + Enon leading < Pleading > + f < Enon leading neut1'al > 

( Pleading ) 

'.:::::: Pleading + f Enon leading neut1'al 

1 

(1.2) 



CHAPTER 2 

THE EXPERIMENTAL SET-UP 

2.1 Introduction 

The experiment was designed to study the production cross section of ++, 

+- and -- hadron pa.irs with high and opposite P 1- , and hence high mass, 

produced over a wide angular range in proton-nucleon collisions. A double arm 

spectrometer was used, designed for high momentum resolution measurement 

and capable of functioning at high interaction rates. Figure 1.5 shows the ex­

perimental apparatus. The incident proton beam hit a point-like target . · 103 

inelastic interaction length metal targets of Be, Al , Fe and W were used. The 

magnetic spectrometer consisted of two analyzing dipole magnets and five multi­

wire proportional chambers (MWPCs) and was positioned for tracking the par­

ticle trajectories downstream the magnets. The pointlike target allowed to avoid 

15 
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upstream tracking. This system was followed by 4 scintillator hodoscopes and 2 

sampling calorimeters which generated fast signals used for high speed real time 

electronic event selection (trigger). 

The digitized data from each interaction which satisfied the trigger require­

ments was read by a dedicated computer {PDP-11) and written onto tape. The 

readout was done according to two formats, the 'A-interrupt' used for the ex­

perimental events during the spill and the pedestal events, and the 'B-interrupt', 

used for the readout of scalers after each spill. 

Throughout this thesis the following convention is adopted for the laborafory 

reference frame : the z direction is horizontal along the beam line pointing down­

stream; they direction is vertical, pointing upwards; the z direction is according 

to a right-handed reference frame. 

2.2 Design considerations 

As the production cross section for massive di-hadron states decreases rapidly 

with their massl13l, a high luminosity, and consequently a high beam intensity, 

was necessary(~ 2.5x107 protons/sec beam intensity). The high beam intensity 

required a fast selection system (trigger) as only a small fraction of the total in­

teraction rate(~ 2.5 x 106 interactions/sec) was of interest. The apparatus was 

designed to produce signals from which a fast (typically less than 50 nsec) elec­

tronic evc:nt sdection could be formulated with standard commercial electronic 

logic modules. To bear the high intensity flux, the spectrometer was desensitized 
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in the middle region around the beam line and the hodoscopes and calorimeters 

were placed above and below the beam line. Due to the high intensity beam wire 

chambers could not be used between target and magnets to track the particles. 

Consequently a short and narrow target was used in order to constrain the x 

position of the beam interaction, making tracking devices between target and 

analyzing magnets unnecessary. 

The design consideration were also aimed at ensuring the capability of the 

detector to trigger on two high and opposite P ..L hadrons. The calorimeters prO.: 

duced an output 'pulse, used by the trigger, proportional to the Py of the par­

ticles. They covered a region of ±25.3° in azimuthal angle. Due to the narrow 

azimuthal coverage they accepted mainly particles for which P ..L ~Py. Since the 

magnetic field of the two analyzing magnets was pointing in the vertical direction, 

the P JI of the particles was unaffected. Consequently the transverse momenta as 

deduced from the calorimeter signals were unaffected by the magnetic deflection. 

The size of the aperture of the first magnet was small and the iron yoke sur­

rounding it was a good shield from the beam halo for chambers, hodoscopes and 

calorimeters. This facilitated the correct functioning of the detector. 

2.3 Beam line 

A beam line is the ensemble of construction and devices (tunnels, magnets, 

tracking devices, splitting devices) which steers the extracted beam from the 

accelerator main ring to the experimental hall. Proper setting of the magnet 
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currents and other beamline parameters is critical in order to have a high intensity 

beam with low halo background and a. proper focus on the target. The Tevatron 

accelerator at Fermilab produced a. proton beam of 800 Ge V / c . This beam was 

extracted and split among many different beam lines, as shown in figure 2.1. 

! .3.1 Beam line UJed by E711 

The beam line used by the experiment is shown in figure 2.2. The devices 

directly controlted by E711 were NEBE (horizontal deflection dipoles), NEBV 

(dipole), NEBQ2 (horizontally defocusing quadrupole), NECQ (horizontally fo­

cusing quadrupole), NECH (dipole), NEEANl (dipole) and NEEAN2 (dipole). 

In particular, NECH and NEBV, were the devices used to control the horizontal 

and the vertical deftection of the beam and adjust it on the target. NEEANl and 

NEEAN2 were the experimental analyzing magnets (magnets used to measure 

the momentum of charged tracks) . 

!.3.! The beam apill atructure 

A primary 800 GeV /c proton beam was used in the experiment. The beam 

spill was of ,...., 20 seconds and its intensity had a. time structure (because of the 

Tevatron acceleration process) such that ea.ch spill wa.s formed ultimately by pro­

tons grouped into so called 'buckets' approximately 2 nsec long, separated from 

each other by 18.2 nsec. The beam profile was focused so that a. thin verti.cal 

target could be used. This alleviated the need for particle tracking upstream 
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Target 
type 

Be 
Al 
Fe 
w 

TABLE 2.1 

Target characteristics 

A z(cm) x y(cm) x z(cm) 

9.01 0.10225 x 2.5 x 4.066 
26.98 0.08357 x 2.5 x 3.9"51 
55.85 0.04892 x 2.5 x 1.670 
183.85 0.10211 x 2.5 x 0.956 
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Interaction 
lengths(%) 

9.99 
10.03 
9.97 
9.97 

of the magnets where the particle fluxes are high. The beam intensity distribu­

tion on the target could be represented by a gaussian whose sigma was typically 

,...., .38 mm horizontally. The typical beam flux used during the experiment was 

2.5 x 107 protons/sec (5 x 108 protons per spill). 

2.4 The target 

The data were taken using four nuclear targets : Be, Al, Fe and W each of 

103 inelastic interaction lengths (their dimensions and atomic weights are shown 

in TABLE 2.1). At the typical beam intensity used in the experiment, the rate 

of inelastic interactions was 2.5 x 106 interactions/sec. 



22 

2.5 The magnetic spectrometer 

In order to determine accurately the momentum components of the secondary 

particles produced in the inelastic collisions it is necessary to know the interaction 

position, the magnetic deflection and the downstream trajectory. Two analyzing 

magnets were used .in .the experiment in order to .provide sufficient magnetic 

deflection. Charged particles originated in the target were deflected horizontally 

by the analyzing magnets then their trajectories downstream the magnets were 

measured by the drift chambers. 

! .5.1 Characteriatic.s of the analyzing magnet& 

The analyzing magnets, NEEANl and NEEAN2, were about 2 x 2.5 x 3.3m 

and 2. 7 x 2.5 x 3.8 m respectively in their overall dimensions, with apertures of 

50.8 x 43.3 x 182.9 cm and 101.6 x 93.7 x 122.6 cm. The z position of the center 

of the magnets were 1.14 m and 3.63 m downstream of the target. 

The field inside the magnets was.vertical to a high degree of accuracy and its 

intensity independent of the z and y position around the a.xis of the aperture of 

the magnets[l4] (10 KGauss and 8 KGauss for NEEANl and NEEAN2 respec­

tively) . Figure 2.3 shows the intensity of the magnetic field along the z a.xis at 

operational currents. The measurement was done with the ZIPTRACK mea­

surement system.l15] This magnetic field strength measurement system consisted 

of three mutually perpendicular coils on a cart that could move on aluminium 
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tracks positioned parallel to the magnet aperture axis. The current induced in 

the three coils as the cart was moved along the tracks through the magnetic field 

was integrated and digitized by mean of an analog-to-digital (ADC) converter. 

That enabled the calculation of the three components of the magnetic field over 

the volume of the magnet aperture to a 13 accuracy. 

!.5.! P .l kick of the two magnet .sy.stem 

Since the magnetic field in the magnets was vertical, the particle deflection 

occurred in the X-Z plane. The initial momentum of a charged particle (Pin) 

was modified after the particle passed through the magnetic field region. The 

resulting outgoing momentum (Pout) was for high momentum particles : 

Pout= Pin+ Pt 

where Pt is the so called 'P .l kick' of the magnets. The Pt kick is given by : 

Pt= ~e J Bx di 

where the integration path can be approximated by a straight line from the 

target along the z direction for pa.rtic.les in the spectrometer acceptance. The 

value found for the combined analyzing magnet system was: IPt l = 1.16 GeV /c. 

Montecarlo simulations using the measured field map indicated that a single bend 

plane approximation was accurate to better than 1.53 for the high P .l particles 

(P .l > 2.5 GeV ) under study. 
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2.6 The drift chambers 

The multiwire drift proportional chambers[16] (MWPC) are tracking devices 

which measure the positions along the trajectories of the charged particles passing 

through them. In E711 they were placed downstream the magnets, before the 

hodoscopes and calorimeters (see figure 1.4). The parameters of the calculated 

trajectory together with the knowledge of the P .L kick of the magnets and the 

target position enabled the ofHine calculation of the momentum components of 

the charged particles. 

An incident charged particle passing through a chamber ionizes the gas con­

tained in it . The dectrons produced, under high electric field drift to the closest 

anode. Near the anode wire the ~ field is intense enough to accelerate the elec­

trons to the atomic ionizing energy within one mean free path between atomic 

collisions. Such collisions then ionize the atoms, producing an exponential am­

plification in the number of dectrons. In that way an dectron avalanche is 

produced near the anode sense wire and a. detectable signal can be collected. 

The identifica.tion of the wire which 'fires' gives the coordina.te component of 

the particle perpendicular to the wire. Drift timing allows interpola.tion of the 

spa.tial position to a. fra.ction of a. sense wire spa.cing. 

There were five MWPCs in the detector, with different wire spacings. The 

wire spa.cings were chosen to make a. projective geometry. From now on the five 

MWPCs will be called DCl, DC2, DC5, DC3 and DC4 in increasing distance 

from the target. 
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2.6.1 DeJcription of the MWPC and their location 

Each chamber had four sense wire planes : X, Y, U, V. The X plane gave 

information on the :z: position of a track, having the wires strung vertically, the Y 

plane gave information on they position (wires strung horizontally). The U and 

V planes were strung at ±10° from the vertical and gave the corresponding pro· 

jected coordinates. Four planes per chamber were necessary to resolve possible 

ambiguities in the association of the projected trajectories found by the pattern 

recognition programs. 

The wire plane stack was completed with the ground and cathode planes. 

Cathode planes arc necessary to produce the field directed perpendicularly to 

the planes which accelerates electrons toward anodes. The ground planes, which 

sandwiched each chamber, were necessary to shield the anode wires from external 

electromagnetic noise. Calling G, C, X, Y, U, V the ground, cathode, X sense, Y 

sense, U sense and V sense planes the disposition of the planes in the chambers 

was (starting from the most upstream plane going downstream) : 

DCl and DC2 : G C U C X C G gap G C V C Y G 

DC3, DC4 and DC5 : G C U C V C X C Y C G 

Because of the larger spacing between wires in DC3 and DC4 (see TABLE 2.2), 

field shaping wires were placed between the sense wires in the anode plane in 

order to make the field strength and the drift velocity more uniform, improve the 
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TABLE 2.2 

Drift chamber wire spacings 

Anode Cathode Field Ground 

wires (mm) wires (mm) wires (mm) wires (mm) 

DC! (X, Y, U, V) 2.03 1.0 2.0 

DC2 (X, Y, U, V) 2.53 1.0 2.0 

DC3 (X, Y) 4.17 2.0 4.17 2.0 

DC3 (U, V) 4.11 2.0 4.11 2.0 

DC4 (X, Y) 5.56 2.0 5.56 2.0 

DC4 (U, V) 5.47 2.0 5.47 2.0 

DC5 (X, Y, U, V) 3.05 2.0 2.0 

linearity of the drift time-distance relation and shorten total drift time to prevent 

pile up of signals. DCl, DC2, DCS, DC3 and DC4 were positioned downstream 

the magnets at 5.39, 6.75, 8.23, 11.18 and 14.86 m from the target in order to 

form a projective geometry with the different chamber wire spacings with respect 

to the target to simplify the pattern recognition programs. 

!. 6.t Deacription of the wirea 

Cathode and ground wires were an alloy of Cu 973 and Be 33 with nickel 



DCl 

DC2 

DC3 

DC4 

DCS 

TABLE 2.3 

Drift chamber wire diameters 

Anode 

wires (µm) 

25.4 

25.4 

25.4 

25.4 

25.4 

Cathode 

wires (µm) 

63.5 

76.2 

76.2 

76.2 

76.2 

Field Ground 

wires (µm) wires (µm) 

76.2 

76.2 

127.0 

127.0 

127.0 

127.0 

127.0 
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coating, while the a.node wires were very pure W (99.93) in order to bear high 

tensile force, with a layer o{ Au to make the soldering to the readout pads possible. 

In TABLE 2.3 the diameter o{ the wires is listed. 

!.6.3 Active and deJenJitized regionJ of the MWPC 

All the MWPCs were desensitized in the central region in order not to detect 

the high flux o{ non interacting beam particles a.nd the low P l. particles in the 

beam fragmentation region. The desensitized regions were obtained by lowering 



DCl 

DC2 

DC3 

DC4 

DCS 

TABLE 2.4 

Active area of drift chamber dimensions 

:z: (cm) 

103.9 

129.5 

224.7 

299.1 

169.3 

y (cm) 

110.4 

137.6 

226.8 

302.5 

175.7 
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the cathode voltages on a central group of the horizontal strung cathode wires 

by approximately 400 Volt forming a deactivated horizontal band. The active 

regions of the chambers, whose size is listed in TABLE 2.4, were such that high 

P J.. particles coming from the target and impinging upon the calorimeter ele­

ments would intersect them. Between the desensitized region and the sensitive 

one, approximately 16 cathode wires had voltage midway between the other two 

in order to avoid high field gradients and consequent sparking. 

f.6.,/ Voltagea 

A negative high voltage (ranging from -2000. to -3700) was applied between 



DCl 

DC2 

DC3 

DC4 

DCS 

TABLE 2.5 

Chamber typical opera.ting voltages 

Cathodes (k Volt) Field (kVolt) 

-3.05 

-3.30 

-2.40 -1.40 

-2.30 -1.45 

-3.65 
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the cathode and sense planes. The wires of the cathode planes were connected to 

the power supply with 4.7 Mn resistors for protection against breakdowns. The 

sense wires were connected to ground through electronic preamplifier circuits. In 

TABLE 2.5 the typical cathode and field voltages are listed. 

i.6.5 Gaa mizture.9 

The gas mixtures used were 503 argon 503 C2H5 (bubbled through ethyl 

alcohol at 0°C) for DC3 and DC4. This mixture gives the better chamber effi­

ciency and good time distance relations[16J. For DCl, 2 and 5 the gas mixtures 

used were 173 C02, 0.43 freon and balance argon (the electron producer) since 
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it was impossible to operate those chambers with the argon-ethane mixture due 

to their wire spacings. 

f.6.6 Syatem tued to amplify and take the aignal out to the TDCa 

The signals were picked up at the end of each sense wire and sent to the inputs 

of the preamplifiers. The preamplifiers were assembled on a PC board in groups 

of 16 channels and the boards were inserted into sockets on the chamber frames. 

The gain of the preamplifiers was ~ 20 and allowed the chambers to be operated 

at a lower voltage and consequently at a higher rate ( = higher beam intensity) 

without the gas becoming sufficiently ionized to cause voltage breakdown. The 

outputs of the preamplifiers were connected with ribbon cables to commercial 

(N anometrics 272) amplifier/ discriminator circuits that transformed the analogic 

signal into an ECL pulse (emitter coupled logic, -.8 to -1.6 Volt). Delay cables 

connected the logic signal outputs to Lecroy time-to-digital converters (TDC's). 

The TDC start was given by the sense wire signal, while the STOP was produced 

by a trigger pulse. The timing measurement allowed a more accurate estimate 

of the particle coordinates through the deduced time distance relation. The 

maximum drift times varied from 150 to 400 nsec depending on the different 

spacings between sense wires of the different chambers (the larger the spacing, 

the longer the maximum drift time). 

!.6. 7 Efficiency of the chambera 

The efficiency of a given sense plane was calculated offiine using tracks in 



Chamber 

nq1 

DC2 

DC3 

DC4 

DC5 

TABLE 2.6 

Chamber plane efficiencies 

y 

0.698 

0.740 

0.899 

0.912 

0.644 

x 

0.778 

0.895 

0.887 

0.946 

0.776 

u 

0.742 

0.883 

0.885 

0.952 

0.776 

v 

0.837 

0.814 

0.934 

0.948 

0.753 
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which the other 4 planes of that projection were on, ensuring an independent 

recognition of the particle trajectory by pattern recognition programs. The re­

sults are listed in TABLE 2.6. 

2.1 The hodoscopes and calorimeters 

Two sampling calorimeters and two hodoscope pairs were used to trigger the 

detector in order to select high mass charged hadron pairs in real time. The fast 

response of the calorimeters and hodoscopes was ensured by the use of polyvinyl 

toluene as scintillator and fast photomultipliers combining for a typical signal 
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rise time of 5 nsec. The calorimeters yielded a signal proportional to the particle 

P ..L which could be used to trigger the data acquisition using the approximation 

M1,2 ~ P ..Ll + P .12· The hodoscopes, placed just upstream the calorimeters, were 

used to identify the ch.arged particles impinging the calorimeters. The calorimeter 

and hodoscopes formed an approximately projective geometry pointing a.t the 

target, facilitating the electronic trigger logic. 

The calorimeters and hodoscopes were placed symmetrically with respect 

to the horizontal plane containing the beam (see figure 1.4). Hence the non 

interacting beam particles and forward scattered particles (produced for instance 

in diffra.ctive processes) could pa.ss through without hitting them, allowing a. high 

beam intensity. 

The calorimeter was also used as an offiine check of the reconstructed track 

momenta. and, particularly in this analysis, to calculate the energy of the jet 

associated to the leading hadron. Tha.t wa.s possible since all the output signals 

from the calorimeter photomultipliers were integrated and digitized by ADCs 

(analog to digital converters) whose information was readout and written onto 

magnetic ta.pe. 

t. 7.1 Hodoacope deacription 

Ea.ch calorimeter had two vertically segmented scintillation hodoscopes 

placed upstream to identify the wide angle particles incident upon them as 

charged. From now on the two hodoscopes are called HF (Hodoscope Front, 
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TAB LE 2.7 

z and y hodoscope (front and back) module dimensions 

Module z (cm) y (cm) 

1 .. 
29.5. 6.35 

2 33.8 6.35 
3 38.1 6.35 
4 42.2 6.35 
5 46.5 6.35 
6 52.8 8.89 
7 59.2 8.89 
8 65.8 8.89 
9 72.1 8.89 

10 82.6 14.00 
11 93.2 14.00 
12 103.9 14.00 
13 114.3 14.00 
14 125.0 14.00 
15 134.6 14.00 
16 146.3 14.00 

the more upstream) and HB respectively. Ea.ch of them consisted of 16 pieces of 

scintilla.tor, ea.ch viewed at both ends, by a. PMT through a. lucite light guide. 

The thickness of the scintilla.tor pieces was 1.27 cm. In TABLE 2.7 the z and.y 

dimensions of the 16 pieces (called from now on 'modules') are listed. 
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!. 7.! Shower development in a calorimeter 

Hadrons, electrons and "YB release their energy in the calorimeter through 

the particle production cascade called showering. A shower develops because 

the incoming particle interacts with nuclei inelastically producing more parti-

des. The produced particles, in their turn, interact inelastically producing more 

particles and so the 'shower' develops. In electromagnetic showers (produced 

by "YS, e- and e+) hadrons are not produced, the only mechanisms essentially 

being bremsstrahlung "'fS and e+, e- pair production. In the hadronic showers, 

produced by protons, neutrons, kaons and pions, ~ j of the particles produced 

in each interaction are 7r
0 s which decay into TY and subsequently develop as an 

electromagnetic shower. This quickly leads to all of the particles in a hadronic 

shower being electromagnetic though their spatial distribution is much more 

elongated by the initial hadronic processes. In the showering process energy is 

released in the calorimeter by ionization loss of the charged particles produced in 

the shower. Until interacting inelastically a charged particle deposits an uniform 

amount of energy per unit length by ionization loss (see Bethe-Bloch formula 

(A.1) in APPENDIX A) : 

dE 
-=kxp 
dz 

where pis the density of medium crossed and 

le 
MeV 

-2---.......,,. 
- gm x cm2 

(2.1) 

This holds when 1 of the particle ~ ·3.57 which 1s always the case for 
yl=ifi 

electrons produced in the Ge V energy range showers. In this case a particle 



36 

releases the least a.mount of energy (the particle is a minimum ionizing particle, 

m.i.p.). 

For a hadronic and an electromagnetic shower part of the energy is unde­

tectable and the rest is detected through ionization loss of the calorimeter mate­

rial. On average, the latter is proportional to the energy of the impinging particle 

(linearity of the calorimeter) with a different proportionality factor for electro-

magnetic and for hadronic showers due to the different a.mount of undetected 

energy. From (2.1) the energy deposited in the calorimeter by a charged particle 

is : 

E=kxpxL 

where L is the length of material crossed and p its density. Consequently the 

total energy deposited in a showering process is 

N 

E =le LP x Li 
i 

where the sum runs over the number of charged particles produced in the shower. 

!. 7.3 Sampling calorimeter& 

A sampling calorimeter has layers of active and passive material assembled 

one after the other. The energy deposited is measured only in the active layers. 

The number of charged particles that have gone through one active + passive 

plate thickness on average can be approximated by p{ H_ , where PH is the 
(m.1.p.) . 

pulse height of the signal produced in an active layer and P H(m.i.p.) is the pulse 
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height produced on average by a m.i.p. in the same layer. As a result we have 

PH· 
E = k L pH. 

1
. X (Pa.ctive La.ctive + Ppauive Lpauive) i 

i 3,(m.i.p.) 

where the sum runs over the number of active + passive sections of the calorime-

ter. 

!. 7.,/ Calorimeter purpoae 

Each calorimeter in E711 was divided into four sections in depth, from now 

on called EM (electromagnetic), Hl (first hadronic), H2 and H3. Each section 

was also divided vertically in 16 modules (as one can see in figure 2.4, side view 

o{ the calorimeters). The vertical segmentation allowed the PMT gains to be set 

proportionally to sin 811 , where 811 was the polar angle along the vertical direction 

between the beam line and the line connecting the target and the module. In 

that way the output signal produced by an impinging particle showering in a 

module was proportional to Ex sin811 ~ P11 • 

!.1.5 Calorimeter de.,cription and dimen.,iona 

The 16 modules of a longitudinal calorimeter section were constructed as a 

sandwich of active (scintillator) and passive (lead or steel) layers. Their con­

struction is illustrated in figures 2.5 and 2.6. The vertical segmentation had the 

further advantage of enabling localization of the energy released so that shower 

energy measurement could be associated to single tracks deteCted by the cham­

bers. There were 14 pieces of!" scintillator in the EM and Hl modules, 7 pieces 
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oft" scintillator in the H2 and H3 modules. The passive material was Pb in the 

EM section (13 plates of ~") and steel in the Hl (14 plates of 1.25"), H2 and 

H3 sections {7 plates of 2.5" in each section). Figure 2.6 shows the design and 

dimensions of the scintillator of an H3 module. Each end of the 7 scintillator 

pieces was connected by light guides to a phototube, which converted the light 

pulse into au. electronic signal. 

The EM section consisted of 29. 7 radiation lengths in depth. The complete 

calorimeter (EM + Hl + H2 + H3) made a total of 9.24 interaction lengths. 

Consequently the hadronic showers were completely contained in the calorimeter 

and the electromagnetic ones were completely contained in the EM section of it. 

The dimensions of all the calorimeter modules are listed in TABLE 2.8 Like the 

wire chambers, the hodoscopes and calorimeters formed an approximately pro­

jective geomdry in the sense that the target, the center of a hodoscope element 

and calorime:ter module formed a straight line. 

The fast response time of the calorimeter was needed to avoid signal pile 

up from the high interaction rate. The scintillator used for the hodoscopes and 

calorimeters was PVT made by Bicron (BC 408) with a 1.5 m attenuation length 

and a 1 nsec: deexcitation time [l 7]. The photomultiplier tubes were linear fo­

cussed Hame:matsu 10 stage type R 2154 for the calorimeters (2" of diameter) 

and linear focussed Ha.mamatsu 12 stage type R 329 for the hodoscopes. The 

rise time of the signal produced was typically '.::::'. 3.4 nsec and '.::::'. 2.6 nsec for the 

calorimeters and hodoscopes respectively. 
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TABLE 2.8 

Calorimeter module z and y dimensions 

Module# EM and Hl H2 and H3 
z (cm) by y (cm) z (cm) by y (cm) 

1 44.7 x 5.1 49.0 x 5.1 
2 49.0 x 5.1 53.3 x 5.1 
3 53.3 x 5.1 57.4 x 5.1 
4 57.4 x 5.1 61.7 x 5.1 
5 61.7 x 5.1 66.0 x 5.1 
6 68.1 x 7.6 74.4 x 7.6 
7 74.4 x 7.6 81.0 x 7.6 
8 81.0 x 7.6 87.4 x 7.6 
9 87.4 x 7.6 97.8 x 12.7 
10 97.8 x 12.7 108.5 x 12.7 
11 108.5 x 12.7 119.1x12.7 
12 119.1 x 12.7 129.5 x 12.7 
13 129.5 x 12.7 140.2 x 12.7 
14 140.2 x 12.7 150.9 x 12.7 
15 150.9 x 12.7 161.5 x 12.7 
16 161.5 x 12.7 172.0 x 12.7 

The photomultipliers were mounted on bases which provided the high voltage 

partition and collected the output signal. The base schematic used for the R 2154 

is shown in figure 2. 7. A relay connected. to the 6th dynode enabled the gain of 

• 
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the tube to be set to two different values from now on called High Gain and Low 

Gain. A 50 Kn potentiometer in series with a fixed resistor connected to the 5th 

and 7th dynodes with the relay determining whether the variable or fixed point 

of the potentiometer established the voltage at the 6th dynode. Since the total 

voltage across the entire dynodes was the same for High Gain and Low gain, 

the time characteristics of the signal produced by the phototube did not change 

for the two settings. Finally a Lecroy 1440 high voltage system, operated by a 

VAX-780 computer, controlled the PMT high voltages. 

! . 7. 6 H odo.Jcope calibration 

All the charged particles impinging the hodoscope elements behaved as min­

imum ionizing particles (m.i.p.). For this reason the phototubes attached to the 

hodoscope ends were set at a voltage such that a m.i.p. gave a pulse height of 

-100. m Volt in order to easily set standard Lecroy discriminator circuits. 

!. 7. 7 Calorimeter calibration 

The purpose of the calorimeter calibration was to have from each section of 

the calorimeters output electronic pulses proportional to the transverse energy 

(E x sin By = Py :::::::'. P .d released in the sections. The calibration was done in 

two steps. First the responses of all the calorimeter modules within a section 

were equalized at high gain and the relative gains of each section were adjusted 

such that the pulse heights of the output signals were proportional to the energy 

released by a m.i.p. in the active + passive layers of each section. Then the 
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low gain settings of each module were set so that the pulse height of the output 

signals were proportional to sin 6y for a fixed light source. In this way the output 

signals would be approximately proportional to P .l · 

The first step of the calibration of the calorimeters was performed using 

muons, which deposited a constant amount of energy in each module of a section. 

However, the pulse heights generated by the calorimeter by muons were much 

lower than those produced by hadrons (as in the case of the experimental data) 

and they could not· be digitized accurately by the same 15-bit Lecroy 2285 ADC 

scale. For this reason the calibration of muons was done using the higher gain 

setting. The PMT's of the modules in the same calorimeter section had gains set 

such that the response to muons was uniform namely that the peak of the energy 

distribution of the muons in ADC counts was positioned to the same number. 

This was done talcing special dedicated muon runs before and during the data 

taking thereby monitoring the gain stability. Then the gains of the four sections 

were at the relative ratio 

0.44: 1 : 1 : 1 

which a.re the ratios of the energy deposition of a m.i.p. in the material crossed in 

EM (lead + scintillator), Hl (iron + scintillator), H2, H3. This voltage setting 

was the High Gain. In TABLE 2.9 the thickness of scintillator and of the passive 

material of each section and the corresponding m.i.p. energy deposition in MeV 

are listed. For the EM section one obtains, assuming the typical deposition of 2 

MeV /g · cm2 , that the energy deposition is 

2. X 16.51 X Plead+ 2 X 8.89 X Picintillat01' = 208.5 MeV 
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TABLE 2.9 

thickne5s thickness thickness peak of µ energy 
of scintillator of lead of steel deposition spectrum 

EM 8.89 cm 16.51 cm 208.5 MeV 
Bl 8.89 cm 44.45 cm 490.9 MeV 
H2 4.45cm 44.45 cm 483.2 MeV 
H3 4.45cm 44.45 cm 483.2 MeV 

The analogous calculation was performed for the other sections. The ratios 

0.44 : 1 : 1 : 1 are obtained from the values 

208.5 490.5 483.2 483.2 
490.5 : 490.5 : 490.5 : 490.5 

the difference between l83:~ from one being neglected. Fina.lly, the Low Gain 

setting of ea.ch module wa.s adjusted by the factor sin 811 where 811 was the polar 

angle a.long the vertical direction subtended by the center of the module. 

• LI y 
s1n u11 = ---;=== 

y'y2 + z2 

y being the height from the beam a.xis to the center of the module and z the 

distance of the calorimeter section from the target. The sin 811 factor was intro­

duced in order to obtain a calorimeter pulse size proportional to the transverse 

energy of the impinging hadron. 
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During the data taking, the Low Gain settings were used. High Gain and 

Low Gain of a given module of a certain section of the calorimeter were related 

according to the following relation : 

Low Gain = C x High Gain x sin Oy 

where C was a constant (the same for all the modules and sections) necessary to 

keep the PMT pulse heights and the corresponding ADC counts in a reasonable 

range. The Low Gain settings were made by measuring the base current caused 

by fl.ashing LEDs and making the ratio of the currents in Low Gain and High 

Gain 

Low Current C . 
8 . = x sin 11 High Current 

by adjusting the potentiometer between the 5th and 7th dynodes. During the data 

taking special dedicated muon runs were used to monitor the gain and adjust 

the High Gain voltages. The Low Gain to High Gain ratios were measured 

periodically, but required virtually no adjustment. 

2.8 The luminosity and beam monitor system 

The knowledge of the luminosity of the experiment is essential to calculate 

any cross section from the number of experimental events produced in a reaction. 

In general the luminosity £is defined as : 
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where Nevent is the number of events produced in a reaction with cross section 

u . In detail : 

therefore 

where 

N•catt 
v 

(2.2) 

incident beam particles 

fraction of beam hit ting the target 

number of scattering ce~ters/volume 

target length 

proton indastic interaction length in the target material. 

In (2.2) the parameters l, >.i, ~ a.re calculable just knowing the dimensions 

and material of the target used. N and F depend on the beam and must be 

measured directly. In the E711 experiment they were measured on a spill by 

spill basis : the incident beam fiux ( N) by an ion chamber just upstream the 

experimental hall and F by four arrays of 3 scintillator counters in coincidence 

(the 90° luminosity monitors) . 

1 .8.1 Ion chamber and itJ calibration 

The ion chamber just upstream the experimental hall (NEEPWC in figure 

2.2) measured the beam flux on a spill by spill basis. The use of an ion chamber 

was necessary because direct counting of the incident particles by scintillation 

counters was not possible at the high beam rates used in E711. The beam, passing 
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through the chamber, liberated an a.mount of electron ion pairs proportional to 

the number of beam particles. The value of the total charge collected on the 

ion chamber plates was digitized by ·a scaler. The ion chamber was calibrated 

to a 23 level using a low intensity beam c~ 105 protons/sec) where two small 

scintillation counters in coincidence could be used to directly count the incident 

particle flux. 

!.8.! 90° luminoaity monitora 

The 90° monitors count the rate at which particles are into their acceptance. 

This rate produced at wide angle is proportional to the total interaction rate 

through an unknown but constant factor. The number of particles detected is 

proportional to the beam flux hitting the target, while their rate is low enough 

(being produced at 90°) so that they could be counted by scintillators. Figure 

2.8 shows a front view of the four arrays of scintillators. They were mounted 

on the front face of the first magnet, approximately in the plane containing the 

target and perpendicular to the beam line at a distance of at least 1.5 m from 

the target . 

Each luminosity monitor was calibrated by means of horizontal target scans. 

The scans were performed by moving the beam horizontally pulse by pulse by a 

small amount. The quantity Nzum i was parametrized as 
' 

where Nbeam was the number of beam particles, F the fraction of beam actually 

hitting the target, Ki was the proportionality constant relating the number of 
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particles hitting the target ( = Nbeam x F) to the number of counts Nzum,i of the 

ith luminosity monitor. The quantity Bi x Nbeam was the background contribu-

tion, due to interactions of the beam halo in air or in the target stand. F was 

given by 

1
zo+!!!. 

F = zo-'t 
2 

f(z, zb)d~. 

where zb was the horizontal position of the beam intensity peak, zo the position 

of the target, wits width, f(z, zb) the horizontal distribution of beam intensity. 

zo and w were known from survey measurements, zb was calculated by means of 

the beam line control devices. The function /(z, zb) was found to be properly 

parametrized with a gaussian centered in Zb· Using the target scan data, the 

Nzum i distributions for all the four luminosity monitors were fit to determine Ki 
1 

Each luminosity monitor enabled an independent calculation of the fraction 

of beam hitting the target during the data taking runs and hence an estimate 

of the beam shape dependent systematic errors. The four independent mea­

surements agreed at worse to within 43 and in average within 13. The target 

scans were taken periodically during the data taking runs in order to calibrate 

the monitors. The observed differences were mainly due to the type of target 

and small corrections were due to changes in the beam profile and consequent 

background hitting the monitors. 

!.8.3 Total luminoJity and itJ ayJtematic uncertaintieJ 

When a trigger was accepted, a certain amount of time ( ~ 5 msec) was 
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necessary for the PDP-11 computer to read the event out and write it onto tape. 

During that time ('dead time') the detector was disabled from accepting further 

triggers. The luminosity has to be measured only for the time when the detector 

could accept triggers ('live time') . For each spill, the counts of the four monitors 

were recorded by electronic scalers, enabled to count during the detector live 

time, and the and read out during the subsequent B interrupt. This allowed the 

calculation of the actual experimental sensitive luminosity. 

Once calibrated, the monitor scaler counts enabled the calculation of the 

integrated luminosity, listed in TABLE 2.10 for the four different targets . The 

overall error had negligible statistical component. The systematic uncertainties 

arose from the ion chamber (23) calibration error and the background variations 

between the horizontal ta.rget scans. They were estimated to be < 43 for the Be 

target and < 23 for Al, Fe, W . 
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TABLE 2.10 

Total integrated luminosity 

Target C per nucleus (barn- 1) C per nucleon (barn - l) 

Be 1.774 x 1012 1.598 x 1013 

Al 2.258 x 1011 6.090 x 1012 

Fe 2.756 x 1011 1.539 x 1013 

w 3.534 x 1010 6.497 x 1012 



CHAPTER 3 

TRIGGER, DATA ACQUISITION 

and ONLINE MONITORING 

The trigger is an online, real time event selection causing the event which 

produced it to be recorded by the data acquisition system and stored onto mag­

netic tape. The intensity of the beam used in E711 was ~ 2.5 x 107 proton/ sec, 

giving an interaction rate of ~ 2.5 x 106 . It would have been impractical and 

even impossible to record all the interactions onto magnetic tape. The interest­

ing events (two high Pl. hadron events) were a very small fraction of the total 

number of interaction produced (~ io-6) . The trigger was designed to select 

and write only them onto tape, cliscarcling all the other events. 

The data acquisition system read out and transferred the cligitized data of the 

events that triggered it, into the memory of a declicated computer (a P DP-11 in 

54 
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the case of E711). When the trigger logic accepted an event, a logical NIM level 

enabled the digitizing electronics (ADCs and TDCs) to store all the information 

of the event as the delayed copies of the signals arrived at the ADC and TDC in­

puts. Then the PDP-11 computer began to read out all the digitized information 

through CAMAC into its memory. The information was subsequently written 

onto magnetic tape and a subset transferred to the 'backend' online analysis VAX 

11 /780. Typically ~ 45000 events could be stored per tape. 

The time interval required for an events' information to be digitized and 

read out was typically 5 to lO·msec. During this 'dead time' the trigger logic was 

disabled. This dead time decreased the effective luminosity of the experiment. 

The online monitoring system consisted in a set of software programs that 

monitored the quality of the data online and checked the stability of the detec­

tor. It is an essential tool in every high energy experiment, since it enables the 

discovery and subsequent repair of the malfunctions of the apparatus. 

3.1 The trigger 

The trigger selected events with two high P ..L hadrons, hitting the top and 

the bottom calorimeters. In first approxll:nation 

P ..Ll + P .l.2 = Mdi-hadron 

where Mdi-hadronis the effective mass of the di-hadron system and the labels 1 

and 2 refer to the two hadrons. Therefore, selecting high P ..L di-hadron events 

was equivalent to selecting a high di-hadron mass system. 
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The trigger was formulated from a set of logical signals in successive coinci­

dences forming increasingly selective event requirements. The successive coinci­

dences corresponded to the following requirements on the physical interaction : 

1) two cha.rged particles with Pl. > 2 Ge V / c each, hitting the upper and lower 

calorimeters 

.AND. 

2a) Mdi-hadron ~ P l.l + P l.2 > 6 Ge V / c2 ( Q · P · iii logic signal) 

.OR. 

2b) Mdi-hadron ~ P l.l + P l.2 > 8 .5 Ge V / c2 ( Q · P · HM logic signal). The Pl. 

, m and HM logic signals were produced by discriminating analog signal sums of 

the calorimeter PMT outputs. The information that the impinging particle was 

charged was given by the hodoscopes (Q logic signals). With the above logical 

signals the final trigger signals (defined in 2a and 2b) were obtained. 

For reasons of clarity from now on the modules of the calorimeters and ho­

doscopes will be numbered from 1 to 16 going from the closest to the beam line 

to the outermost, for the top and bottom calorimeters. Also, the word .segment 

will be used to indicate the set of four adjacent modules of the four longitudinal 

sections of the calorimeters. For instance, segment # 1 is the set of modules 

# 2,3,4,5 of EM, Hl, H2 and H3. In TABLE 3.1 the components of each seg­

ment (either in the top or in the bottom sections of the calorimeter) in terms of 

calorimeter modules is shown. Adjacent segments overlapped to make a smooth 

coverage, over the calorimeter, of the showers produced by particles coming from 
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the target. The first calorimeter modules of the top and bottom ( # 1) were not 

included in the trigger system. In figure 3.1 a representative schematic is shown 

of one of the logic circuits of the 24 identical segments of the trigger, 12 for the 

top calorimeter and hodoscopes, 12 for the bottom ones. 

3.1.1 Q aignal 

The signal coming from the hodoscope elements were fed to Lecroy 621 BL 

discriminators in. order to create the logic signals indicating the passage of ~ 

charged particle into the calorimeters. The Q logic signals were defined as fol­

lows: 

Qi =[(H Fea.t,i+2 · H Fwen,i+2) · (H Bea.t,i+2 EB H Bwen,i+2)].0R. 

[(HFea•t,i+3 · HFwut,i+3) · (HBea.t,i+3 EB HBwen,i+3)] 

where Qi means the Q logical signal relative to the ith segment (top or bottom), 

H Fea.t,i+2 is the discriminated signal coming from element # i + 2 of the front 

hodoscope, east side. H Bea.t,i+2 means the analog signal coming from the back 

hodoscope element # i + 2 east side. H Bwen,i+2 means the analog signal from 

the back hodoscope, west side. The symbol EB means that the two input analogic 

signals were summed by means of fan in/fan out modules and then discriminated. 

In this way the Qi signal indicated the passage of a charged particle through the 

ith+2 or ith+3 adjacent hodoscope elements corresponding, due to the projective 

geometry of hodoscopes and calorimeters, to the center of the ith calorimeter 

segment sum. 



I 
=-~ .. -

i 

-;-:-I 3 ~ 3 • 
:d 
I I - .., , 

58 

Diagram of one of 24 identical trigger segments a.nd the formation of the final 

triggers 

Figure 3.1 
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TABLE 3.1 

Segment Calorimeter and Hodoscope 
Modules Elements 

1 2-3-4-5 3-4 
2 3-4-5-6 4-5 
3 4-5-6-7 5-6 
4 5-6-7-8 6-7 
5 6-7-8-9 7-8 
6 7-8-9-10 8-9 
7 8-9-10-11 9-10 
8 9-10-11-12 10-11 
9 10-11-12-13 11-12 

10 11-12-13-14 12-13 
11 12-13-14-15 13-14 
12 13-14-15-16 14-15 

3.1.l P ..L aignal 

To a.chieve an a.ccura.te estimate of the P ..L of the incident particle which 

produced a shower, the PMT analog signals of an entire segment were summed 

together by means of Lecroy linea.r fan in-fan out modules. The reason for doing 

it was tha.t a. ha.dronic showers' transverse sprea.d was certainly smaller than the 

height of any segment, which ranged from 20.32 cm to 50.8 cm in the vertical 

direction. Consequently, the shower of a pa.rticle coming from the target and 

impinging the sensitive a.rea of the calorimeter was fully contained in at least one 
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of the overlapping calorimeter segments. When a particle hit the calorimeter, 

the segment containing the shower produced an analog sum signal proportional 

to P ..L of the particle (see chapter 2). The segment sums were discriminated 

by Lecroy 621 BL modules in order to select the minimum desired P ..L of the 

showering particle. The threshold of the discriminators was set such that P ..L 

had to be greater than 2 Ge V / c to produce the logical output pulse (P ..L logic 

signal). 

3.1.3 iii aignal, HM aignal 

These logical signals enabled the sdection of a high mass hadron pair. Using 

the approximation Mdi-hadrrm. ~ P ..Ll +P ..L2i calculating and selecting the mass of 

a di-hadron pair in principle it would have required 144 analog sums of all pairwise 

combinations of the 12 upper and lower calorimeter segments signals and then 

discriminate all of them. In order to reduce the amount of electronics needed, the 

iii signals were formed. For each segment, the P ..L analog sum signal was summed 

with the total opposite calorimeter transverse energy (namely the analog sum of 

all the PMT pulses of the opposite calorimeter). The resulting analog signal was 

discriminated by Lecroy 821 modules at a lower threshold producing the iii; logic 

signals, or at a higher threshold by L.ecroy 623 B discriminators producing the 

HMi logic signals (the subscript i refers to the ith segment, either top or bottom). 

The iii and HM logical signals indicated that a high mass 'jet'-single particle state 

(one hadron in one calorimeter, jet energy in the opposite calorimeter) had been 

detected with Mjet-hadrrm. ~ 6. GeV /c2 (iii signal) or with Mjet-hadrrm. ~ 8.5 

GeV /c2 (HM signal). By requiring one such signal from a top segment in 
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coincidence with one from a. bottom segment a. reasonable approximation of a. 

two particle high mass trigger could be achieved. 

3.1 . ./ Q · P, Q · P · m, Q · P ·HM trigger Jigna.IJ 

The Q · P, Q · P · m and Q · P · HM pair logical signals used as triggers were 

defined by the following coincidences of Q, P .l , m and HM logic signals : 

Q · Ptop =(Qitop · P.litop e Q2top · P.l2top e ... e Q12top · P.L12top) 

Q · Pbot =( Q1bot · P .llbot ffi Q2bot · P .l2bot ffi · · · ffi Q12bot · P .ll2bot) 

Q · P =Q · Ptop · Q · Pbot 

Q · P · mtop =( Qltop · P ..L ltop · initop e ... e Q12top · P ..L 12top · m12top) 

Q · P · mbot =( Q1bot · P ..L lbot · m1bot EB ... ffi Q12bot • P ..L 12bot · m12bot) 

Q · P · m =(Q · P · mtop) · (Q · P · mbod 

Q . p. HM =Q. Ptop. (HMitop e ... e HM12top)· 

. Q. Pbot. (HM1bot e ... e HM12bot) 

All the triggers indicated that a charged particle intersected the top and the 

bottom calorimeters (Q signal). The Q · P trigger selected events with a hadron 

in ea.ch calorimeter with P .l ~ 2 GeV /c and consequently a. di-hadron pair with 

Mai-ho.drcm~ 4. GeV /c2 (Mdi-ho.drcm~ P .ll + P .12). The Q · P · m and Q · P · 

HM triggers selected di-hadron pairs with Mdi-ho.drcm~ 6. Ge V / c2 and ~ 8.5 

GeV /c2 respectively. 

All of the three logic signals were used a.s triggers a.t the same time. In order 

to have a. nearly equal amounts of each type of trigger in the data the Q · P 
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and Q · P · m were prescaled during the run since these lower mass triggers ran 

at too high a rate. The prescaling factors were usually rts and ~ respectively. 

This enabled measurements of the trigger turnon efficiencies by using the events 

selected by lower m~s triggers to determine the efficiencies, as a function of 

mass, of the higher mass triggers. 

3.2 · The data readout system · 

When a trigger was generated, a NIM logical signal was sent to the PDP-

11 computer dedicated solelyto the data taking. A computer programl18] then 

issued a command to the CAMACl191 system (through the JORWAY branch 

driver) to read out the digitized information stored in the CAMAC modules 

and write it onto magnetic tapes. There were two types of readouts sequences, 

the A-interrupt and B-interrupt, during which different parts of the digitizing 

electronics were read out. 

3.1.1 A-interrupt 

The A-interrupt readout sequence was enabled by the triggers just described. 

The ADC values of each calorimeter phototube channel, the TDC information 

of the wire chambers, all the latched information of the trigger logic signals and 

some luminosity scalers were read out and recorded. The A-interrupt sequence 

was also issued 16 times before each spill to record the pedestal levels of each 

ADC when no signal came from the PMTs due to the high Pl. particles. That 

was essential information since in the offilne analysis the average pedestal had 
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TABLE 3.2 

Readout during the A-interrupt 

Readout electronics 

Lecroy 2285 ADC 
Lecroy 4290 TDC 

EG&G C124 latches 
EG&G Cl24 latches 
EG&G C124 latches 
EG&G C124 latches 
EG&G C124 latches 
EG&G C124 latches 
EG&G C124 latches 

JORWAY scalers 

readout information 

hodoscope and calorimeter PMT charge 
chambers wire drift time 
Q segment logic signals 
P .l. segment logic signals 
m segment logic signals 
Q · P .l. segment logic signals 
Q . p .l. . m logic signals 
Q · P .l. · HM logic signals 
trigger type signals 
luminosity monitors 

to be subtracted from each ADC in order to obtain the real amount of charge 

produced by the PMTs. In TABLE 3.2 it is listed a summary of the quantities 

read out during an A-interrupt 

3.!.! B-interrupt 

A B-interrupt readout sequence was initiated after each 20 second beam spill, 

to record the information about the spill luminosity, the analyzing and beam line 

magnet currents (and consequently their magnetic fields) , and the number and 

types of triggers collected during the spill. The information was recorded onto 

magnetic tape for offline analysis. In TABLE 3.3 a list of the quantities read out 
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TABLE 3.3 

Readout during the B-interrupt 

readout information Readout electronics 
J ORWAY scalers 
JORWAY scalers 
J 0 RWAY scalers 
J ORWAY scalers 
J ORWAY scalers 
J ORWAY scalers 
J 0 RWAY scalers 
JORWAY scalers 
JORWAY scalers 
JORWAY scalers 

spectrometer and beam line magnet currents 
ion chamber counts 
90° monitors 
trigger types counts, prescaled 
trigger types counts not prescaled 
Q logic signal counts 
P J. logic signal counts 
m logic signal counts 
Q · P J. logic signal counts 
Q . p J. m logic counts 

during a B-interrupt sequence is presented. 

3.!.3 'Computer buay', dead time, live time 

When a trigger was generated, the PDP-11 sent a NIM level ('computer 

busy' signal) to the electronic logic in order to prevent any other trigger from 

being issued as the digitizing electronics was unable to process new data until 

the current event was completely read out. That caused a 'dead time' of the 

apparatus that lasted typically :::: 5-10 msec per event. The 'live time' was the 

period of time during which the data acquisition system was ready to accept new 

triggers. The knowledge of the 'dead time' and 'live time' of the apparatus is 
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essential to correctly determine the experiments ' sensitive luminosity. The beam 

particles that arrived when the detector was 'dead' count as if essentially they 

had never arrived at all. The dead time fraction for typical running conditions 

in E711 was 10 to 153. 

3.3 The online monitoring system 

The online monitoring system consisted of the set of computer programs for 

checking beam line devices, trigger efficiencies, detector stability and to display 

the recorded events during the data taking. Such a control was essential in 

order to. detect and fix ma.1£unctions of the apparatus, to correct magnet current 

settings whenever the beam characteristics changed or to adjust MWPC voltages 

according to the beam conditions. 

3.3.1 Beam line monitoring 

The most relevant beam line magnet currents were checked and set during 

the data takin~ period with a program running on a dedicated beam line PDP-

11[20l . Real time plots of the SWIC (Segmented Wire Ion Chambers) charge 

distributions gave essential information on the beam position, profile, and direc­

tion. The ion chamber measured the beam intensity. The magnet currents were 

set in order to maximize the amount of beam intercepting the target at all times, 

tracking the beam characteristics changes. The amount of beam actually hitting 

the target was on average about 943 of the intensity transported by the beam 

line. The current oi the last horizontal beam line control magnet (NECH) was 
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varied to perform target scans necessary to calibrate the 90° luminosity monitors 

and ma.inta.in the high targeting fraction. 

3.3.! Data online monitoring 

The online monitoring of the quality of the experimental data was imple­

mented using the backend VAX 11-780 computer. The VAX 11-780 received 

about 103 of the events through a link to the PDP-11 dedicated to the data 

taking. A programl21l read events written into the VAX 11-7·80 memory and 

performed a detailed data analysis. It checked the performance of all the detec­

tor. The chambers were checked looking at the TDC time and wire hit distri­

butions. The hodoscopes were checked looking at the hit module distributions. 

Many plots were periodically made to check the calorimeter performance. The 

single PMT ADC count plots and P ..L segment sum distributions, by longitu­

dinal sections and for the total, the m sum ADC counts and the hit module 

distributions were scrutinized to find anomalies and irregularities. The trigger 

performance was checked looking at the latch distributions, see figure 3.2, and 

the P ..L discriminator, m discriminator and HM discriminator turn on curves. A 

pattern recognition program was used to find tracks and their momenta online 

and check the requested P ..L cha.racteristics by means of an event display pro­

gram. The information was displayed on a set of computer monitors (see figure 

3.3) together with the hodoscope and calorimeter energy deposition in the seg­

ment hit by the track. This allowed an online comparison of the calorimeter data 

with reconstructed tracks indicating the operation of the trigger. 
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3.4 The data taking runs 

The data taking period extended from November 1987 until February 1988. 

On average, a.bout 40,000 events could be written onto a 6250 BPI magnetic 

tape. 455 tapes were written in total. Some study and dedicated calibration 

runs were also ta.ken : 

1) the target scan and target out runs enabling the study and calibration of the 

90° luminosity monitors 

2) data. ta.king runs in which the analyzing magnets were turned off in order 

to determine the target position in the MWPC coordinate system in the magnet 

bend view (X). The y, z position of the target could be determined by vertex 

reconstruction in the non bend Y view; 

3) low intensity beam runs, necessary to calibrate the ion chambers 

4) runs in which a. dedicated muon trigger was used to calibrate the hodoscopes 

and calorimeters and also to locate the hodoscopes and calorimeter modules in 

the MWPC coordinate system. 



CHAPTER 4 

THE DATA PROCESSING 

The event information written to magnetic tape by the dedicated PDP-11 

is called the 'raw data' . It is not practical to perform a physics analysis using 

the raw data tapes as the pattern recognition code requires a huge amount of 

computer time. Therefore in virtually all high energy experiments data summary 

tapes are written containing the results of the pattern recognition and other es­

sential data. In E711 such data processing was done in several steps : 

1) the MWPC pattern recognition code was run and the subsequent output 

tapes, called DSTs, while having the track parameter output had the MWPC 

raw data (TDC data) suppressed. 

2) On VAX calorimeter, analysis consisting of pedestal subtraction and energy 

cluster finding, was done, and uncorrected ADC data were suppressed (produc­

tion of the DSF tapes). 

70 
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3) Most relevant physics quantities for each event were calculated and selec­

tion performed. The skimmed events were written onto Mini Data summary 

Files (MDF) with limited information. The data/event was reduced from 4.5 

Kbytes/event to ~ 200 bytes for the selected events. 

4.1 DST production 

The DST's were produced at Florida State University, on a CDC Cyber 

205 and ETA 10, with a vectorized pattern recognition and fitting algorithml211 

('track.finder' and 'track.fitter'). The trackfinder found MPWC wire hits asso­

ciated with a straight track downstream of the magnet. The track parameters 

(slopes and intercepts) were calculated by means of the track.fitting algorithm 

which used the TDC information of the hit wires and measured time-to-distance 

relations to determine the distance from the wire at which the particle passed. 

The whole reconstruction algorithm had an average processing time of about 22 

msec/event on the ETA 10, compared to about 5 sec/event for a similar code on 

a scaler VAX-780. Several criteria had to be satisfied in order to accept a track as 

reconstructed. The number of hits had to be at least 15 (out of the 20 possible) 

with at least 3 hits per view (X, Y, U, V) out of the possible 5. The x2 of the 

fitted track had to be less than 15 and its momentum had to be ~ 1.0 GeV /c . 

The reconstruction efficiency of the program was found to be 0.904 ± 0.005 (the 

error is statistical). 

The DST tapes had the track.fitter and trackfinder results added. For each 

raw input magnetic tape an output magnetic tape was produced. Events were 
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eliminated if no tracks were found. The percentage of the surviving events is 

listed in TABLE 4.1 

Target 

Be 

Al 

Fe 

w 

,j.1.1 The trackfinder 

TABLE 4.1 

DST production percentages 

DST events 
percentage : Raw tape events 

0.52 

0.61 

0.60 

0.41 

The information from the chamber planes (namely the hit positions of the 20 

sense wire planes) was used to find candidate straight line trajectories in two it­

erations. First the projected straight trajectory candidates were found in each of 

the 4 views (X, Y, U, V). The 2-dimensional straight lines were found comparing 

the hit patterns to precomputed tables of all possible patterns. The second step 
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was the 3-dimensional matching of the projected 2-dimensional tracks. This was 

done by looking at all combinations in a vectorized mode. 

~ .1. ! The trackfitter 

The track fitting was accomplished using the TDC information of the hit 

wires. The drift time-distance relations were used to estimate how far the ionizing 

particle passed from the hit wire. The ambiguity on which side of the hit wire 

the track passed was solved with an algorithm first for the hits with larger drift 

time and then for the remaining ones. Finally a x2 minimization fit of the track 

parameters gave slopes and intercepts of the straight trajectory. Tracks with too 

bad x2 tracks were discarded. The output of the track fitting program was the 

X-Z and Y-Z projected slopes and intercepts of each track found. 

~ . 1.3 Momentum calculation 

The track momentum was calculated using slopes and intercepts of the track 

trajectories found with the traclditter, the magnetic P .l. kick and the target 

position in the MWPC coordinate system. The y-component of the momenta 

were unaffected by the vertical magnetic field. The bending of the trajectories 

in the X-Z plane was approximated by the impulse approximation applied at an 

imaginary 'bending plane', perpendicular to the beam line, placed at 

Ji Bidli 
ZIJend =Li+ L2 + 6 - (L2 + 6) Ii Bidli + f2 B2dl2 

where Zbend is the distance of the target from the bending plane, Li , L2 a.re 

the length in the z direction of the first and second analyzing magnet, b is the 
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distance between the downstream face of the first magnet and the upstream face 

of the second one (see figure 4.1). Also the interaction was assumed to occur at 

the target center. Upon those assumptions the following independent equations 

must all be valid : 

(P:)2 + (P~)2 = (P~)2 + (P~)2 

Pd - pdkd z - z z 

Py= P~k; 

Pu _ puku 
z - z z 

Py= P~k; 

k:zbend = k:zbend + Zintercept (see figure 4.1) 

where the superscripts 'u' and 'd' mean 'upstream the two magnet system' and 

'downstream the two magnet system'. P .Uick = 1.16 GeV / c and k;, k:,k;,k$ 

are the X-Z and Y-Z slopes of the trajectory before and after the bending plane 

respectively. The system has 7 equations in 7 unknown variables : k:, k;, P:, 

P~, Py, P~, P~ . The solution for the momentum of a track before being bent 

lS : 

Pu_ puku 
JI - ZJI 

The errors on the momenta, listed in TABLE 4.2, a.re mainly due to width 

and length of the target (and consequent imprecision in the determination of the 

interaction vertex) and to the chamber resolution of slopes and intercepts. Other 
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types of errors were found to be negligible. The constant term comes from the 

target length while the term ex P is due to chamber resolution and target width. 

Target 

Be 

Al 

Fe 

w 

TABLE 4.2 

Momentum resolution 

-¥ P measured in Ge V / c 

2.80 x 10-4P + 5.26 x 10-3 

2.70 x 10-4P + 5.12 x 10-3 

2.54 x 10- 4P + 2.16 x 10-3 

2.79 x 10-4P + 1.23 x 10-3 

~ .1 .~ Crou ched:a on the reconatruction programJ 

The track reconstruction and momentum calculation programs were checked 

with a scaler pattern recognition code run on a VAX 11-780. The results were 

found to be consistent within the resolutions listed above. Another check was 

made adding two montecarlo generated tracks to the data and computing the 

differences between the reconstructed momenta and the montecarlo generated 
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momenta. Again consistency was found within the errors and the reconstruction 

efficiency was calculated to be 0.904 ± 0.005 . 

4.2 DSF production 

The next step of the data compaction was the production of the Data Sum­

mary Files from the DSTs. It was done on a VAX cluster at Florida State 

University. Most of the electronic information was eliminated so that the size 

of the events was considerably reduced. For each event the pedestals were sub­

tracted from the ADC values. The energy deposited (according to the hadron 

calibration discussed in Appendix A) was calculated for each module and section 

of the calorimeter and written onto the output magnetic tape. The fitted track 

momenta and the latch information were written in a compact form. It was cho­

sen to make an .output magnetic tape for each DST input magnetic tape (338 

DST's analyzed). 

4.3 MDF production 

The last stage of compaction was stripping the events from the DSFs, which 

triggered the Q · P J. · m or Q · P J. ·HM triggers, with additional selections en­

suring that the event had at least two reconstructed opposite high P J. hadrons 

belonging to a phase space region in which the triggers were efficient. After the 

selections the events were written onto Mini Data summary Files (MDF). Each 

record contained the essential information about track momenta and para.meters, 

the calorimeter modules and segment energies, and the latch informations. In 
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TABLE 4.3 the number of events on DSFs and MDFs are listed for each of the 

targets. 

TABLE 4.3 

Event summary 

Ta.rget # DSF #DSF # OSF eventa' # nenu written 
ta pea eTenta Q · P J. · m or onto MDF 

Q · PJ. ·HM 
triggers 

Be 67 1.58 x 108 1.45 x 108 S9137 
Al 29 o.941 x lo• 0.762 x 108 40106 
Fe 66 1.80 x 108 1.68 x 108 85102 
w 71 i.og x 1041 0.861x108 60202 

Total 233 5.11x108 4.753 x 108 244547 



CHAPTER 5 

DATA ANALYSIS 

5.1 Introduction 

The objective of this analysis is the study of the quantity < Z > 

< Z >= ( E1eading) ~ ( Pleading ) (S.l) 
Ejet Pleading + f Enon leading neutral 

where Pleading is the momentum of the leading hadron and Enon leading neutral 

is the energy of the neutral particles of the jet associated to the leading hadron. 

< Z > is calculated for events with two high and opposite Pl.. charged hadrons 

which carried the highest momentum ('leading particles') of the charged jet par­

ticles. Such events were selected in hardware by the trigger. During the data 

acquisition ~ 20 million triggers were collected. After the data were processed 

79 
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244547 events were selected, written onto the MDFs and subsequently used in 

this analysis . 

The logic followed in the data analysis can be summarized as follows : 

1) identification of the high Pl. hadrons which triggered the detector ('trigger 

tracks'), and selection of the events having at least one trigger track hitting the 

top, one the bottom calorimeter; 

2) choice of the leading hadron on the top side and the leading hadron on the 

bottom side of the detector; 

3) selection of the events where the two leading ~adrons alone would efficiently 

satisfy the trigger requirements Mdi-had1'cm > 7 Ge V / c2 and P l.di-had1'cm < 2 

GeV/c ; 

4) definition of the cone in which the jet particles were contained and selection 

of the leading particles for which the neutral jet particle energy cone was fully 

contained in the calorimeter active area; 

5) calculation of Enon leading neut1'al and corrections to it; 

6) calculation of< Z > and its systematic errors. 

To be more specific, the logic was implemented as follows . For each event, 

ghost tracks found by the track.finder and trackfitter algorithms were removed, 

first the tracks which did not come from the target, then the 'duplicate tracks', 

namely fake tracks that were creation of the reconstruction algorithms differing 

by a small amount of MWPC hits. Then the events were required to have at least 

a pair among the selected tracks with one hitting the upper and one the lower 

calorimeter. The one up and one down tracks had to be capable of satisfying 
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the trigger thresholds by themselves to have an unbiased measurement and the 

momenta of each track had to be consistent with the calorimeter energy. This 

last requirement eliminated the very high momentum tail created by the pattern 

recognition program (selection of the 'trigger tracks'). After this the two opposite 

P ..l leading hadrons were selected by simply choosing the largest momentum 

tracks in the top and bottom spectrometer arms. Events with too large a P ..l 

imbalance of the two leading hadrons, and with Mdi-had'f'on < 7 Ge V / c2 were 

discarded. The events selected by these criteria are called 'good events'. 

For each leading hadron, the cone in which the neutral particles of the as­

sociated jet were contained was calculated. If the cone intersection with the 

calorimeter surface was not contained in the calorimeter sensitive region, the 

neutral jet particle energy could not be measured completely and the leading 

hadron was excluded from the calculation of Z. After the jet cone was defined, 

the energy deposited in the EM calorimeter modules hit by the neutral jet par­

ticles was calculated. Only the EM section was used since the neutral energy of 

the jet was formed essentially by 7r0 s which decay into "Y"Y. The leading hadrons 

were required to have deposited most of their energy in the hadronic section of 

the calorimeter. This cut eliminated the events where early shower development 

by the leading hadrons left energy .in the EM section which would otherwise 

have been mistakenly identified with the neutral jet. After this < Z > was 

figured using ( 5.1) correcting Enon lea.ding neut'f'al for the small release of energy 

of the leading hadron in the EM calorimeter section and for the absorption of 

photons coming from the 7r
0 decay in the target. Plea.ding' the other quantity 

entering in formula (5.1), was calculated with the chamber information. Finally 
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the systematic errors on < Z > were estimated. 

The calculation of the energy released by electromagnetic and hadronic show­

ers in the calorimeters plays an essential role in the analysis outlined above. As 

mentioned in chapter 2, the response of the calorimeter in the two cases is quite 

different, the energy release in the scintillator layers being totally diverse. The 

calibrations of the calorimeters for hadron and electromagnetic showers are ex­

tensively described in appendix A. 

5.2 Selection of the trigger tracks 

The set of cuts described in this section were aimed at identifying the tracks 

coming from the target that were not duplicate tracks, were in a phase space 

region for which the detector acceptance and trigger efficiency were good. The 

track momentum measured with the chambers was required to be consistent with 

the calorimeter measurement and the tracks were required to be associated with 

the recorded trigger logic signals. 

5.1..1 Vertez cut 

They coordinate of each track extrapolated to the z position of the center of 

target had to be in the fiducial volume occupied by the target. During the run 

the four different targets (Be, Al, Fe, W) were switched 7 times. The z position 

of their center was maintained by construction of the target stand. It was 0.25 
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cm for all the targets. The z position extension of the targets were calculated in 

software using events taken when the analyzing magnets were off. They position 

could be found by reconstructing multi particle vertices in the non bend view, 

even when the magnet was on. Figure 5.1 and 5.2 show y of the track at the 

vertex for the seven different times the target was changed or moved. It is clear 

from these figures that in all cases a reasonable cut was 

-2. cm < Yve1'tez < 1.6 cm 

5.1.1 Duplicate track elimination 

The duplicate tracks were 'invented' by the track finder program during the 

geometrical reconstruction of the event. Most of the times a duplicate track 

differed from another track by just for one hit in the chamber planes. In that case 

the geometry reconstruction program found two different tracks with essentially 

the same trajectory para.meters and momenta. To recognize and eliminate these 

types of tracks the quantity : 

5 

D = L ((:cil - Zi2)2 + (Yil - Yi2)2) 
i=l 

. 
was calculated for all the possible pairs of tracks in each event. Zil and Yi2 were 

the coordinates of the position of the first track of the pair at the ith drift chamber 

position. Figure 5.3a and 5.3b show the distributions of Din two different scales. 

One c&n notice the large peak at zero due to duplicate tracks, and the much 

broader one peaked a.round 220 cm corresponding to the random combination 

of two physically distinct tracks. If D > 1. cm the two tracks were defined as 
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different. If D < 1. cm one of the tracks was discarded according to the following 

criteria : 

1) if both tracks hit the calorimeter fiducial volume the track with the best 

agreement between momentum measured by the chambers and energy measured 

by the calorimeter was selected; 

2) otherwise the track with the best x2 from the momentum fit was chosen. 

5.!.3 Calorimeter fiducial volume cut 

The tracks were required to hit the calorimeters in the fiducial volume to 

ensure complete transverse containment of the hadronic shower of the trigger 

particles. The conservative cut 

42. cm~ IYcaiol ~ 145. cm 

a.nd 

J~calol ~ 22030' 

was imposed. The actual physical size of the calorimeter scintillator was from 

32.6 to 177.3 cm in JYcaiol a.nd 24°30' in l ~calo l · Ycalo was the vertical position of 

the track at the calorimeter surface a.nd ~ calo the azimuthal angle measured from 

the Y axis of the track at this surface. Figure 5.4 shows the plot of Ycalo versus 

Xcalo of the tracks when the calorimeter fiducial volume cut has been applied. 

5.i.-1 Q . p latch cut and m latch cuta 

These selections were aimed at finding the particles that triggered the de­

tector. Since the trigger particles were charged high P 1. hadrons, they had to 
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produce a signal in a hodoscope module and, in coincidence, deposit enough 

transverse energy in the corresponding calorimeter segment to fire the segment 

discriminators. Consequently, the Q · P logic signal was expected from the ho­

doscope module and calorimeter segment hit by the particle, otherwise the par­

ticle was discarded. Since the particles that triggered the detector satisfied the 

Q · P ·HM and/or the Q · P · m triggers, am logic signal should also have been 

set by the sel?n:ient hit by them. The presence of Q · P and m logic signals was 

indicated by a set of latches read out for each event. Only the particles which 

had the proper Q · P and m latches set on were sdected as candidate trigger 

particles. 

5.!.5 Py di.,tribution and cut 

The cut 

IPJJI ~ 1. GeV /c 

was imposed on the tracks. P JI was the y component of the momentum of the 

track, measured by the chambers. This was essentially a cut on the transverse 

momentum of the particle due to the fa.ct that P .L '.::::'. P JI because of the partic­

ular geometry of the calorimeters. The cut corresponds to the hardware trigger 

sdection performed by the P discriminator used in the Q · P · m a.nd Q · P · HM 

triggers. 

5.!. 6 Electron rejection 

The possibility that an electron simulated a high P .L hadron in the calorime-
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ters was checked by plotting the quantity Eem/Ecalo shown in figure 5.5 Eem and 

Ecalo were the energy deposited by the particle in the electromagnetic segment hit 

by the track and in all of the calorimeter segments hit by the track, respectively. 

Electrons would pro~uce a peak around Eem/Ecalo = 1., since their shower would 

be completely absorbed in the first section of the calorimeter. No such enhance­

ment is observed in figure 5.5. On the contrary, a strong peak at 0 indicates that 

the trigger particles were mostly hadrons showering in the hadronic sections of 

the calorimeters. Even though no electron peak was present, a conservative cut 

Eem/Ecalo < .98 

was imposed on the tracks. 

5.!. 7 Con.si.stency between chamber and calorimeter mea.suremenu 

A loose matching of the particle momentum measured by the drift chambers 

and the energy measured by the calorimeters provided a selection to reject grossly 

misfit tracks by the chambers. For each particle, the quantity 

was calculated. Ecalo was the energy of the segment containing the particle 

shower measured by the calorimeter, P tot the track momentum :o:iea.sured by the 

chambers. <TEcal• was the error on the measure of the calorimeter energy, up,oe 

the error on the momentum. measured by the chambers. The calorimeter energy 

resolution for hadrons turned out to be 
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(see appendix A), where E is the energy of the incident particle. This is a be-

haviour typical of lead-scintillator-iron-scintillator sampling calorimeters. Hence, 

where the approximation VE~ ~has been ·used. <FPcoef P~ot ranged from 

2.5 x 10-4 to 2.8 x 10-4 (GeV /c)-1 for the four targets. The value 2.5 x 10-4 

was assume~ throughout this analysis. However a problem arose with some 

tracks which had anomalously large values of Ptot, due to the failure in the 

pattern recognition. Consequently for these tracks 1J assumed values close to 

zero because <F Pc_. was enormous and the tracks were accepted even though the 

track should clearly have been rejected. A way to cure this problem was to 

replace Ptot with Eealo in the expression of <Fpc_. as the calorimeter was free of 

this pattern recognition difficulty. Hence, 

'D = Eealo - P tot 

V.49 X. Eealo + (2.5 X 10-4 )2 X E~alo 

The distribution of 'D is plotted in figure 5.6 It peaks at zero, the long tail of 

large positive values is due to events in which more than one particle hit the same 

segment and does not indicate a disagreement between chamber and calorimeter 

measurement. The elimination of grossly misfit tracks was achieved cutting only 

on the large negative values of 'D. Figure 5.7 shows the lego plot of 'D versus 

Ptot of the track. The shape of the distribution of 'D for different slices of Ptot 

is essentially the same, as expected from the independence of the chamber and 

calorimeter measurements. By these arguments the selection : 

'D > -10. 
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was imposed on the particle tracks. Those particles which passed all the cuts 

described so far were the 'trigger tracks'. They formed the set of tracks from 

which the two leading hadrons were chosen. 

5.3 Selection of the 'good events' 

The cuts described in this section selected the type of events (called from 

now on 'good events') relevant to this analysis, namely two high and opposite 

P .i leading particle events, with Mdi-hadrOR> 7 Ge V / c2 and small P .Ltotal 

imbalance. 

5.3.1 Pre1ence of a top and a bottom trigger particle and definition of leading 

particle 

Among all the selected trigger particles at least one had to hit the upper and 

at least one the lower calorimeter. This cut down the statistics to 214370 events 

for all the targets. The selection of the leading hadrons was done choosing from 

the set of rem~ning trigger tracks after all the previously described selections. 

From the physical point of view, th~ leading particle is the one which took the 

largest fraction of momentum of the jet produced by the fragmentation of a 

parton. If one trigger track in the bottom (top) side of the apparatus remained 

after the previous selections, it was automatically chosen as the leading particle of 

the bottom (top) side. Otherwise the bottom (top) leading particle was defined 

simply as the one having the largest momentum among all the bottom (top) 

trigger particles. 
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5.3.2 P .ltatal cut 

P .ltotal = j(Pztop + Pzbottom)2 + (Pytop + Pybottom)2 , the total momentum 

imbalance of the high P .l di-hadron system was expected to be small. In the 

collinear approximation 

where P .l is the transverse momentum of each scattered parton and zl> z2 are 

the fraction of parton momentum taken by each leading hadron. Consequently 

< P .ltatal >~< P .l >< lz1 - z2 I > 

Due to the high < z > of the leading hadrons (~ 0.8) < lz1 - z2I > is small but 

still remains the major cause of the P .l imbalance of the hadrons. The cut 

P .ltatal < 2. GeV /c 

was imposed on the events to reduce the uncertainty in the determination of the 

scattering angle in the colliding parton C.o.M. system. 

The selected events for all the targets were 141955 out of 214370. 

5.3.:J Di-hadron mass cut 

The di-hadron pairs were required to have a mass of 7 Ge V / c2 or greater 

which was the hardware trigger threshold obtained from the analysis of the turn­

on curves of the P and m discriminators. Figure 5.8 shows the di-hadron effective 

mass after the selection. The number of events passing this cut were ~ 143 of 
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the 141955 events selected previously. The events passing all the cuts described 

above were 20487, ~ 103 of the initial sample. They are called 'good events'. 

5 .4 Calculation of Enon leading neutral 

The next steps of this analysis were finding evidence of jet structure, deter­

mining the cone in which the spray of jet particles associated to each leading 

hadron were contained and the calculation of Enon leading neutral, the energy of 

the neutral jet particles. Evidence of jets was searched for and found by looking 

at the distributions of TJleading - TJ!oft' and cos e!oft· TJleading was the pseudo­

rapidity ( = - ln tan ~) of the leading particle in the reference frame, fixed with 

respect to the laboratory, in which the momentum of the di-hadron system was 

along the z direction. 1J8oft was the pseudorapidity of any charged 'soft' parti­

cle detected by the chambers in the same reference frame. By 'soft' particle we 

mean any charged particle, different from the leading hadrons, which came from 

the target and was not a duplicate track. 0 801 t was the angle between leading 

hadron and soft track in the di-hadron C.o.M. system. The comparison with the 

TJleading - T/!oft and COS e !Oft plots Of simulated events proved the presence of 

a cluster of soft particles around the direciion of each leading hadron and justi­

fied the cut cos 0 80/t 2'.: 0.93, which defined the aperture of the cone around each 

leading hadron direction in which the jet particles were enclosed. Such a cone was 

initially defined in the di-hadron C.o.M. By the calculation explained in detail in 

appendix B, the intersection between the cone and the calorimeter surface was 

subsequently calculated in the laboratory frame. Almost all the neutral jet parti-
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des hit the calorimeter in this area and if this cone was not completely contained 

in the calorimeter sensitive zone, the leading hadron was discarded. Otherwise 

the energy deposited in the EM section of the calorimeter modules covered by 

the jet particle flux was calculated and defined as Enon leading neutral· 

5.4 .1 Evidence of jet3 

In E711 the jet direction was known from the beginning since it coincided 

with the trajectory of the leading hadron. Evidence of jets was searched for by 

analyzing the soft tracks. All the soft particles having Py > 0 were associated 

with the top leading hadron and the others with the bottom leading hadron. 

Figure 5.9 shows the plot of 1Jleading -1740/t· In the presence of jets there should 

be an accumulation of events around zero indicating clusters of soft particles 

around the direction of the leading hadron. This is shown in figure 5.9. To 

rule out the possibility that this effect was due only to the acceptance of the 

apparatus, the events were analyzed substituting the two leading hadron tracks 

with the ones of the previous analyzed event. In this way random leading particles 

were used instead of the real ones. The result of this calculation is shown in 

figure 5.10. The peak at zero disappeared, broadened considerably in a bump 

indicating that the peak shown in figure 5.10 was not merely an acceptance effect. 

Another simulation procedure was used as a cross check and gave an analogous 

result. There, true leading particles were substituted by two fake ones generated 

by a montecarlo. The two fake leading hadrons were constrained to have the 

same effective mass and P 1-total of the real ones and were in the chamber and 

calorimeter fiducial volumes. Again the 1Jleading - 1J4oft distribution, shown in 
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figure 5.11 was much broader than the corresponding ones shown in figure 5.9. 

The same type of analysis was performed using cos 0 30tt ( = angle between the 

soft particle and the leading one in the di-hadron system C.o.M). Figure 5.12 

shows the distribution obtained using experimental data. There is a sharp peak 

for values near 1 as expected when jets are present. When the same histogram 

was calculated using the leading tracks of the previous selected event, the plot of 

figure 5.13 was obtained. The peak at 1 disappeared into a much broader bump. 

An analogous result was obtained using the second type of simulation technique 

(figure 5.14). 

5.i.~ Definition of the jet 3pray cone 

The definition of the jet cone was achieved studying the cos 0 3oft distribu­

tion. As expected if the fragmentation process is independent on the way the 

parton was produced the cos e 30/t distribution shape did not change when the 

transverse momentum of the leading particle varied over the range from ,...., 1. 

GeV /c up to rv 8. GeV /c . This is shown in TABLE 5.1 where the mean values 

of cos 0 3oft and statistical errors are listed. By inspection of figure 5.12 the angle 

for which 

cos e = o.93 

was defined as the half-angle of the jet cone in the di-hadron C.o.M. 
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TABLE 5.1 

P .1. range < cos ewft > 

P .1. < 2.5 GeV /c 0.858 ± (0.23) 

2.5 < P .1. < 4. Ge V / c 0.815 ± (0.23) 

4. < P .1. < 5.5 Ge V / c 0.840 ± (0.63) 

P .1. > 5.5 GeV /c 0.88 ± (23) 

5.4.S Determination of the ratio f 

The determination of the ratio 

f = ( Ejet - Pzeading ) 

Enon leading neutral 
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in formula (5.1) was calculated running the PYTHIAf22l montecarlo which simu­

late.cl the particles forming two high P .1. jets produced in the E711 experimental 

conditions. Parallel montecarlo jobs were runned on the Florida State University 

High Energy Physics VAX cluster using different initial seeds for the random 

number generator of each job. About 20 day CPU total time was used. Never­

theless the generated events passing the analysis cuts were only 276. To increase 

the statistics I followed a suggestion by Prof. Levinthal. Each of the 276 events 
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TABLE 5.2 

P .i. leading f <TJ 

2.5 - 3.5 3.056 0.030 
3.5 - 4.5 3.006 0.018 
4.5 - 5.5 3.121 0.024 
5.5 - 6.5 3.003 0.069 
6.5 - 7.5 3.003 0.07 

cos ()* leading f <TJ 

-0.8 - -0.6 3.232 0.080 
-0.6 - -0.4 3.002 0.078 
-0.4 - -0.2 3.054 0.030 
-0.2 - 0.0 3.131 0.025 
0.0 - 0.2 3.153 0.022 
0.2 - 0.4 3.166 0.028 
0.4 - 0.6 3.003 0.060 
0.6 - 0.8 3.000 0.060 

consisted of two opposite P ..L jets for a total of 552 jets. New events were gen­

erated making all the pairwise combinations of the 552 jets. One jet particle 

momenta were kept the same, the second jet particle momenta were rotated by 

the same angle in the X-Y plane so that the two jets had approximately opposite 

P ..L directions. In that way 5522551 ~ 150, 000 events were generated of which 

~ 60, 000 passed the analysis cuts. f was calculated for different P ..L and cos()* 

ranges of the leading hadron. The values are listed in TABLE 5.2. 
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5 .4 .4 Calculation of the jet neutral energy 

In order to find the solid angle covered by the jet cone in the laboratory frame 

the method described in appendix B was used. To simplify the calculations an 

auxiliary frame, fixed in the laboratory, was used. It had the z direction along 

the direction of the leading particle; the x direction in the plane formed by the 

leading particle direction and Ptatal of the di-hadron system (see figure 5.15), 

in the direction opposite to P total with respect to z . The y direction was 

according to the right hand rule. 

In the previous paragraph the condition a$ cos e$oft $ 1, with a= 0.93 defined 

a soft particle belonging to the jet. In the auxiliary frame such a condition 

corresponds to the inequality 

where 

O' -B cos</>'+ ../B2 cos2 </>' - 4AC 
0 < tan - < ---- --'---------

2 2A 

o' = polar angle of the soft particle in the auxiliary frame 

</>
1 = azimuthal angle of the soft particle in the auxiliary frame 

A = a+ 1 - {32( a cos2 a - cos2 a+ 2) 

B = 2(1- a){3({3cosa)sina 

C = (a-1)(1-{3cosa)2 

(5.2) 

where a is the angle($ 90°) between z and Ptotal of the di-hadron system, in 

the auxiliary frame {3 = v / c of the di-hadron system in the laboratory reference 

frame. In appendix B the proof of (5.2) can be found. Since A > 0, B $ O, 

C $ 0 the allowed values of tan O' depend on cos </>1 as shown on the graph of 
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figure 5.16 by the shadowed area. The equation of the boundary of solid angle 

enclosed by (5.2) is 

01 -Bcos</>1 + JB2cos2</>' -4AC 
tan2 = 2A . (5.3) 

With a montecarlo technique, using (5.3) Ymin> Ymaz, Xmin and Xmaz were cal-

culated, where Ymin = vertical lower boundary, on the calorimeter surface, of 

the neutral jet particle flux impinging the calorimeter; Ymaz = vertical upper 

boundary; Xmin = horizontal lower boundary; Xmaz = horizontal upper bound-

ary. If Ymin> Ymaz, Xmin> Xmaz were inside the sensitive calorimeter surface, the 

jet neutral energy could be measured accurately. The neutral jet energy was 

defined as 

Enon leading neutral = E· ie.m. (5.4) 

where Nmin and Nmaz were the numbers of the modules containing Ymin and 

Ymaz respectively and Eie.m. was the energy of the ith module in the electro-

magnetic section of the calorimeter. Out of the 20467 events passing the general 

selection cuts 71.53 were discarded because neither of the leading hadrons had 

the corresponding jet cone contained in the calorimeter sensitive area. Out of 

the 20467 x 2 = 4.0934 initial jets passing the general selection cuts, 5696 passed 

also the containment cuts. 

5 . ../ .5 Correction to the error introduced by the definition of the jet cone 

The definition of the jet cone half-angle aperture generated an error in the 

calculation of Enon leading neutral. This is shown by figure 5.1 7, where < Z > 

calculated using all the experimental data, is plotted for different values of cos 0. 
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The plateau of the curve is reached for cos 0 lower than 0.93, the value used 

in this analysis. This means that some of the i's of the jet were produced 

at wider angles than 0 and their energy was not measured completely by the 

calorimeter. To correct this loss the ratio R =< E~·ucrgl 411 > was calculated for 
"' cone 

different ranges of P .l and cos(}* of the leading hadron running a PYTHIA[22l 

montecarlo which simulated the particles forming two high P .l jets produced in 

the E711 experimental conditions (TABLE 5.3). Eneutral all was the energy of 

all the i's of the jet, Ein cone was the energy of the i's contained in the jet cone 

defined by cos 0 2: 0.93. The experimental data was then corrected multiplying 

the measured Enon leading ne~tral by R event by event. 

5.5 Corrections and systematic errors of the calculation oft he neutral 

energy of the jet 

Two types of corrections were applied to Enon leading neutral· The first took 

into account the absorption in the target of a fraction of 1s product of the decay 

of the neutral jet particles. The second estimated the release of energy by the 

leading hadron in EM calorimeter modules included in the sum of formula (5.4) 

which affected the correct calculation of Enon leading neutral· The correction for 

the latter effect introduced a systematic error on < Z > (called from now on 

:EAE), estimated by a simulation program. 

5.5.1 Correction for the ab.5orption of I" in the target 

Essentially all the neutral jet particles decay into 1s which were detected 

in the EM calorimeter sections. A fraction of them interacted and started an 
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TABLE 5.3 

P .1. leading R <TR 

2.5 - 3.5 1.106 0.003 
3.5 - 4.5 1.170 0.002 
4.5 - 5.5 .1.120 0.003 
5.5 - 6.5 1.210 0.015 
6.5 - 7.5 1.000 0.013 

cos 8* leading R <TR 

-0.8 - -0.6 1.120 0.011 
-0.6 - -0.4 1.120 0.011 
-0.4 - -0.2 1.129 0.004 
-0.2 - 0.0 1.159 0.003 
o.o - 0.2 1.158 0.003 
0.2 - 0.4 1.153 0.003 
0.4 - 0.6 1.109 0.008 
0.6 - 0.8 1.197 0.008 

electromagnetic shower in the target. As a consequence, a fraction of their en-

ergies could not be detected by the calorimeters. To calculate this fraction a 

montecarlo program (GEANT[231) generated a number of i's with the vertex 

uniformly distributed in the four different targets . GEANT is a CERN program 

which simulates the development of electromagnetic showers accurately using 

the electromagnetic interaction cross sections predicted by QED. The direction 

of the i's was also uniform over the solid angle covered by the active region of 
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the calorimeter. The fraction of energy deposited in the calorimeter was 

where Ei-y.m:n was the energy of the ith primary"'( detected by the calorimeters, 

E-y was the energy of the primary /, N the number of primary i's generated. 

The results of the montecarlo are listed in TABLE 5.4 The values of c8 een ob-

tained for each target for energies of the primary I ranging from 1 Ge V to 

500 Ge V are listed. They are essentially the same over such a wide I energy 

range, for a given target, because the cross sections of the e+ e- pair production 

and bremsstrahlung, which are the dominant mechanisms in the electromagnetic 

shower at these energies, are essentially fl.at in this energy range. The c 8 een 

used in this analysis for each target was the average of the c,,een calculated for 

the different E.y. The correction for the / absorption in each target consisted 

of dividing the energy experimentally measured (data) in the EM calorimeter 

by c,,een, as calculated for that target. The systematic error induced was esti-

mated to be negligible due to the great statistical accuracy with which c8een was 

calculated and the inherent accuracy of the simulation programl23]. 

5.5.2 Correction for the energy releaJed by the leading particle in the EM Jection 

of the calorimeter 

For each leading hadron Enon leading neutral was calculated using equation 

(5.4) and corrected with c 8 een· The sum in equation (5.4) included the modules 

containing the shower produced by the leading hadron in the EM section of the. 

calorimeter. In this way a spurious contribution, which had to be limited and 
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TABLE 5.4 

Beryllium target 

E7 in GeV c, •• ,. 

1. 0.971±0.23 
5. 0.970 ± 0.23 

10. 0.970 ±0.23 
30. 0.969± 0.23 
100. 0.969 ± 0.23 

Average c, .. ,. : 0.969 ± 0.13 

Aluminium ta.rget 

E7 in GeV c, .... 

1. 0.897± 0.13 
5. 0.896 ± 0.13 

10. 0.897 ± 0.13 
30. 0.898 ± 0.13 

Average c, .. ,. : 0.897 ± 0.053 

Iron ta.rget 

E,. in GeV c,., .. 

1. 0.818 ± 0.23 
5. O.Sl9 ± 0.23 

10. 0.823 ± 0.23 
30. 0.823 ± 0.23 
500. 0.817± 0.23 

Average c:,..,.: 0.820 ± 0.13 

Tungsten targel 

E.,. in GeV c,._ 

1. 0.594 ±0.33 
5. 0.1537± 0.23 

10. 0.1550 ± 0.23 
40. 0.669 ± 0.23 
50. 0.670 ± 0.23 

Average c,.,,. : 0.644 ± 0.13 
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corrected for, was present. It was limited by selecting only those leading hadrons 

that released less than 103 of their energy in the EM section of the calorimeter. 

About 333 of the leading particles passed this cut. In other words, ihe energy 

observed in the hadronic segments hit by the leading particle had to be greater 

than 903 of the magnetically determined track momenta. 

It was corrected by simulating the shower produced by a hadron in the E1-I 

calorimeter section and calculating the average energy released. Hadrons of en-

ergy between 10 GeV and 200 GeV were generated, corresponding to the experi­

mental leading particle energy spectrum range shown in figure 5.18. Only hadrons 

releasing 903 of their energy in the hadronic calorimeter section were generated 

according to the cut applied on the experimental data. The average energy re-

leased(=< AE >) by the primary hadron shower is listed in TABLE 5.5 as a 

function of the primary hadron energy. The correction to Enon leading neutral was 

performed subtracting the < AE > corresponding to the energy of the leading 

hadron namely 

< Z > = ( : leading ) 

· Pleading + /.!!;Enon leading neutral 

N 
= 2_ L Pleading,i 

N i=l Pleading,i + l.~ .. Enon leading neutral,i 

where the index i refers to the ith leading particle and N is the total number of 

leading particles. Then 

1 N pl d. . < Z >= -2: R ea ing,i (5.6) 
N i=l Pleading,i +!,-!!;;(Enon leading neutral,i - < AE >i) 

where < AE >i is the estimate of the energy released in the EM calorimeter by 

the ith leading particle. 
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5.5.3 Calculation of the J'l}Jtematic error on < Z > induced correcting 

E1Wll. leading neut't'al 

A systematic error was induced in the calculation of< Z > when the 

cor rection to Enon leading neut1'al by < AE > was applied, due to the fact that 

< AE > was a mean energy relea.sed and not the actual energy released by a 

particular leading hadron. The error on < AE > wa.s a.ssumed to be of the . .. . . 

order of the standard deviation <T of the distribution of AE. The values oi <T as 

~ function of the energy of the primary hadron a.re listed in TABLE 5.5. T;ie 

systematic error induced in the calculation of < Z > was obtained considering 

that from (5.6) 

1 N 1 
< z > = - L.: ---,:,...-------­

N . l + f E,._ 1 • • .u .. , """*"-'·' _ f <AE>, 
i=l P1 • ..u .. , ,, P1 • .,..,.,,, 

N 
~ ~ L (i _ JET&<m leading neut't'al,i + f < AE >i) 

N i=l Pleading,i Pleading,i 

since f E,._ , ... , .. , """',..'·' and f <AE>, are small numbers. Hence 
Pi .. "'"'·' Pi •• ~ .. ,,, 

N 

Z ( 
Pleading ) f '"'< AE >i < >= + - L.J 

Pleading+ f X Er&<m leading neut't'al N 
1 

Pleading,i 
(5.7) 

The systematic error on < Z > (= :EAE) was determined by the error in esti· 

mating the quantity f LN <AE>, . Hence N 1 P, • ..,.,.,,i 

f 
:EAE = -N 

(5.8) 

where the i~precision in estimating the release of energy equal to < AE >i 

was <Ti· The latter depended on the primary hadron energy and was calculated 

interpolating linearly the values listed in TABLE 5.5. 

• 
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E1nc (GeV ) 

10 
20 
30 
40 
50 
60 
80 
100 
125 
150 
175 
200 

TABLE 5 .5 

Einc = energy of the impinging hadrons 

6.E = average energy release in EM 

u = <7 of the energy release in EM 

NE = # entries in the energy release plot 

AE (GeV ) ~ (GeV) NE 

0.01832 0.02441 74 
0.01941 0.05221 62 
0.0206 0.07100 38 
0.02182 0.08029 75 
0.02420 0.10 124 79 
0.02528 0.11857 85 
0.02967 . 0. 15323 45 
0.03458 0.17496 217 
0.03327 0.18300 467 
0.04193 0.20214 44 
0.04626 0.22773 74 
0.05652 0.26518 102 
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CHAPTER 6 

THEORETICAL INTERPRETATION 

The existence of quarks is widely accepted in the current interpretations of 

the composition of hadronic matter. They interact via the strong forces which 

are described by Quantum Chromo Dynamics[1l, a gauge theory with SU(3) color 

symmetry, in which the interaction between quarks is mediate by the gluon vector 

field. In the QCD-parton model high P .l.. interactions are due to the scattering 

at high momentum transfer of a quasi free pointlike partons one in the beam 

with the other in the target. Such scattering is calculable perturbatively using 

the QCD interaction lagrangian. Experimental data and QCD-parton model 

predictions were found to be in excellent agreement[24Hl2H8H25H261. Evidence 

for the existence of pointlike scattering centers in hadrons was experimentally 

foundl27H28H29H30l in deep inelastic scattering of leptons with nucleons and in 
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high P .l.. hadron production e."tperimentsl31H32H33l. These experimental results 

were e."Cplained by the parton model in which hadrons are composed of pointlike 

particles called pa.rtons[34][2][35][35][37J[3J. It was a subsequent natural step to 

identify the constituent partons with the gluons and quarks of QCD. 

Once the parton-parton cross sections are known, the parton model gives 

the description of the di-jet production cross section using the experimentally 

determined parton distribution functions. In a similar manner the di-hadron 

production cross section is calculated, the only difference being the introduction 

and use of fragmentation functions to describe the internal details of jet forma­

tion. The QCD theory is able to predict the pa.rton-pa.rton cross section when 

the scattered partons a.re produced at high P .l.. • In that case perturbative cal­

culation techniques can be used and the cross sections accurately predicted. In 

that way also < Z > , subject of this thesis, can be calculated and compared to 

the E711 data to check the degree of agreement between theory and experiment. 

The comparison also bears on whether the fragmentation process is influenced 

by global nuclear effects derived from the use of heavy nuclear targets in E71 l 

instead of the 'pure' lepton-hadron or hadron-hadron collider beams used in the 

other experiments quoted so far. 

6.1 QCD-parton model description of high P .l.. jet production 

According to the pa.rton model collisions between two hadrons can result in 

collimated sprays of particles (jets) at high transverse momentum (P .l.. ), as in 
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the reaction 

A,B-c,n+x 

where A and B are the colliding hadrons, C and D are the two high P .l. jets, 

X means the rest of the particles. The colliding hadrons are assumed by the 

model to be composed of quarks and gluons (distributed with a density given 

by phenomenological 'distribution functions'), which behave as free particles in 

the high P .l.. scattering process. The collision is assumed to happen between two 

partons, each belonging to one of the colliding hadrons and described by the 

cross section ~- Two outgoing partons, generated from the scattering, subse­

quently 'fragment' into a spray of collimated particles, namely a jet. Therefore 

in such processes 4 jets are produced, two coming from the scattered partons, 

and the other two generated from the rest of the 'spectator ' pa.rtons of beam 

and target hadrons. The la.st two jets a.re produced at low P .l.. with respect to 

the direction of the colliding hadrons. The mechanism of the reaction is shown 

diagrammatically in figure 1.1, where a and b are the colliding partons, c and 

d are the outgoing partons that fragment into the jets C and D. Upon these 

assumptions, the high P .l.. jet production ci::oss section is calculable knowing the 

distribution functions, typically from deep inelastic lepton-hadron scattering ex­

periments, and the parlon-parlon cross section which can be calculated up to 

different degrees of approximation in the QCD theoretical framework. Such ap­

proximations are meaningful only for processes in which the two jets C and D are 

produced at high P .l.. , in which case perlurbative calculations can be applied. 
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o.1.1 Di-jet croJJ Jection 

A theoretical expression of the production cross section of two jets at high and 

opposite Pl.. based on the parton model and QCD calculation can be obtained as 

the convolution of probabilities. In the ensuing discussion it will be assumed that 

the masses of the colliding hadrons and partons and the transverse momenta (due 

to Fermi motion) of the partons inside their nucleons are negligible compared with 

their momenta. First, some kinematic definitions are necessary. In the C.o.).1 

of the colliding hadrons (with the incident beam in the positive direction), one 

finds 

za../S 
Pa= -

2
- [1, 0, 0, 1] 

ZbVs 
Pb = -

2
-[1, 0, O, -1] 

M2 
ZaZb = -

s 
(6.1) 

(6.2) 

za and zb (the Bjorken scaling variables) are the lo.ngitucilnal momentum frac­

tions of pa.rton a in the beam and pa.rton b in the target, Pa and Pb are the 

measured jet momenta. M is the invariant mass formed by the two high P ..L 

jets. X F is defined as : 

where Pz is the net longitudinal momentum of the two jet system and y'S is the 

C.o.M energy of the reaction. z 11 and Zb determine the incident momenta of the 

colliding partons. The cross section for two-jet production at high Pl. in the 
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C.o.M of the colliding hadrons can be calculated starling from the infinitesii::ial 

inclusive scattering cross section for two hadrons into two partons c and dl12i : 

where Pc and Pd arc the outgoing high Pl. jet momenta., GajA(~a., Q2) and 

GajA(za, Q2) arc the distribution functions for parton a in hadron A and bin 

hadron B respectively. .i and i the usual Mandelst~ variables for the parton 

parton system: 

Ee and Ed arc the energies of the outgoing parlous. M(•.•;-"·"l is the expression 
dt 

for the differential cross section of a parton-parton scattering process. The sum-

mation indices 4 and b run over all the possible parton combinations. Also in 

(6.3) an average over all the possible spin and color states of the colliding par-

tons is iniplicd. The S function assures the conservation of the total momentum 

and therefore also the balance of the transverse momentum of the outgoing par­

tons (the internal transverse motion of the incident partons is neglected in this 

calculation). The parameter Q, whose dimension is [energy] 2 , introduces the 

scaling violation dependence of the distribution functions. It will be described 

in more detail later. Formula ( 6.3) is the di-jct infinitesimal cross section ?nee 

one assumes that the jets are the product of the fragmentation of the pa.rtons c 

• 
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and d. In that case an incoherent summation over all the possible c and d states 

(including a.11 the possible spin and color states) is necessary to describe the final 

observed state. From (6.3) one obtains the following formula for the di-jet pro­

duction cross sectionl12l, in the limit of the collinear approximation ( = parton 

Fermi motion neglected), expressed in terms of observables directly measurable : 

d
3

CT(A,B-jet1 + jet2+X) J "'"" 2 2 3 du(a,b-c,d) 
dy1dy2dP3_ = Li Ga/A(za.,Q )Gb/B(zb,Q )2 di 

a.,b,c,d 

../i ../i x S(za.- + zb- - P J_ coshy1 - P J_ coshy2)x 
2 2 

X S( Za..;; - zb v; -P J_ sinh Yl - P J_ sinh Y2)dxadx; 

where Yl and Y2 are the j et1 and j et2 rapidities. Performing the integrations in 

dza. and dxb of the S-functions one obtainsl121 : 

d
3
CT(A,B-jet1+iet2+X) "'"" 2 2 dcr(ab-c,d) (6.4) 

dy1dy2dPJ.. = L...J Xa.ZbGa./A(za,Q )Gb/B(zb,Q) di 
a.,b,c,d 

with 

a.nd 

It is interesting to note that i! za and ZtJ are> 0.5, the distribution functions 

in (6.4) of the gluons and the sea quarks become negligible, and just the valence 

quarks contribute to the cross section. From (6.1) and (6.2) : 

M2 
- = xa(xa. - XF) 
" 

M2 
- = xb(xb + XF)· 
" 
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Another useful expression for the high P ...L di-jet production can be obtained by 

changing variables, going from Ye, Yd> PJ_ to M, Y, cos 8*, where Y = ~in~ is 

the di-jet rapidity and 8* is the angle in the C.o.M of the colliding pa.rtons. Using 

the proper Jacobian from (6.4) one finds 

d3u M2 ~ 2 2 du(a,b-c,d) 
dYd(..tY.f2)dcos8* = ~ ~ Ga/A(za,Q )Gb/B(zb,Q) di 

a,b,c,d 
(6.5) 

where now 

(6.6) 

Consequently the measurement of d3rr/dY(dM2)dcos8* at fixed Y and J.V!2 and 

energy (i.e. fixed za and zb) gives direct information on the angular dependence 

of tUr(a.,l>-c,cl)/ di. 

6.1.! Di-hadron cro.u Jection 

While it has been e.""tperimentally shown that jets a.re relatively easy to define 

at high C.o.M. of the reaction energies (UAl and UA2 experiments(4][3SJ[39J[4o] 

[41! vs from 540 to 630 GeV ) at lower C .o.M. of the reaction energies that is 

much more difficult. The production of high P .l. di-hadron events a.re a suit­

able tool to test the QCD-parton model at lower energies ( vf3 ~ from 30 to 60 

Ge V ). It has been shown experimentally that high P ...L di-hadron events a.re 

substanti&l.ly equivalent to the di-jct cventsf5H6J. The di-hadron scattering angle 

is & very good approximation oi the di-jct one and the theoretical interpretation 

is facilitated, for the Fermi motion of the colliding partons is reduced in such 

cvents[lOJ. However, in order to ma.kc rigorous comparisons between high P ...L 

events and theory, the expression (6.5) for the cross section must be modified by 
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introducing the fragmentation functions D cf H( z, Q2 ) = probability of getting a 

hadron H from parton c with momentum fraction between z and z + dz (z = ~ ). 
/:'<! 

The mechanism of production of two high Pl.. hadrons h1 and h2 is illustrated 

in figure 1.1, Q2 is ta.ken to be the same parameter introduced earlier in the dis­

tribution functions. Defining the measured quantities in the following way (still 

collinear kinematics approximations is assumed) : 

6: = P l..(hadronl) - P .t(hadron2) = (z1 - z2)P .l 

Ydi-had1'on = rapidity of the di-hadron system 

Mdi-hadPon = effective mass of the di-hadron system 

where z1 a.nd z2 arc the momentum fraction of the hadrons 1 and 2. Remember­

ing that P .l = lf sin 6* one obtains, neglecting the hadron mass compared its 

momentum: 

From (6.5) using the proper Jacobian for the change of variables it is possible to 

obtain[121 : 
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Performing three integrations and eliminating the 5 functions one obtains[12l : 

where 
1 .6.2 ,---

y = Yh + - ln( 1 + - 2) - ln( r cos 6* + y' 1 + r2) 
2 Mh 

v'z2 = y'zl( J 1 + r2 - r) 

6. 
r=----

MhsinO* 

M= Mh 
y'zlZ2 

.,.elYI ~ y'zl ~ min(l,r + Vl + r2 ) 

and where :z:a and zb are obtained through (6.6) 

M~ + 6.2 ey" 

sz1z2 r cos B* + Vl + r2 

6.1.3 Meaning of the Q2 parameter 

(6.7) 

In first order approximation M(•~fc,•l is calculated in QCD using two body 

processes of the type depicted in the graphs of figure 6.1. In this approximation 

there is no Q2 dependence of the distribution and fragmentation functions. How-

ever when the radiative corrections arc ta.ken into account, such as for instance 

.. 
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the one in figure 6.2 divergences appears in the calculation. That occurs· when 

the radiated particle is collinear to the incoming parton leg and consequently 

the internal. parton line connected to the previous two becomes 'on shell' ( q2 of 

the internal line becomes zero). Such configuration in QED would give correc­

tions proportional. to ln 3/m}e7'mion . Since in QCD all the partons are considered 

massless such correction become infinite (mass singularities). However it can be 

shown that mass singularities appears all in the same way in all order processes 

containing a given species of parton and can be factorized out[121. Consequently 

they can be absorbed in the distribution and fragmentation functions (which a.re 

specified experimentally by measuring, for instance, lepton-nucleon deep inelastic 

scattering or the c+e- -t hadron.a process) which acquire a Q2 dependence and 

lose their scale invariance. 

Q2 docs not have unique definition, being in general a function of the kine­

matic variables which describe the subprocess. A definition which agrees well 

with CCORl5J and the E711 data[431 is Q2 = P1_, where P .l. is the transverse 

momenta. of ea.ch of the two hadrons. Taking into account the mass singulari­

ties produced at all orders of perturbation theory and retaining only the lea.d­

ing logarithmic contributions (leading logarithmic approximation) a logarithmic 

Q2 dependence is introduced in the fragmentation and distribution functions. 

The steps necessary to calculate distribution and fragmentation functions can 

be summarized as follows : first they are fitted from experimental data at some 

Q~ reference value. Then the Q2 logarithmic behaviour is introduced using the 

Altarclli-Parisi equations for the distribution functions[44] and the analogous ones 

for the fragmentation functions(45J(46J. 
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First order Feynman .graphs of the parton-parton scattering subprocesses 

according to QCD 

i 

.Jl9 oo L"\i !2.12 o o~ 

i e«L•qqop i., 

Figure 6.1 

~ I 

----i~Q._QQq,, 

CC'(.' H 0 C Q 0 X-.j 
! 

.7 y 

I 

I 

Radiative correction Feynman graphs of the parton-parton scattering sub­

processes according to QCD 

Figure 6.2 
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6.1.4 QCD calculation of~ 

The expression,~£, appearing in (6.3), (6.4), (6.5), (6.7) can be written as 

d<J'( a,b-c,d) 

di 
1 

lM 1
2 

- 167T'32 (a,b-c,d) (6.8) 

where M(a,b-c,d) is the scattering matrix element of the po.rton subprocesses. 

M(a,0-c,d) can be calculated in QCD to first order using the two body scattering 

processes listed in TABLE 6.1 When higher order terms a.re taken into account , 

other divergences, connected to loops graphs appear. They a.re treated using the 

dimensional regularization technique[12l. It is also possible to take into account 

certain vertex and gluon propagators correction replacing the strong coupling 

constant a with a 6 , the strong running coupling constant, which depends on 

an [energy] 2 variable characteristic of the process In the leading logarithmic 

approximation such a variable can be identified with Q2 of the fragmentation 

and distribution functions, namdy Q2 = P J... The C..'Cpression for a, is given 

by(25] : 

2 127T' 
a,(Q ) = (33-2n1)1n(Q2/A2 ) 

where n f is the number of quark flavors, A is a scale factor whose order of 

~gnitude is 100 MeV[121. a,( Q2) becomes small when Q2 /A is large. Therefore 

QCD perturbative calculations are meaningful when P ..L is much larger than A. 

They were applied successfully to the E711 data[43l in which the minimum P ..L 

of the leading hadrons was ~ 1 Ge V / c . The square of the matrix clement 

IM(a,b-c,d)l 2 in equations (6.3) and (6.4) can now be expressed as : 

(6.9) 
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where the values of IA(a,b-c,d)l 2 are listed in TABLE 6.1(261 for the vanous 

subprocesses. Finally substituting (6.9) into (6.8) one obtains : 

du(a,b-c,d) _ ;ra; I A, l2 
di - 32 • l. a,b-c,d) · 

The cross sections measured by E711 agree[43l with the theoretical predictions 

given by (6.7) in the leading logarithmic approximation, using the distribution 

functions of ref. [13] set 1, the fragmentation functions given in ref. [47] a.nd the 

values of l ~a,b-c,d) l 2 of TABLE 6.~. It is therefore reasonable to continue using 

this framework to interpret other aspects of high P ..L particle production. 

6.2 Calculation of < Z > 

The subject of this dissertation, < Z >, can be calculated theoretically for 

instance by using (6.5) including the contribution of the fragmentation functions 

(neglecting the colliding partons Fermi motion) : 

d5 <T M2 "'"" - 2 2 du( a,b-c,d) 
dYd(M2)dcos8*dz

1
dz

2 
= 23 Li Ga/A(-za,Q )Gb/B(:r.b,Q) di x 

a,b,c,d 

x De/ Hi (z1, q2)Dd/ H:a (z2, q2) 

+ J dY J d(M
2

) J d cos 8* J dz2 J dz1 dY d(ml)f;~s8*dztdz, z1) 

J dY J d(M
2

) J dcos fJ* J dz1 J dz2dYd(ml)f;~s8*dzid.z:a 

(6.10) 

.. 
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where the first fraction of the right hand side of (6.10) has the integrals extended 

over the range of phase space in which the leading hadron 2 was accepted ge­

ometrically by the apparatus and also passed all the analysis cuts. The same 

reasoning is valid for the range of integration of the integrals which appear in 

the second fraction of the right hand side of (6.10) where the leading hadron 1 

contribution to < Z > is taken into account. 

The integrals shown in (6.10) were actually obtain with a montecarlo pro­

gram[48l. Two leading hadron events were initially generated with the variables 

:z:i, :z:2, zi, z2, </> and cos 8* thrown randomly with a flat distribution over the 

kinematic range. z1 is the Bjorken variable of the colliding parton 1, z1 is the 

jet momentum fraction taken by the leading hadron 1, </>is the azimuthal angle 

around the beam axis and cos (J* is the scattering angle in the parton-parton 

system. To save computer time, the kinematic range was chosen not to be as 

large as possible, but only slightly larger than the acceptance limitations of the 

experimental apparatus. Each event was assigned a weight w proportional to the 

value o{ the cross section expressed in the B.atly thrown kinematic variables 

du 

in order to reproduce the correct statistical frequency of the events. The gen­

erated events were then selected by a program which simulated the acceptance 

of the apparatus. Finally the accepted events, weighted by w, were used to fill 

the < Z > plots which are the theoretical counterpart o{ the experimental ones. 

With this procedure the integration described in over the appropriate phase space 

was performed automatically. 
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The 'ingredients' used to calculate the theoretical cross sections were 

a ) the parton-parton cross section calculated to the first order according to the 

Feynman diagrams calculated in TABLE 6.1 

b) structure functions fit to data at a. reference value of Q2 ( Q2 = P .. :J and 

then evolved according to the Altarelli-Parisi equations. The structure function 

used: w~~e the Duke and Owens, set i (131; 

c) fragmentation functions fit to recently published EMC data (llj at a reference 

value of Q2 and then evolved according to [45](46]. 

The montecarlo technique allowed to use non collinear kinematics for the collid­

ing partons and for the fragmenting ones. A Fermi motion transverse momentum 

smearing of the colliding partons and a smearing of the leading hadron with re­

spect to the fragmenting parton momentum were used completing the theoretical 

simulation. 

• 

.. 

• 
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qq1 - qq1 

qq-qq 

qf- !"f 
qq-qq 

gq-gq 

qq-gg 

gg-qq 

gg-gg 
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CHAPTER 7 

PHYSICS RESULTS 

7.1 Introduction 

Having found a method to select a background free data sample of events 

and to calculate the jet physical quantities, the properties of the fragmentation 

process can now be studied. The subject of the present dissertation is the study 

of < Z > the average fraction of energy of the high P .L jet carried by the 'leading 

hadrons' 

Z = ( Ezeading \ 
< >- E I 

jet 

where Eteading is the energy of the 'leading hadron', Ejet is the energy of the jet 

to which it is associated. The energy of the leading hadron was calculated using 

138 
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the wire chamber information, Ejet was calculated measuring the neutral energy 

of the jet absorbed by the EM section of the calorimeter. 

The fragmentation mechanism that determines < Z > , studied so fa.r in col­

lider experiments using lepton-lepton, lepton-hadron and hadron-hadron beams 

and described according to those experimental results, could be affected by the 

presence of nuclear forces when heavy targets a.re used instead of p, p or leptons. 

The assumption of the independence of the fragmentation process, which leads 

to the factorization of the fragmentation functions, could not be valid any more. 

That hypothesis is checked by comparing the < Z > versus cos{)* distributions 

for the different targets (Be, Al, Fe and W). cos{)* is the cosine of the anglt! 

between the leading hadron and the beam direction in the C.o.M. frame of the 

two leading hadrons. The quantity < Z > is calculated when at least one of the 

lea.ding particles had its jet cone lying inside the calorimeter sensitive area (the 

'single jet' plots) and when both tracks satisfied this cut ('two jets' plots). Then 

a comparison between the E711 data (all the targets together) and previous data 

and a comparison between theoretical predictions, according to the QCD-parton 

model, and the E711 data. are ma.de. 

1.2 Comparison between different types of targets 

In E711 four different targets were used, Be, Al, Fe and W. By compar­

ing results from targets in a. wide range of atomic number (A from 9 to 184) 

the presence of nuclear effects on the fragmentation mechanism can be studied. 

Those effects would also be reflected in the < Z > distributions as function of 
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cos()*. If these distributions do not show any statistically significant differe:ices 

the independent fragmentation schemes and factorized parton-parton scattering 

calculations could be e.~ected to describe the data. 

7.i.1 Compari.son 

In TABLE 7.1 through TABLE 7.4, < Z > is listed for various cos()* ranges 

and for the different targets. Figures 7.1 and 7.2 show the results for the 'single 

jet' and 'two jets' events respectively. Within errors, the curves are alike for 

different targets. 

7.!.! Conclwion.J 

The conclusion which can be drawn from the above results is that expen­

mentally the fragmentation process of a parton into a jet in high P ..L reactions is 

independent of nuclear effects. This conclusion is in harmony with the A depen­

dence e.~onent a, being consistent with 1, found in a previous analysis of the 

E711 data[43]. Consequently, from now on the < Z > data will be shown and 

discussed all together, with no distinction among the different targets. 

7 .3 Comparison between previous data 

The E711 data can be compared with data collected in previous e.~eriments. 

The CCOR collaboration[5] performed an experiment at CERN, at the ISR where 
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TABLE 7.1 

List of < Z > as a function of cos O* of the leading hadron for Be target 

cos (I* leading < Z > ±sys. ± stat. entries in plot <Tz 
range single jet 

-0.8 - -0.6 0.7357 ± 0.0237 ± 0.0645 7 0.1706 
-0.6 - -0.4 0.8340 ± 0.0063 ± 0.0189 86 0.1752. 
-0.4 - -0.2 0.7953 ± 0.0026 ± 0.0111 233 0.1693 
-0.2 - 0.0 0.7991±0.0021±0.0087 366 0.1664 
0.0 - 0.2 0.7852 ± 0.0021 ± 0.0094 357 0.1776 
0.2 - 0.4 0.8147 ± 0.0015 ± 0.0120 187 0.1641 
0.4 - 0.6 0.8217 ± 0.0042 ± 0.0170 63 0.1350 
0.6 - 0.8 0.0000 ± 0.0000 .± 0.0000 0 0.0000 

cos (I* leading < Z > ±sys. ± stat. entries in plot <rz 
range two jets 

-0.8 - -0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.6 - -0.4 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.4 - -0.2 0.7661±0.0065 ± 0.0267 41 0.1712 
-0.2 - 0.0 0.7939 ± 0.0036 ± 0.0184 83 0.1674 
0.0 - 0.2 0.7848 ± 0.0040 ± 0.0204 73 0.1747 
0.2 - 0.4 0.8514 ± 0.0090 ± 0.0198 29 0.1066 
0.4 - 0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
0.6 - 0.8 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
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TABLE 7.2 

List of < Z > as a function of cos(}* of the leading hadron for Al target 

cos(!" leading < Z > ±sys. ± stat. entries in plot uz 
range single jet 

-0.8 - -0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.6 - -0.4 0.8095 ± 0.0080 ± 0.0238 37 0.1447 
-0.4 - -0.2 0.8001 ± 0.0029 ± 0.0138 156 0.1721 
-0.2 - 0.0 0.7766 ± 0.0023 ± 0.0121 210 0.1750 
0.0 - 0.2 0.7555 ± 0.0023 ± 0.0128 221 0.1899 
0.2 - 0.4 0.7796 ± 0.0020 ± 0.0155 131 0.1777 
0.4 - 0.6 0.7826 ± 0.0068 ± 0.0288 38 0.1773 
0.6 - 0.8 0.0000 ± 0.0000 ± 0.0000 0 0.0000 

cos(!" leading < Z > ±sys. ± stat. entries in plot uz 
range two jets 

· 0.8 - -0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.6 - -0.4 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.4 - -0.2 0.7822 ± 0.0111 ± 0.0428 23 0.2055 
-0.2 - 0.0 0.7900 ± 0.0079 ± 0.0321 32 0.1817 
0.0 - 0.2 0.7209 ± 0.0079 ± 0.0368 33 0.2116 
0.2 - 0.4 0.9086 ± 0.0188 ± 0.0198 14 0.0742 
0.4 - 0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
0.6 - 0.8 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
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TABLE 7.3 

List of < Z > as a function of cos()* of the leading hadron for Fe target 

cos(}* leading < z > ±.!y.!. ± .!tat. entries in plot <7z 
range single jet 

-0.8 - -0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.6 - -0.4 0.8019 ± 0.0061±0.0163 101 0.1641 
-0.4 - -0.2 0. 7858 ± 0.0025 ± 0.0096 329 0.1747 
-0.2 - 0.0 0.7783 ± 0.0020 ± 0.0076 518 0.1718 
0.0 - 0.2 0.7766 ± 0.0021 ± 0.0083 466 0.1794 
0.2 - 0.4 0.7758 ± 0.0011±0.0107 271 0.1756 
0.4 - 0.6 0.7837 ± 0.0033 ± 0.0171 86 0.1588 
0.6 - 0.8 0.0000 ± 0.0000 ± 0.0000 0 0.0000 

cos(}* leading < Z > ±"Y"· ± .!tat. entries in plot <7z 
range two jets 

-0.8 - -0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.6 - -0.4 0. 7767 ± 0.0379 ± 0.0623 6 0.1526 
-0.4 - -0.2 0.8071 ± 0.0055 ± 0.0233 49 0.1630 
-0.2 - 0.0 0.7744 ± 0.0031±0.0175 101 0.1755 
0.0 - 0.2 0.8004 ± 0.0033 ± 0.0164 100 0.1644 
0.2 - 0.4 0.7812 ± 0.0074 ± 0.0260 34 0.1518 
0.4 - 0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
0.6 - 0.8 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
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TABLE 7.4 

List of < Z > as a function of cos O* of the leading hadron for W target 

cos IJ* leading < Z > ±"Y"· ± "tat. entries in plot uz 
range single jct 

-0.8 - -0 .6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.6 - -0.4 0.7350 ± 0.0062 ± 0.0203 88 0.1901 
-0.4 - -0.2 0.6858 ± 0.0025 ± 0.0129 293 0.2210 
-0.2 - 0.0 0.7045 ± 0.0020 ± 0.0092 434 0.1913 
0.0 - 0.2 0.6927 ± 0.0021±0.0100 367 0.1921 
0.2 - 0.4 0.6723 ± 0.0012 ± 0.0122 251 0.1939 
0.4 - 0.6 0.7308 ± 0.0052 ± 0.0250 49 0.1749 
0.6 - 0.8 0.0000 ± 0.0000 ± 0.0000 0 0.0000 

cos IJ* leading < Z > ±"Y'· ± .,t.at. entries in plot uz 
range two jets 

-0.8 - -0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0 .6 - -0.4 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
-0.4 - -0.2 0.7045 ± 0.0061±0.0320 44 0.2119 
-0.2 - 0.0 0.7143 ± 0.0034 ± 0.0216 88 0.2024 
0.0 - 0.2 0.6955 ± 0.0046 ± 0.0248 62 0.1952 
0.2 - 0.4 0.7150 ± 0.0080 ± 0.0315 32 0.1783 
0.4 - 0.6 0.0000 ± 0.0000 ± 0.0000 0 0.0000 
0.6 - 0.8 0.0000 ± 0.0000 ± 0.0000 0 0.0000 



147 

they studied events in which at least one 7r
0 with high P .L was produced in a col­

lidiilg beam experiment and collected data for different reaction C.o.M. energies : 

31.0 GeV , 44.8 GeV and 62.4 GeV . They presented the < Z > inclusive plot 

at different ranges of P .L of the leading 7r
0 s for single particle inclusive triggers 

(figure 7.3) and the same when Mdi-hadron > 8. GeV /c2 (figure 7.4) requiring 

that two 7r
0 s at high and opposite P .L were detected. They also presented the 

inclusive plot of < Z > for different z .L ( = 2J. ) ranges from the single particle 

inclusive sample (figure 7.5) and for symmetric pair data when Mdi-hadron > 8. 

GeV /c2 (figure 7.6). The E711 dat& (38.7 GeV C.o.M. of the react~on energy) 

is shown by black circles superimposed upon the same plots. They are the 'single 

jet' events, all the targets, in figures 7.3 and 7.5 and the 'two jets' events (all 

the targets) in the other figures. There is a general agreement in the < Z > 

versus P .L plots and a good agreement in figures 7.5 and 7.6. This agreement 

strengthens the nuclear independence hypothesis and the validity of the inde­

pendent fragmentation (i.e. factoriz&tion) as the CCOR data was taken with 

proton-proton interactions. 

1.4 Comparison between the E711 data and theory 

7.~.1 Theoretical prediction.s 

The theoretical predictions were obtain with the montecarlo program de-

scribed in 6.2. The generated events were then selected by a program which 

simulated the acceptance of the apparatus. The accepted events were used to fill 

the < Z > plots which are the theoretical counterpart of the experimental ones. 
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Comparison between the inclusive CCOR[24) data with single 7r0 detected 
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7.,j.! Data plot" and theoretical compari.!on 

The data are shown for all the targets together. The quantity < Z > is 

plotted as a function of P J.. (figures 7.7 through 7.12), cos(}* (figures 7.13 through 

7.18) and versus cos fl* in selected bins of Mdi-had1'on (figures 7.19 through 7.42). 

The data shown are 'single jet' and 'two jets' events when the hadron has positive 

charge, negative charge and either one. In all the figures black circles represent 

the data, while open triangles show the theoretical predictions. Errors bars on 

the experimental data are the square root of the statistical and systematic errors 

added in quadrature. 

7.,j.3 Conclua ionJ 

In general the theoretical distribution agree with the data. Moreover the 

following conclusions can be drawn from the inspection of the experimental plots : 

a) the fragmentation process is independent of the amount of nuclear matter 

crossed. This can be seen by the essential :flatness of the < Z > plot as a 

function of cos 0* and is also demonstrated by the lack of a nuclear dependence 

effect on the fragmentation process; 

b) the point stressed in a) is confirmed by the :flatness of the plot < Z > versus 

cos O* for various Mdi-hadron slices (figures 7.19 through 7.42); 

c) < Z > does depend on P J.. in agreement with the predictions of the QCD 

parton model described in chapter 6; 
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d) the agreement between the present data and the previous experimental results 

from pp interactions confirms the independence of the fragmentation process from 

nuclear effects in high P ..l interactions. 
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7 < Mdi-haJ.ron < 8 Ge V / c2 

• experimental data 

!:::.. theoretical predictions 

Figure 7.19 



167 

TWO JET EVENTS - mass between 7 and 8 

c 
0 

....... 
() 
0 
\... 

"+-- 0.9 
~ 
en 
i.... 
(l) 

c 

+ 
<l) 0.8 
<J..) + t en 
0 ¢. 
\... 6 
<J..) 
> 0.7 
0 

0.6 

o.~ 

0.4 
-0.B -0.6 -0.4 -0.2 0 0.2 o.~ o.s o.s 

cosine theta* 

< Z > , function of cos 8* of the leading hadron for two jet events and 

7 < Mdi-hadrcm < 8 Ge V / c2 

• experimeni:al data 

6 theoretical predictions 

Figure 7.20 



SINGLE JET, +VE, mass between 7 and 8 

c 
0 
~ 

() 
0 
~ 

~ 0.9 
>. 
Q) 
~ 

Q.) 

c 
Q.) 0.8 
Q.) 
Q) 
0 
~ 

Q.) 
> 0.7 
0 

n .6 

o.~ 

0.4 
-0.B 

• 4. 

-0.6 -0.4 -0.2 0 0.2 o.~ o.s o.s 
cosine theta* 

168 

< Z > , !unction of cos fl* of the leading hadron for single jet events and 

7 < Mdi-h.a.d.1'on < 8 GeV /c2 and p'ositive lea.ding hadron charge 

• experimental data 

6 theoretical predictions 

Figure 7.21 



169 

TWO lJETS, +VE, mass between 7 and 8 

c 
0 
~ 

u 
0 
\._ 

~ 0.9 
>-en 
\._ 

t 
(lJ 

f c 
Q) 0.8 
(lJ 

en 4 0 
~ \._ 

Q.) 
> 0.7 
0 

0.6 

o.~ 

0.4 ................................................ _.._.r........L. .......... _._..._._ ............ _._ ............................................................. ._._ .................... ......_ .......... _.._ 
-0.B -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 

cosine theta* 

< Z > , fuaction of cos 8* of the leading hadron for two jet events and 

7 < Mdi-hadron < 8 GeV /c2 and positive leading hadron charge 

• experimental data 

~ theoretical predictions 

Figure 7.22 



SINGLE JET, -VE, moss between 7 and 8 

c 
0 
~ 

<J 
0 
~ 

~ 0.9 

~ 
O'l 
\,.... 

QJ 
c 
(1) 0 .8 
<l) 

O'l 
0 
\,.... 

<l) 

> 0.7 
0 

0.6 

o.~ 

0.4 
-0.B -0.6 -0.4 -0.2 0 0.2 o.~ o.s o.s 

cosine theta* 

170 

< Z > , function of cos ()* of the leading hadron for single jet events and 

7 < Mdi-had.,.on. < 8 Ge V / c2 and negative leading hadron charge 

• experimental data 

6. theoretical predictions 

Figure 7.23 
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SINGLE JET EVENTS - mass between 8 and 9 
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< Z > , fun.ction of cos(}* of the leading hadron for two jet events and 

8 < Mdi- hadf'on < 9 Ge V / c2 

• experimental data 

6 theoretical predictions 

Figure 7.26 
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< Z > , fw1ction of cos 8* of the leading hadron for two jet events and 

8 < Mai-hadron. < 9 Ge V / c2 and negative leading hadron charge 

• experimental data. 
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< Z > , function of cos 8* of the leading hadron for single jet events and 

9 < Mdi-h.adron < 10 GeV /c2 

• experimental data 
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< Z > , function of cos 8* of the leading hadron for two jet events and 

9 < Mdi-had,,.on < 10 Ge V / c2 

• experimen-~al data 
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< Z > , function of cos 8* of the leading hadron for single jet events and 

9 < Mdi-hadf'cm < 10 GeV /c2 and positive leading hadron charge 

• experimental data 

6. theoretical predictions 

Figure 7.33 
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CHAPTER 8 

CONCLUSIONS 

The average energy fraction of the high Pl. jet carried by leading hadrons 

has been measured in a yl8 = 38. 76 Ge V proton-nucleon scattering. The frag­

mentation process has been shown to be independent on the nuclear target used 

(Be, Al, Fe, W), when < Z > is expressed as a function of Pl. of the leading 

hadron, cos(}* or the mass of the di-hadron pair. 

The< Z > distributions are in agreement with the CCOR data, particularly 

when < Z > is expressed in terms of the scaling variable ::c l. (see figures 7 .5 and 

7.6). 

Finally, the present data agrees with the theoretical predictions made by a QCD 

model, in the leading logarithmic approximation. 
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APPENDIX A 

A.1 Introduction 

This appendix is devoted to the description of the procedure used to calcu-

late the energy of a particle hitting the calorimeters. There are three different 

categories of particles to consider : 

a) minimum ionizing: particles 

b) 1, electrons and positrons 

c) hadrons. 

• Minimum ionizing particles. 

A minimum ionizing particle (typically aµ with energy 2_ 370 MeV and less 

than few hundreds GeV ) interacts with matter losing energy only by ionization 

of the medium crossed. The rate of energy loss is described by the Bethe-Bloch 

equationl49J : 

( 
dE) . __ D ZmedPmed (Zinc) 2 [ln 2me1fncf3fncc

2 
(32 5 C ] ( ) - inc - -2 - -Z 1 + v 

dx me Am.eel f3inc I med 

(A.l) 

195 



196 

where D = 0.3071 MeV cm2 /g, Zmed and Amed are the charge and mass numbers 

of the medium, Pm.l!d is the density of the medium, I, 5, C, v are phenomenological 

functions. I :::'. 16(Zmed)0·9 eV when Zmed > 1. 5, C,v are negligibly small in 

scintillator and for relativistic particles. (A.1) has a minimum when /inc'.::::'. 3.57 

(/inc = J 1 
2 

and f3inc is referred to the incident particle) and very slowly 
1-/3\rlc 

rises for larger /inc· · The energy loss of a 5 Ge V µ in the electromagnetic part of 

the calorimeter is shown in figure A.1 , result of a simulation of 1000 events , and 

also in figure A.2(43] for experimental data (energy deposited in the calorimeter 

module H2UW-2 expressed in ADC counts). The Landau behaviour is typical of 

an interaction in which the particle is not fully contained in the calorimeter and 

the energy release is small. 

1, e+ and e- interact with matter only electromagnetically. i's above few 

MeV mainly convert into e+e- pair. Electrons and positrons of energy above 

10 MeV mainly produce bremsstralhung i's and ionize the medium. e+ can 

also annihilate and produce a I· When one of these particles, with energy in 

the GeV range, hit the calorimeter an electromagnetic shower developed. Since 

the first section of the calorimeter was about 30 radiation lengths long, all the 

electromagnetic showers were fully contained in it. 

•Hadrons. 

When a high energy hadron penetrates matter, interacts, produces a shower. 
" 
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Hadrons, ;'s, e+ and e- are produced in the process. All the charged particles 

produced lose energy by ionization of the medium crossed. 

The first step of the calibration of the calorimeter was the determination of 

the energy deposited by ionizing particles in the calorimeter modules knowing the 

ADC counts of the corresponding PMTs. In order to achieve that, muons coming 

to the experimen.tal hall parallel to the beam direction were used. Muons are 

minimum ionizin1~ particles and the average energy deposited in the scintillator 

depends only on the thickness crossed. Since the direction of the muons was 

selected along z by means of some scintillator counters in coincidence used as 

trigger, the average amount of energy they deposited was known. To this energy 

it corresponded t.b.e average ADC counts (= (ADCµ)) of histograms of the type 

of the one of figure A.2. For the data collected during the data talcing runs the 

energy(= E) deposited in the calorimeter modules by the particles corresponding 

to N ADC ADC counts of the phototube was given by : 

E = NADC x High x jdE)8x 
(ADCµ) Low \dz 

where 8x is the thickness of the scintillator. 1:%; is the ratio between the gain 

of the photot.ube when its yoltage was set to the level for muon detection (higher 

gain) and the gS.:in for the detection of particles during the data talcing. The 

energy deposited in a calorimeter module by the particles was calculated ta.Icing 

the average of th«~ corresponding west and east PMTs : 

1 
Emodule = 2(Eweat + Eeaat) 

= ~ [ IYADC weat (High) + N ADC eaat (High) ] / dE)Sx 
2 (ADCµ)weat Low we.It (ADCµ)eaat Low ea.It \ dx · 
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The second step of the calibration was the calculation of the energy of the 

primary particles that showered in the calorimeters. Two methods were used 

for the electromagnetic and hadronic showers. For the first case a montecarlo 

simulation has been used, a direct test beam measure was used for the second 

case. 

A.2 Calibration of the electromagnetic shower 

Only the electromagnetic section of the calorimeters needed to be considered 

since the shower was completely contained in it. The simulation program[23] was 

organized as follows : ;'s of various energies (E.,. = 10, 25, 50, 100 GeV) were 

generated with momentum along the i direction. They showered in the 14 slabs 

of 1/4" scintillator and 13 slabs of 1/2" lead forming the EM section of the 

calorimeter. The ;s were allowed to interact with the following mechanisms : 

(a) e+e- pair production 

(b) photoelectric effect 

( c) Compton effect 

(d) photofission of nuclei. 

The electron and positrons produced were allowed to interact with the following 

mechanisms : 

( e) bremsstralhung I production 

(f) Coulomb multiple scattering 

(g) b ray production 

{h) energy loss by ionization of the medium 

{i) annihilation of the e+ with an e- of the medium and production of a;. 

• 

.. 
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In an electromaglletic shower the energy the phototubes can detect is only pro­

duced by the mechanism (h) in the scintillator pieces. Figure A.3 shows E7aeen (= 

the average detec1:ed ionization loss energy in the scintillator of the EM calorime-

ter) for the values of E7 previously mentioned. The gaussian shape of the distri­

bution is expected since the shower was completely absorbed in the EM section 

of the calorimeters. In TABLE A.l E7aeen, O'E (= the r.m.s. of the detected 

ionization loss en1!rgy in the scintillator), the error on E71een and E"'E .... are tab­., 
ulated. E"'E .. " is essentially constant independent of E7 as expected from the ., 
linearity of the calorimeter. The value of E"'E""" assumed in this analysis is the ., 
mean of the {our values of TABLE A.l 

d = ( E~:en) = 0.0258 ± 0.0001 

For each energy, the resolution u of the electromagnetic . calorimeter was given 

by 

O'E E7 
O' = ......,(,.....E-7-1e_e_n_/_E_7_) - E7aeen O'E· 

Therefore 

In TABLE A.l 

O' re;- O' 

&y yE7 = y'E7 

is tabulated at 10, 25, 50 and 100 GeV . Its value is essentially constant around 

453. 

In figure A.4 the radius of the shower is plotted, for the same E7 's. I~ is 

"'0.6 cm, independent of E7 and in 1. cm of radius 833 of the shower energy is 
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contained on average. The values of< r > are shown in TABLE A.2 for various 

The initial en.ergy E-y of a "Y which deposited an amount e of energy in the 

electromagnetic calorimeter is given by 

e E 
E-y = d = 0.0258 

A.3 Calibratfon for hadronic showersf43] 

(A.2) 

A test beam 1:alibration was used for the hadronic showers. The gain of the 

calorimeter PMTs was set at High Gain all throughout the calibration. A proton 

beam of energy 48.8 GeV ±2.73 was used. A small dipole magnet[SO] was used to 

bend the beam in the vertical direction and illuminate the two calorimeters. The 

ADC value of each PMT was scaled by its corresponding (ADCµ), so that the 

energy in minimum ionizing particle units was calculated for each phototube. A 

way to express the energy of the incident particle is to use a set of four constants, 

Ci, i = 1, ... , 4 one for each calorimeter section, and write the equation : 

where 

4 

Ebeam = L CiPi 
i=l 

2 16 
pi . LL NADC ij 

(ADCµ)·· 
i=l k=l $] 

(A.3) 

namely Pi is the sum of the ADC counts of all the PMTs scaled by their muon 

average. j is the west/east side index, le is the module index and i is the index of 

the calorimeter st:ctions. N ADC ij are the ADC counts of the PMT signals, and 



204 

A B 
" 

0.04 0.1 

0.0:5!5 

O.OJ 
0.08 

0.025 0.06 
0.02 

0.01 :5 0 .04 

0.01 
0.02 

w 0.005 
~ 

4 0 
u 0 2 4 6 6 10 2 4 6 8 10 
V\ CM CM 

c 
~ OF' IONZAllON ENERGY lQSS. 

0 
RAO«JS OF' IONIZATION ENERGY lOSS. 

> 
ci:: 

0.2 0.4 
4 
ci:: 

0.17!5 0.J~ 

.... 0.15 0.3 
cQ 

ci:: 

~ 
0.125 0.2~ 

0.1 0.2 

0.075 0. 1~ 

0.05 0 .1 ' 
0.02:5 0.05 

2 4 
CM 

6 8 10 
0 

0 2 4CM6 8 10 

R.OJS ~ IONZA TION EMtRCY lOSS. RAo.JS Of' IOHIZAllON ENERGY lOSS. 

a) energy of primary ; = 10 GeV 

b) energy of prim.ary ; = 25 GeV 

c) energy of primary ; = 50 GeV 

d) energy of primary ; == 100 Ge V 

Radius of the simulated shower produced by ; of 10, 25, 50 and 100 Ge V in 

the EM calorimeter section 

Figure A.4 



205 

TABLE A.I 

E-, = energy E-,,un =< E > O"E = Error on< E > E,E .• " " ., "Ji; 
of incident deposited in r.m.s. deposited in 

7 (GeV) scintillator of E deposited scintillator 
(GeV) (GeV) (GeV) 

10 0.258 0.03656 0.00149 0.0258 0.45 

25 0.645 0.06168 0.003084 0.0258 0.48 

50 1.290 0.08055 0.005696 0.0258 0.44 

100 2.607 0.1121 0.01121 0.02607 0.43 

Value of d = ( E'i;n) == 0.0258 ± 0.0001 

TABLE A.2 

E.y (GeV) < r > of the shower Energy of the shower 
(cm) in scintillator contained 

in 1 cm radius/total energy 
of the shower in scintillator 

10 0.598 83% 
25 0.597 83% 
50 0.590 843 
100 0.598 83% 
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< ADCµ >ii are the corresponding average muon ADC counts. The Ci can be 

considered constants relating on average the number of m.i.p.'s deposited in the 

ith calorimeter section to the energy lost by the hadronic shower in the section. 

Since Ebeam is known, the Ci can be obtained minimizing 

where l runs over the number of events selected for the calibration. u is the error 

<T = V <T~eam + <T~alOf'imetef' (A.4) 

where <Tbeam is the r.m.s. of the energy of the test beam, <TcalOf'imetef' is the 

resolution of the calorimeter energy. 

The minimization of the x2 with respect to the Ci gave the result listed in 

TABLE A.3[431. The errors on the Ci's are purely statistical. The systematic 

errors were estimated from the difference between calibration constants for two 

different test beam runs. They were 53, 23, 93 and 193 for the four constants 

respectively. In figure A.5[431 the total energy of the calorimeter calculated using 

(A.3) is shown. 



TABLE A.al43l 

Test beam run number 

number initial events 

#events after hodoscope m.i.p.'s cut 

# events after calorimeter m.i.p.'s cut 

# events after EM section m.i.p.'s cut 

# events after y position cut 

# events after y position difference cut 

C1 (EM section of the calorimeter) 

C2 (Hl section of the calorimeter) 

C3 ( H2 section of the calorimeter) 

C4 (H3 section of the calorimeter) 

114 

9924 

7641 

7371 

6649 

5726 

5184 

0.446 ± 0.002 

0.930 ± 0.004 

0.855 ± 0.009 

0.92 ± 0.03 
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APPENDIX B 

This appendix is devoted to the proof of formula (5.2). Let us recall the 

definition of the auxiliary frame, still in the laboratory frame, used in (5.2) : 

1) z lies along the direction of the leading hadron. 

2) x lies in the plane formed by the leading hadron direction and P total of the 

di-hadron system, in the direction opposite to P total with respect to z . 
3) They direction is according to the right hand rule (see figure 5.15). 

Let </>1
, fJ' be the azimuthal and polar angles of a soft particle in the auxiliary 

frame. Let P soft> P1e be the momenta of the soft and leading particles in the 

laboratory frame .. Let us consider a frame still with respect to the laboratory, 

having z along Ptotal and let us call it 'Ptotal frame' . Let P ..lsoft1 P ..lle1 P ll soft 1 

Piile be the transverse and longitudinal (along z ) components of the soft and 

leading particles in that frame. A suitable Lorentz boost along z of the P total 

frame enables to calculate the particle momenta in the C.o.M. of the di-hadron 

system. Let P~oft and P~e the momenta respectively of the soft and leading 

particles in the di-hadron C.o.M. frame just mentioned. Let us finally assume. 

that the mass of the soft and leading particles are negligible with respect to their 
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momenta so that IEI = IP!. One can now write: 

Now 

" _ p~oft · p~e 
cos 010/t = P' . P' 

10/t le 

p~oft · p~e =Pil10/t ' Pille + p~10/t ' p~le = 

=Pfl10/t 'Pf Ile+ p J...10/t ' p J...le 
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the last passage being possible thanks to the invariance of the transverse com-

ponent of P with respect to the Lorentz boost . Therefore 

0 
1(Pll10/t - {3P 10/th(Pllle - f3P1e) + P J...10/t • P J...Ze 

cos ioft = (P {3 ) ( {3 ) I 10/t - Pll10/t I Pie - P iile 

where {3c is the speed of the di-hadron system in the Ptotal frame (and obviously 

also in the laboratory frame) and / = h. Hence 
1-/32 

0 
(Pi11oft - f3P 10/t)(P11ze - f3P1e) + (1 - f3 2)P J...10/t • P J...Ze 

cos ioft = (P {3 )( {3P ) 
10/t - pi110/t Pte - Ille 

Now, since P J...ioft · P J...Ze = P ioft • Pze - P llioftpllle one obtains 

cos 010/t = 
_ (1 - f3 2)P 10/t · Pze + f3 2P 1110/tpllle - f3(P 11 10/tple + P111eP 10/t) + f3 2P1e P 10/t 

- (P 10/t - f3P 11 1oft)(Pze - f3P11ze) 
(B.1) 

We now want to write cos 0 ioft in terms of </>
1 and 81 angles of P io/t in the 

awcilia.ry frame. Let a be the angle between P le and P total ( 0 ~ a ~ 71'") . 

Then Piile = P1e cos a. Also, recalling the definition of the awcilia.ry frame, in 

that frame P total has the following form : 

P total = [-sin a, O, cos a ]P total 

Since 

P ioft = [sin 81 cos </>
1

, sin 81 sin </>
1

, cos 81]P io/t 
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by definition, one finally obtains : 

P 10 ft · P total ( . . 8, , O' ) p 
P llioft = P = sm a sm cos</> +cos cos a · ioft 

total 

Inserting Pille and P ll io/t into (B.1) 

0 
( 1 - {32 ) cos O' + {32 cos a( - sin a sin 01 cos <P' + cos O' cos a) 

cos ioft = [1 - /3( - sin a sin 81 cos</>'+ cos O' cos a )](1 - /3 cos a) + 

-/3( - sin a sin 01 cos</>' +cos 01 cos a+ cos a) + {32 

+ [1 - /3( - sin a sin 01 cos <P' + cos()' cos a ))(1 - f3 cos a) 

Now the goal is to determine the relation between 81 and </>' when one requires 

a< cos81oft < 1 (a=0.95 in the analysis of chapter 3). It follows 

( 1 - (3 2 ) cos 01 + (32 cos a( - sin a sin 81 cos <P' + cos 81 cos a) 
a < [1 - /3( - sin a sin 01 cos</>' + cos 01 cos a ))(1 - (3 cos a) + 

(3( sin a sin 81 cos <P' - cos ()1 cos a - cos a) + (32 

+ [1 - (3( - sin a sin 8' cos</>' +cos 81 cos a )](1 - f3 cos a) 

The denominator of the fraction is certainly bigger than 0. Consequently 

a(l - (3( - sin a sin 01 cos¢' +cos 81 cos a ))(1 - f3 cos a) < (1 - (32 ) cos 01 + 

+ (32 cos a( - sin a sin 81 cos </>
1 + cos 81 cos a)+ 

+ (3( sin a sin 81 cos¢' - cos 81 cos a - cos a) + (3 2 

Hence 

sin 81 cos </>
1[af3 sina(l - f3 cos a) + (3 2 cos a sin a - f3 sin a ]+ 

+cos 81[-(3 cos a(l - f3 cos a) + (3 2 - 1 - (32 cos2 a+ f3 cos a ]+ 

+ a( 1 - f3 cos a) + f3 cos a - (3 2 < 0 

Making the substitution : 
1- tan2 8' 

cos 81 = "'2"" 
1 + tan2 ~ 

and 
8' . 

8
, 2 tan "'2"" 

sin = ----='"-
1 + tan2 ~ 
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one obtains 

()' 
tan2 -[a+ 1 - {32(acos2 a - cos2 a+ 2)]+ 

2 
8' + 2 cos ¢1 tan -(1 - a){3({3 cos a - 1) cos a+ (a - 1)(1 - {3 cos a)2 < 0. 
2 

Let 

Then (B.2) becomes 

A= a+ 1 - {32(acos2 a - cos2 a+ 2) 

B = 2(1 - a){3({3 cos a - 1) cos a 

C = (a - 1) ( 1 - {3 cos a) 2 

8' 8' 
A tan2 - + B cos </>

1 tan - + C < 0 
2 2 
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(B.2) 

(B.3) 

It easy to check that A > 0, B ~ O, C ~ 0. The equation (B.3) is a second 

degree inequality in tan~· To solve it one has first to solve the equation 

A 2 (J' B "'' fJ' C . fJ' B cos </>
1 ± y'B2 cos2 ¢/ - 4AC 

tan 2" + cos -y tan 2" + = 0 => tan 2 = --- --'---
2
-A-----

( B.4) 

The condition imposed earlier, cos 0 80jt ~ 1, implies tan~ ~ 0 as well. There­

fore, from (B.4) one derives 

81 B cos ¢1 ± y' B2 cos2 ¢1 - 4AC 
0 <tan - < -----------

- 2 2A 

namely the formula (5.2). 

, -




