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Abstract 

Neutrino-Nucleon (v-N) interactions with two opposite sign 
muons (µ.- µ.+) in the final state have been studied using the 
CCFR Detector and the Fermilab Quad Triplet Beam (FNAL­
E744). In a sample of 670,000 v-N and 124,000 il-N charged­
current interactions, a total of 1522 v-induced and 275 ii-induced 
µ.-µ.+ events have been observed, with 30 GeV < E11 < 600 
Ge V and P ~ > 9 Ge V / c for both muons. The opposite sign 
dimuon data are consistent with the slow rescaling hypothesis 
of charm production in v-N scattering, and within this formalism 
yield, a value of the charm quark mass parameter me= 1.31~g::: 
Ge V / c2 • Using the opposite sign dimuon data after background 
subtraction we measured the strange quark content of the nu­
cleon T/• = 0.057~g:::A: and the Kobayashi-Maskawa (KM) matrix 
element IVml = 0.220~g:g~:. The nucleon momentum fraction 
carried by the strange quarks relative to non-strange quarks 
in the quark sea is K. = 0.44~g:M which is approximately half 
that expected for an SU(3) flavor symmetric quark sea, and the 
strange quark momentum distribution is consistent with that of 
u and d. 
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Chapter 1 

Introduction 

1.1 Overview 

This thesis describes a study of opposite sign dimuon events (µ+µ-) observed in 

deep inelastic neutrino and anti-neutrino-nucleon scattering. These events originate 

mainly from the production of charm quarks in the final state of the reaction: 

II+ N ---+ µ- + c+ X 

c ---+ µ+ + 11+ x 
(1.1) 

v+N ---+ µ+ +c+X 

c ---+ µ- +v+ x 

In this introductory chapter we give a brief description of the Standard Model and 

the history of the charm quarks in the framework of this model. Then we discuss the 

kinematics of 11-nucleon deep inelastic scattering and derive the cross-sections for 

charged-current neutrino-nucleon interactions. Next we present the slow rescaling 

mechanism for charm production and we derive the cross-sections for dimuon events. 

At the end of this chapter we summarize the contents of this thesis. 



2 1. Introduction 

1.2 High-Energy Physics 

Our present understanding of nature attributes all phenomena to the four fundamen­

tal interactions (forces): Gravitational, electromagnetic, weak, and strong interactions 

(see Table 1.1). It has been the mission of physics research to study, understand, and 

finally unify these four interactions. A major part of this effort is carried out by 

the discipline of High-Energy Physics (HEP) which concentrates on the study of the 

strong, weak, and electromagnetic interactions. 

Over the past twenty years a revolution has taken place in the field of HEP. In 

the field of theoretical HEP a beautiful theory unifying weak and electromagnetic 

phenomena, the Glashow-Weinberg-Salam model[l], has emerged, and been found 

to be in remarkable agreement with experimental results, among which the most 

impressive were the discoveries of charm quarks, neutral-currents, and the gauge 

bosons w±, Z0 [2]. This model is a local quantum gauge theory based on the SU(2)L x 

U(l)y gauge group and describes the interactions between two types of spin-1/2 

particles (fermions): the quarks and the leptons. Originally these particles were 

classified into two families as: (u - d), (c - s), and (ve - t:!), (vi.a - µ)as shown in 

Table 1.2. The interactions between them are mediated by four spin-1 particles, "Y, 

w+, w-, and zo, called gauge bosons. The photon "Y mediates the electromagnetic 

force, is massless, neutral, and couples with particles that carry electric charge. The 

weak interaction is mediated by the massive w± and zo bosons, which couple to 

particles that carry the so-called "weak charge". The w± carry ± one unit of electric 
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charge while the zo is neutral. 

Concurrently a quantum gauge theory, Quantum Chromodynamics (QCD)[l], was 

developed in order to describe the strong interactions between quarks. QCD is based 

on tlte SU(3)e gauge group and describes interactions between particles that carry 

a quantum number called color. Only the quarks carry color and therefore interact 

strongly. According to QCD the strong interaction is mediated by eight spin-1 mass­

less particles, the gluons, which also carry color. Subsequently the Weinberg-Salam 

model was extended to include QCD in an almost unified picture. The new theory 

is described by the gauge group SU(3)e x SU(2)L x U(l)y and is commonly called 

"The Standard Model". 

In the field of the experimental HEP there have been noteworthy discoveries: The 

J /.,P particle[6], the T-particle[2], and the r-lepton[2]. The interpretation of the J /.,P 

and T particles as bound quark-anti-quark states of the new quarks the charm (c), 

and the bottom (b), (Jf,P = cc, T = bb) represents a beautiful interplay between 

theoretical and experimental ideas. Because of these discoveries the Weinberg-Salam 

model was then extended to incorporate-three families of quarks and leptons: (u - d), 

( c - a), ( t - b ); ( e - Ve), (µ - v,..), ( T - v.,. ), leading to the prediction of the 

existence of yet another quark, the t (top-quark) and another lepton, the r-neutrino. 

Experimental observations and theoretical prejudice bring forth the belief that these 

particles do exist although neither of them have been observed yet. The need for 

the introduction of two new quarks c (charm), b (bottom) was finally verified by tlte 



4 1. Introduction 

discovery of several new particles carrying non-zero charm and beauty quantum num­

bers. In 1983 the U Al and U A2 experiments at CERN [3] discovered the mediators 

of the weak force the w± and zo particles with measured masses very close to the 

ones predicted by the Standard Model using the value for sin29w1 measured in v-N 

deep inelastic scattering. Another particle in the Standard Model, the Higgs boson, 

which generates masses for w± and zo, has not been observed yet. Nevertheless, the 

Standard Model has been successful in describing all observed phenomena in HEP. 

The main experimental tools in HEP are: 

• The Particle Accelerators: These are large machines that provide high-energy 

particle beams and direct them to collide against fixed targets or against other 

high-energy particle beams. Wlien a beam of such particles collide with the 

target pB.l'ticles it gives rise to high-energy reactions where hundreds of new 

particle may be created. Physicists then study the results from these reactions 

and try to understand the basic laws of nature. Some of the most powerful 

accelerators in the world are: the FNAL-TEVATRON where protons collide 

with anti-protons at a center of mass energy of Er;m = 1.8 TeV, the CERN­

LEP and SLAC-SLC where electrons collide with positrons at Er;m '.:::: 90 GeV, 

and the DESY-HERA where electrons will collide with protons at Ecm = 314 

GeV. 

1ain28w is one ofthe most fundamental free parameters in the Standard Model which determines 

the mixing between the gauge field c;omponents of the w± and zo fields. 
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• The Particle Detectors used to detect the fragments from these collisions, record 

them, and make them available for physics analysis. 

High-energy particle beams are used for two reasons: 

• The higher the beam momentum (energy), the smaller the distance scale probed. 

This is a concept originating from two fundamental principles of Quantum Me­

chanics, the Hiesenberg's Uncertainty Principle and the particle-wave duality. 

According to these principles a particle can be treated as a wave with wave­

lenght ..\ ~ h/p where h=4.lx10-21 MeV sec., and pis the momentum of the 

particle. The particle wavelength ..\ sets the distance scale. 

• Many of the fundamental constituents have large masses and require high en­

ergies for their creation and study. 

1.3 Charm Quarks andµ+µ- events in vµ-Nucleon deep in­

elastic scattering 

In this section we shall attempt to give a brief history of the charm quarks in the 

Standard Model. 

The existence of charm qr ks was first proposed by Glashow, Iliopoulos and Ma­

iani (1970)[4] in order to explain the supression of flavor-changing neutral currents. 

Four years later, in 1974, the first evidence of the existence of "open" charm quarks 

came when two events with two opposite sign muons in the final state were observed 
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in neutrino-nucleon deep inelastic scattering[S]. The origin·of those events was not 

understood until the discovery of the J /1/1(3100) particle[&] in 1974 and the interpre­

tation of it as a charm-anticharm ( ce) state. After the existence of charm quarks 

was established, the neutrino-induced opposite sign dimuon events were attributed 

to charm production in neutrino-nucleon scattering. In this picture, opposite sign 

dimuon events(µ.-µ.+) are v,.-nucleon deep inelastic scattering events where a charm 

quark is produced in the final state by the reaction: 

(1.2) 

The first muon (leading muon) comes from the purely leptonic vertex and the second 

muon (non-leading muon) is produced from the cha.rm quark semileptonic decay. 

c ---+ µ.+ + v,. + x (1.3) 

An illustration of a charged-current interaction is given in Figure 1.1, and the Feyn­

man diagram for an opposite sign dimuon event is shown in Figure 1.2. Additional 

confirmation of the semileptonic decay of charmed particles as the source of opposite 

sign dimuon events came from the observation ofµ.-, e+ pairs in neutrino interactions 

in bubble chamber experiments [7] and neutrino emulsion experiments[45]. These 

experiments have actually observed the production of the charmed particles in the 

final state of the dilepton reaction and its subsequent semileptonic decay. 

From the discussion above it is evident that µ.-µ.+ production in 11-N scattering 

probes the light to heavy quark transition and therefore constitutes an important test 
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of the Standard Model. Here we study the rates and the kinematic distributions of 

the observed opposite sign dimuon events, and measure the strange quark sea in the 

nucleon, the details of the light to heavy quark transition including the Kobayashi -

Maskawa[9] matrix element Vc:cl, and the threshold behavior of the transition. 

1.4 Kinematics of Deep Inelastic vµ-Nucleus Scattering 

Since the three neutrinos ( 1111 , 11µ, llr) carry no charge or color they can interact 

only via tbe weak interaction. 2 Leptonic weak interactions are very well studied 

and understood in the framework of the Standard Model, therefore neutrinos make 

excellent tools to probe the nucleon. The problem is that the neutrino-Nucleon cross­

section is very small (u/ E..,"' 10-3s cm2 /GeV, ten orders of magnitude smaller that 

the proton-Nucleon cross-section at 100 Gev). The smallness of the 11-N cross-section 

is usually compensated for with massive detectors when large statistical samples are 

necessary. 

Over the past two decades IIµ and iiµ beams have been extensively used for preci­

sion studies of the nucleon structure [17, 19, 20], via the reaction (see Figure 1.1) 

(1.4) 

Muon neutrinos are produced copiously from the decay of 7r and K mesons, created in 

proton-proton collisions. It is therefore relatively easy to construct a high-intensity 

2 At the scale of distance that the HEP experiments probe the matter, the gravitational interac-

tions can be ignored. 
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11,,.-il,,. beam which is crucial for high-statistics studies along with massive detectors. 

These neutrino detectors, usually made of some high-Z material {e.g. Fe), are almost 

transparent to the high energy muons produced via Equation 1.4. Therefore the 

muons in the final state can easily be detected and positively identify those events 

originating from 11-Nucleon charged-current interactions. By studying the kinematic 

quantities of these muons as well as the hadronic shower energy, E1aad, precise tests 

and measurements of the nuclear structure can be made. 

We shall describe here the most useful kinematic quantities used in 11-Nucleon 

deep inelastic scattering. The Feynman diagram in Figure 1.1 describes the typical 

charged-current interaction where the weak force is mediated by thew± bosons. The 

apparatus of this experiment measures directly the muon momentum, P,,., the muon 

angles, tJ,,., and t/>,,., the hadronic energy, Ehad, deposited in the calorimeter, and the 

angles of the incident neutrino, IJ.,, and t/J.,. From these quantities the four-momenta 

of the incident neutrino {k), the outgoing muon (k'), the target nucleon (p), and the 

fmal state hadron system (p') can be calculated. 

k - ( E.,, o, o, E.,) 

k' - (E,,., p,,. sin tJ,,. cost/>,,., p,,. sin tJ,,. sin t/>,,., p,,. cos tJ,,.) 
(1.5) 

p - (M,O,O,O) 

p' - p+q = p+(k-k'} 

where E., = Ehad + E,,. is the energy of the incident neutrino in the Laboratory. Using 

these 4-vectors one derives all the kinematic quantities of the neutrino-Nucleon deep 

inelastic scattering process: 
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Center of mass energy squared 

a = (p + k )2 = M 2 + 2M E., (1.6) 

Energy transfer to the hadronic system in the lab frame 

II = p. q/ M = E., - Eµ (1. 7) 

Invariant four-momentum of w+ squared 

Q2 = -q2 = -(k - k')2 = m! + 2E.,(Eµ - Pµ cos 6µ) (1.8) 

Invariant mass of hadron shower squared 

w2 = p'2 = (p + q)2 = M2 + 2M11 - Q2 (1.9) 

The Bjorken scaling variable :z: (or :z:81 ) 

:z: = -q2 /2p . q = Q2 /2M II (1.10) 

Fraction of energy lost by neutrino in the lab (inelasticity) 

y = p . q Ip . k = II IE., (1.11) 

In tlie standard quark-parton model the last two variables have simple physical in-

terpretations. The variable :z: represents the fraction of the total momentum of the 

nucleon carried by the struck quark, and the variable y = (E., - Eµ)/ E., is related 

to the scattering angle in the center of mass frame (C.M). In terms of the C.M. 

quantities, 

"'tCM ( E; + /3cMP; cos e·) 
y = 

1 
- "'tcM(Ei + f3cMP:) 

1 
~ 1 - 2 ( 1 + cos e·) 

(1.12) 

(1.13) 
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where 7CJI and fJc11 are the Lorentz boost factors relating the C.M. frame to the lab 

frame and (*) indicates quantities in the C.M. frame. In this expression, the muon 

mass is ignored. Figures 1.3 and 1.4 illustrate these two results. 

1.5 Charged-current Cross Sections and Composition of 

the Nucleon 

1.5.1 Cross-Section Formalism 

In this section we derive the cross-section for v,.-Nucleon charged-current interactions 

I.e. 

v,.+N-+µ-+X 
(1.14) 

v,.+N-+ µ,+ +x 

This process is both experimentally and theoretically well understood. In the frame-

work of the Standard Model it originates from the following term of the Weak Inter-

action Lagrangian: 

£cc = _J!_(J+w<+>,. + J-w<->,.) 
v'2 "' "' 

(1.15) 

where W(±)µ are the gauge boson fields, J,. is the sum of the quark and lepton cur-

rents, and the coupling constant g is given in terms of the Fermi coupling constant 

GF=l.6637x 10-6 (hc/27r)3 and the mass of the W-particle Mw = 80.40 ± 0.84 as: 

GF _ _i_ 
y'2 - BM~ 

(1.16) 
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The lepton current is given by: 

(1.17) 

where v., v,,, v'T, e, µ, and rare the lepton spinor fields. The quark current is usually 

expressed in terms of the quark spinors 

d 

8 (1.18) 

b 

where u, d, c, s, t,and bare the quark spinor fields and U is the Cabbibo-Kobayashi-

Maskawa ( CKM)[9] matrix that defines the couplings between the various mass eigen-

states: 

(1.19) 

In simple terms the square of a CKM matrix element IVAsl 2 defines the probability 

for an A quark to give rise to a B quark when it interacts with a W boson. 

Using this Lagrangian and the current-current interaction formalism we derive the 

matrix element for the neutrino-Nucleon charged-current interaction (see Figure 1.1) 

as: 

M = ~ l + Q~/M?v u,,(k',s'ha(l --ys)uu(k,s) < XIJcclN;p,s > (1.20) 

lepton hadron 

where (le, s) and (le', s') are the four-momenta and helicities of the incident neutrino 

and scattered muon respectively and (p, s) is four-momentum and helicity of the tar-
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get nucleon of mass M. Then the inclusive, spin-averaged, cross section proportional 

to IMl 2 takes the form 

( 1.21) 

Here, E.,.. (E") is the energy of the incident neutrino (final state muon) in the lab 

frame and 0 is the solid angle the scattered muon lies in. The lepton and hadron 

vertex contributions into this cross-section are expressed in terms of the tensors LafJ 

and WafJ respectively. The Q2-dependent factor represents the W-propagator effect. 

Since < Q2 >- 10~ for µ.+ µ.- data it can safely be neglected. The leptonic tensor 

La!J, is given by (incident neutrinos) 

LafJ = E uµ(k',s'ha(l -')'s)u.,..(k,s)u.,..(k,sh"(l - 'l's)uµ(k',s') (1.22) 

(1.23) 

For an incident anti-neutrino, the last term reverses sign. The hadronic tensor is 

formally given by 

1 
wafJ = 2 EE< N;p,slJ!!IX;p',s' >< X;p',s'IJ!:IN;p,s > (21r)354(q + p- p') 

• x . 

(1.24) 

where all final states IX; p', a' > are summed over. The most general Lorentz invariant 

structure for W is: 

(1.25) 
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where the W; are real, Lorentz scalar functions depending only invariants constructed 

from q and p, e.g. Q2 = -q2 and p · q. In the limit of negligible lepton masses, 

(1.26) 

so that terms proportional to 'I° or q8 in watJ can be ignored: these are the coefficients 

of W4 , W5 and W8 • After contracting the lepton and hadron tensors, Equation 1.21 

becomes (neglecting Q2 
/ Mdr): 

d2ua-(ii)N - G} E2 [ 2 (J• w:11(ii)N + 2 . 2 (J• ws-<ii)N ± E., + E,, . 2 (J• w:11(ii)Nl 
dndE - 2 11 cos 2 sm 1 M sin 3 

.u " 21" 2 2 2 

(1.27) 

where lepton masses have been ignored. Neutrino and anti-neutrino scattering corre-

sponds to the positive and negative sign for the W3 term respectively. In general, the 

structure functions W,( q2 , p· q) depend on the target and may depend on the neutrino 

helicity as well. It is convenient to express the differential cross-section in terms of the 

variables z and Q2 which are more appropriate for QCD studies. Equation 1.27 can 

be written, in terms of :z: = Q2/2Mv and Q2 , through the Jacobian transformation 

as: 

d2u 18(E,,,O)I d2u 
dzdQ2 - 8(z, Q2) dE11dO. 

(1.28) 

where 

l
n(E,,,n)I = 7r(E.,-E,,). 
8(z,Q2) E.,E,,z 

(1.29) 

The relationship between y and the scattering angle in the neutrino-nucleon center 

of momentum, derived in the previous section, can then be used to eliminate the 
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outgoing muon angle fJ. We can write the differential cross-section in terms of~ and 

q2 as: 

d2ull{v) = G~ [(1 - y - Mzy )vW11(v) + y2zMW;'(v) ± y (1 -·- ~) zvW;(v>] (1.30) 
dzdQ2 21rx 2E 2 2 

For dimuon studies it is more convenient to express this differential cross-section 

in terms of z and y using the jacobian 

(1.31) 

The differential cross-section then takes the form 

where the structure functions 2zF1 , F2 , and zF3 are defined as follows: 

(1.33) 

(1.34) 

(1.35) 

In the quark-parton model formalism an important quantity can be defined in terms 

of these structure functions. This quantity is the ratio of absorption cross-sections 

for longitudinal to transverse bosons R = uL/uT and is given by: 

R=- 1+- -1=-- 1+- -1 W2 
( v

2 

) F2 
( Q

2
) 

W1 Q2 2zF1 v2 
( 1.36) 

1.5.2 Quark Parton Model Formalism 

Early data on W 1 and W 2 structure functions from deep inelastic electron scatter-

ing experiments showed two outstanding features. The structure functions do not 
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decrease as Q2 increases, and they depend on the variables Q2, 11 largely in the com-

bination 

1 2M11 
w=;=--cp- (1.37) 

But these are exactly what we expect to be the properties of the structure functions 

for scattering off a point particle ( eµ -+ eµ ): 

weµ - --9:.._5( 1 - --9:.._) 
lel - 4m2 11 2m II µ µ 

(1.38) 

and 

11w;:, = 5(1 - 2Q
2 

) 
fflµll 

(1.39) 

with a dependance only on 11 / Q2 • Only if the nucleon were composed of point-like 

spin ! constituents (partons) and if the structure functions for deep inelastic reactions 

were viewed as built up from an incoherent sum of scatterings of the virtual photon 

on these constituents, shall we find a dependence only upon the variable Q2 /11 as 

desired 3 • 

These considerations lead to the development of the Quark Parton Model. Accord-

ing to the early Quark Parton Model nucleons are made of spin-half partons( quarks) 

bound together by the strong interaction. Later on it wa.s discovered that this is not 

entirely true since about half of the nucleon is composed of gluons and the rest of 

quarks. In this model, the nucleon is a composite of three valence u or d quarks plus 

31'his phenomenon is called •caling because the nucleon structure functions depend only on z = 

(1/w) = Q2 /2Mv, i.e. they scale with z. This is not entirely correct since it is now experimentally 

established that the structure functions do have a small Q 2 dependence (scaling violations). 
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quark-antiquark pairs (usually called sea) and gluons. 

proton uud + qq + gluons 
(1.40) 

neutron - ddu + qq + gluons 

Sea quarb in the nucleon are produced when a gluon radiates a quark-antiquark 

pair, similar to e+e- pair production by a photon. The quarb in the nucleon can 

also produce gluons under a similar mechanism to the electron Bremsstrahlung. 

Within the Quark Parton Model one defines the quark and antiquark probability 

densities for a neutrino scattering off' a proton target in terms of the individual quark 

~ensities dP(z),l'(z),uP(z), W(z) ... as follows: 

q"l'{z) = d"(z) + a"(z) 

q"l'{z) U"(z) + C"(z) 

r(z) uP(z) + d'(z) 

r(z) - l'(z) + at'(z) 

where the 11 (ii) superscripts denote the quark or antiquark content seen by a neutrino 

(anti-neutrino) probe. By appealing to symmetry arguments, parton densities for 

neutron and nucleon targets can be constructed from these densities in a proton. 

Strong iaoapin invariance suggests the following flavor symmetries between the proton 

and neutron densities of the valence flavors ( u and d): 

cl(z) = dl'(z) = u"(z) 

d{z) = l'(z) = U-(z) 

u(z) = uP(z) = d"(z) 

u(z) = uP(z) = d"(z). 

(1.41) 

(1.42) 
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It is reasonable to assume that the non-valence flavors satisfy: 

(1.43) 

i(z) = 7(z) = i"(z) c(z) = C"(z) = C"(z) (1.44) 

s(z) = s(z) c(z) = c(z) (1.45) 

Thus~ the neutron's partoii. densities take the form 

q""(z) u(z) + s(z) 

q""(z) d(z) + c(z) 

qiln(z) - d{z) + c{z) 

qi'"(z) - u{z) + s{z) 

Finally, the isoscalar parton densities, !{proton + neutron), become: 

q"'N 
1 2 {u(z) + d{z) + 2s{z)) {1.46) 

qvN 1 
{1.47) = 2" ( u( z) + d( z) + 2c( z)) 

-rN - ~ ( u( :c) + d( :c) + 2c( :c)) {1.48) 

-N q i ( u( z) + d( z) + 2s( z)) (1.49) 

In the standard quark-parton model when scaling violation effects are included 

the relationship between these quark probability densities and the structure functions 
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is given by: 

2 [zq{z,Q2) + zq{z, Q2) + 2zk{z, Q2)] or 

2 ( 
1 
:;z2] {zq{z,Q2) + zq{z,Q2)) 

1+ Q2 {1.50) 

2zF1{z,Q2) 2[zq{z,Q2) + zq{z,Q2)] 

where zk{z, Q2) is the momentum distribution of the spin-0 constituents of the nu-

cleon and R = <TL/ <TR· (Hereafter in this document all the structure functions are 

assumed to have a small Q2 dependance which will be dropped from the formalism 

for simplicity.) Using these quark densities we can express the charged current cross 

section of neutrinos interacting with nucleons as: 

G22ME.,z 
---[q"(z) + q"(z){l - y)2 + 2k{z){l -y)] 

1r 

G22ME.,z 
---[~(z){l -y)2 + q°{z) + 2k{z){l -y)]. 

1r 

(1.51) 

1.8 Dimuon Cross-Sections 

1.8.1 Charm production Cross Sections 

The dimuon events belong to a particular class of charge current events where a charm 

{anticharm) quark is produced in the final state of the charged-current interaction. 

According to the Standard Model the presence of a charm {anti-charm) quark in the 

final state requires that the struck quark be either a d {d) or an /1 (a) quark. In other 

words charm can be produced when either a neutrino interacts with quarb or an 
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anti-neutrino interacts with anti-quarks. This, along with the V-A structure of the 

weak interaction (see Equation 1.51), implies that there should be no y-dependence 

in the dimuon di:lferential cross-sections. These facts expressed in the language of 

the Quark Parton Model translate to 

2zFf_,, = zF;-p = 2(1Vcr1j 2d(z) + l"Vc:.j 2s(z)) 

2zFf-,, = -zF;-P = 2 (IYcc11 2d(z) + l"Vc:.j 28(z)) 
(1.52) 

Using these structure functions under the simple asl!umptions of a proton target, 

massless charm quarks, and the Callen-Gross relationship 2zF1 = F2 we derive the 

dimuon cross-section: 

(1.53) 

for neutrino charm production and 

(1.54) 

for anti-neutrino charm production. 
\ 

For an isoscalar target (equal number of protons and neutrons), we average the 

proton and neutron contributions according to Equations 1.46, 1.49, aud these differ-

ential cross-sections are modified to read: 

and 

d2 cr(iiN -+cµ+) 

dzdy 

for neutrino and anti-neutrino charm production respectively. 

{1.55) 

{1.56) 
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1.8.2 The Slow Rescaling Mechanism for Heavy Quark Production 

The charm production cross-sections derived above do not exhibit any threshold 

behaviour (tr/ E.,, is independent of energy). This would be correct if the charm quark 

were massless. However the m888 of the J /.,P meson indicates that the charm quark 

is quite heavy with an expected mass of about 1.5 GeV /c2 • We therefore need a 

mechanism to introduce thresholds into the Quark Parton Model cross-sections. 

Such a mechanism was developed by Georgi-Politzer and others[8] and is com-

monly called the slow rescaling mechanism. The basic idea of this mechanism is 

that in the presence of a threshold the structure functions do not scale with the usual 

Zf,j scaling variable but with another variable, e, defined as: 

m2 e = z + _ __E_ 
2Mv 

(1.57) 

where me is the only free parameter of the model and is referred as the charm mass 

parameter. Thus when a heavy quark is produced in the final state of a 11-nucleon 

reaction the true momentum fraction of the nucleon carried by the struck quark is 

not Zr,; but e. This can by easily proven as follows: Assume that the struck quark ( d 

ors) in the nucleon carries momentum fraction {P, where Pis the 4-momentum of 

the nucleon, and interacts with a W-particle of momentum q, in order to produce a 

charm quark of mass me in the final state (see Figure 1.5). Then from 4-momentum 

conservation we have that 

(1.58) 
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which gives us 

e2 Af2 + 2Me11 - Q2 = m! ==> 
Q2 m~ 

e ~ 2Mv + 2Mv ==> 

(1.59) 

m2 

e ~ Zbj + 2Mv 
Note that if we set me equal to zero (i.e. if the quark in the final state is massless) 

this derivation implies that e = z. 

Returning to the charm production cross-sections, we shall use the idea of the slow 

rescaling mechanism to introduce the charm threshold in the cross-section formulae 

presented before. We start with the charged current cross-section where the structure 

(1.60) 

Next we express the structure functions (for an isoscalar target) in terms of the quark 

parton densities as: 

F2(e, Q2
) = 2eF1(e, Q2

) = e [(u(e, Q2
) + d(e, Q2

)) 1Vcdl2 + 2s(e, Q2 )1Yc.l 2
] 

2eF1(e, Q2
) = eF3(e, Q2

) 

for the neutrino charm production cross-section and 

F2(e,Q2) = 2eF1(e,Q2) = e [(u-(e,Q 2
) + tz(e,Q2)) IYcdl 2 + 2s(e,Q 2 )IYc.1 2

] 

2eF1(e, Q2
) = -eF3(e, Q2

) 

(1.61) 

(1.62) 

for anti-neutrino charm production cross-section. Finally, using the fact that the Ja-

cobian of the transformation from the ( z ,y) space to the ( e ,y) space is equal to one, we 
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derive the following cross-sections for neutrino and anti-neutrino charm production: 

d2o»!i;d;Cfl-> = a2~E.,e [(u(e,Q2) + d(e,Q2)) 1va112 + 2a(e,Q2)IVal2] 

x(1-y+7) 
(1.63) 

d2a»~~+> = G
2

~E.,e [(•(e,Q2) + fl(e,Q2)) 1va112 + 2i(e,Q2)IVal2] 

x(1-y+7) 
(1.64) 

where a term of the order of,..., .a:: has been omitted. The term (1 - y - zy/e) is 

derived form the coefficients of the structure functions in Equation 1.60 after substi-

tuting the quark parton densities. 

There is one additional correction to these cross sections due to the fact that the 

Callen-Gross relationship is only an approximation. The exact relationship between 

(1.65) 

Using this formula instead of the Ca.lien-Gross formula one arrives at the following 

charm production cross-sections: 

(1.66) 
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Where A is expressed in terms of R as : 

A= ( 
1 ::.e )- 1 

1 + Q2 

(1.67) 

The term (1 -11- ')is usually written in the literature as: 

i:y m2 
(1 - y - -) = (1 - c ) 

e 2ME.,e 
(1.68) 

and is commonly called charm threshold factor, and it ensures that the center of 

mass energy of the neutrino-nucleon system is above the charm quark threshold. 

The kinematic limits for charm production in v-nucleon interactions 

2 
me < t < 1 

2ME., - ~ -
m2 __ c_<y<l 

2ME.,e - -

(1.69) 

are easily derived by requiring that the threshold factor is greater than zero and the 

fact that Q2 ~ 0. 

Several observations can be made &om the above formulas: 

• Since IYc.12 > IVa112 (IYc.12 = 0.9494 and IVa11 2 = 0.0484[10]) we expect roughly 

903 of the ii-induced anti-charm events to originate from v scattering off anti-

strange quarks·with a small additional part from scattering off down sea anti-

quarks. This cause the anti-neutrino charm event z-distributions to be very 

sensitive to the strange quark momentum distributions. Later on in Chapter 6 

we shall apply this idea in order to extract the strange quark momentum dis-

tributions from our data. 
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• For neutrino charm events the much greater number of the valence d quarks 

relative to strange sea quarks compensate the suppression due to the smallness 

of IVarl2 • Therefore, assuming that the nucleon is composed of~ 35% valence 

quarks, ~ 15% of sea quarks, and r<J 50% of gluons, we expect that for neutrino 

charm produdion data the charm quarks are produced 42% oft' d and 58% oft' 

a quarks 4 • This expectation will be used in Chapter 6 in order to measure the 

amount of strange quarks in the nucleon 

2S 
(1.70) 71• = (U + D) 

or equivalently the fraction of strange quarks relative to non-strange quarks in 

the sea 

2S 
1'=---

(U +D) 
{1.71) 

where U = Jzu(z)dz, D = Jzd(z)dz, U = Jzii(z)dz, D = Jzd(z)dz and 

S = J za(z)dz. The quantity " determines the flavour (f) symmetry of the 

quark sea. A value of" = 1 would mean that the quark sea is SU(3)1 symmetric 

while " = 0 means that amount of strange quarks in the sea is zero. 

• From the nature of the slow rescaling mechanism the z, y, E., distributions of 

charm data should be sensitive to the charm mass parameter me. 

4 After the analJSis was oftr we found that the neutrino dim.non events ue produced 48% off' d 

qoarb ( 40% off' ti. and 8% off' d•- qoarb) and 54% off'• qoarb which is doae to this estimate. 
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1.6.3 Opposite Sign Dimuon Cross-Sections 

In the previous section we derived the charm production cross-sections. Here we shall 

describe the process that leads to opposite sign dimuon production when a charm 

quark is created in the final state of the reaction. In dimuon events one of the muons, 

the so-called leading muon, comes from the lepton vertex while the second muon, 

the non-leading muon, comes from the decay of a charmed particle wbich is being 

produced at the hadronic vertex. The mechanism that produces the second muon 

begins with the production of a charm quark. After the charm quark is produced it 

combines with an antiquark from the quark sea and forms a charmed meson (a small 

percentage of charm quarks especially at low energies combine with a ud quark pair 

and form a charmed baryon called At). This process is called fragmentation of charm 

quarks and is described by a fragmentation function D(z). The variable z is defined 

to be the ratio of the momentum of the charmed meson over the momentum of the 

charm 'quark, i.e. 

pD 
z=­pc (1. 72) 

The fragmentation function gives us the probability that a given charmed meson will 

carry z fraction of the momentum of the initial charm quark. Next the charmed 

meson decays semileptonically into the second muon, a neutrino and pions or kaons. 

The branching ratio for tbis reaction is approximately equal to Be= 10% [12] which 

means that only 10% of the events where a charm quark is produced in the final state 

of the v-nucleon reaction give rise to dimuon events. The cross-section for dimuon 
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events is then given by: 

(1.73) 

An illustration of this process is shown in Figure 1.5. Theµ+µ- experimental cross-

section is measured to be ~ 13 of the total charged-current cross-section for neutrino 

energies near 200 GeV [12, 11]. Combining this with the value for Be ~ 0.10 (see 

Chapter 6), we estimate the total charm production contribution to be ~ 103 of the 

v µ-N charged-current cross-section. 

1. 7 Overview of this Thesis 

This thesis describes the results from a high energy, high statistics study of neutrino 

induced opposite sign dimuon events at the FNAL-Tevatron. Previous dimuon studies 

[12, 11] have been limited either by small statistical samples or by energy threshold 

effects. Our sample of 1797 µ-µ+ events, collected using the FNAL Quadrupole 

Triplet (QTB) neutrino beam and the CCFR detector (FNAL-E744)[18, 21], provides 

information with relatively small statistical and systematic uncertainties. Using this 

µ-µ+ sample we present: 

• A study of the charm production threshold in neutrino-nucleon deep inelas-

tic scattering and tests on the applicability of the slow rescaling mechanism 

for heavy quark production. Our data are found to be consistent with the 

slow . rescaling hypothesis and yield a value for the charm mass parameter of 
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me = 1.31~3:!: GeV /c2 • A precise determination of the parameter me is very 

important for measurements of ain2fJw, the electromagnetic-weak mixing an­

gle, extracted from neutrino-nucleon deep inelastic scattering, and the present 

uncertainty on ain29w is dominated by the systematic error in me [13). 

• The extraction of the strange quark momentum distributions za( z ), zi( z) and 

comparisons with those of u and d quarks. We found that the strange quark 

momentum distributions are consistent with those of the non-strange quarks 

except for a small discrepancy at low-z. 

• Measurements of important parameters of the charm production model such as: 

1. The CKM matrix element IVca/ = 0.220~g:g~:. Opposite sign dimuon data 

provide the only direct measurements of Vea, and using our high-energy and 

high statistics sample we were able to significantly reduce the uncertainties 

of previous measurements [11]. 

2. The strange quark content of the nucleon, 11• = J2za(z)dz/ J(zu(z) + 

zd(z))dz where our measurement is in agreement with others [11](12], and 

implies a half SU(3) flavor symmetric sea. 

3. The semileptonic branching ratio of charm into muons Be(c --+ µ1.1X) 

0.109::!:g:g~~· This measurement relies on the high z neutrino dimuon data, 

which come predominately (93%) from charm production off d-valence 

quarks in the nucleon. This kinematic regime is only sensitive to Be, since 
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sea quark momentum distributions vanish at high~ and the dva1ena quark 

distributions are very well known from previous structure function analyses 

{14, 16, 19, 20]. 

This thesis is orga.nized into eight Chapters. The experimental apparatus (FNAL­

E744) and the FNAL neutrino Quadrupole Triplet Beam are described in Chapter 2. 

The data. sample and the details of the event reconstruction are presented in Chap­

ter 3. In Chapter 4 we describe the Monte Carlo simulation of charged-current and 

dimvon events. The Monte Carlo calculation is important for our analysis for sev­

eral r~asons. First, it is used to correct our data for acceptance, kinematic cuts, 

and missiug energy. Second, the measured quantities are extracted by comparing the 

I'+µ- data with the Monte Carlo predictions, in particular those of the z and E., 

dittributions. 

The last four chapters describe the analysis of the data and the extraction of 

the measurements. The dimuon production cross sections and studies of the charm 

production mechanism are presented in Chapter 5. The method for the extraction of 

the strange sea results as well as the strange quark structure functions are shown in 

Chapter 6. In Chapter 7 we present two methods for the extraction of IVc:dl as well 

as limits on IVal, and in Chapter 8 we extract the charm mass parameter me. 
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The Experimental Apparatus 

2.1 Overview 

As mentioned in the introduction, the opposite sign dimuon data were collected using 

the CCFR neutrino detector (FNAL-E744) and the FNAL-Tevatron Quadrupole 

Triplet Beam (QTB) during the 1985 fixed target run [18] [21]. For this run both 

the FN AL accelerator and the CCFR detector underwent significant upgrades which 

enabled us to obtain a high-statistics and high-energy sample of neutrino-nucleon 

interactions. The two most important upgrades were: 

• A new superconducting ring, the Tevatron, was added to the accelerator below 

the old main ring, with the effect of increasing the proton beam energy of the 

machine to 800 GeV (a factor of two increase). The resulting high-energy, 

high-flux Quadrupole Triplet neutrino beam allowed us to collect a large data 

sample and explore a new unstudied energy regime in 11-nucleon interactions 

with E., greater than 300 GeV. 

• The CCFR detector was instrumented with new drift chambers with 4 nsec 

TDC (Time to Digital Converter) readout. This was done in order to reduce 

the detector dead time and improve the track resolution. With this upgrade the 

detector dead time decreased from 20 msec to 15µ.sec allowing us to record on 
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tape up to 32 events per 2 msec beam spill. The combination of the high-Hux 

Qadrupole Triplet Beam and the reduction of the detector dead time allowed 

us to obtain a high-statistics sample of 1. 7 million neutrino interactions. 

In this chapter we describe the details of the neutrino beam, and the CCFR detector 

in LABE with the associated readout electronics. 

2.2 The FNAL Tevatron 

The· FNAL Tevatron is the world's most powerful accelerator with a proton beam 

energy of 800 GeV. It can operate either in collider mode, where protons and anti­

protons undergo collisions at a center of mass energy of 1.8 TeV, or in fixed target 

mode, producing high energy proton, meson, and neutrino beams. As for every other 

big accelerator system (e.g. SPS at CERN) proton beams reach their final energy 

after passing through several acceleration steps, involving smaller accelerators, until 

they are injected into the Tevatron for the final acceleration process. The basic 

components of the FNAL accelerator (see Figure 2.1) are: 

• The proton source where H- ions are created from hydrogen gas interacting 

with a hot cesium cathode. 

• The Cockroft-Walton accelerator. This is an electrostatic accelerator used 

after the proton source to accelerate the H- ions to an energy of 750 keV. 
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• The LINAC, which is a linear accelerator and consists of an array of high 

frequency RF (radio frequency) cavities. The H- ions from the Cockroft-Walton 

accelerator are injected into the LINAC and accelerated to an energy of 200 

MeV. 

• The booster, which is a small accelerator ring 1/3 the size of the Fermilab main 

ring. In the Booster the H- ions loose their two electrons and the resulting 

proton beam is accelerated to 8 Ge V. 

• The Main Ring. The main ring is an circular accelerator of radius lKm. It 

uses conventional magnets and acts as yet another booster accelerating the 8 

GeV protons from the booster to an output energy of 150 GeV. The proton 

beam in the main ring is not continuous hut it consists of 12 hatches of protons 

when the main ring is filled. The system described so far was the old FNAL 

accelerator which would accelerate a proton beam to energies of 400 GeV. 

• The Tevatron Ring. This is the final accelerating stage of the proton beam, 

and also constitutes the major upgrade of the machine for the 1985 fixed­

target run. It was designed to accept 150 Ge V protons from the main ring 

and accelerate them to a maximum energy of 1 Te V. The proton beam in the 

tevatron has an "RF-bucket" substructure of 2 nanosecond bursts every 18.8 

nsec. 
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The FNAL-Tevatron is the world's first accelerator to use superconducting 

technology and it is made of 744 bending dipole and 216 focusing quadrupole 

superconducting magnets occupying the same tunnel with the main ring (the 

Tevatron magnets are positioned 25 inches below the main ring magnets). The 

operating magnetic field of the Tevatron magnets is 40 KGauss, a factor of two 

higher than the field of conventional iron magnets, which allows the Tevatron 

to deliver at least a factor of two higher beam energy than the main ring. In 

brief these magnets were constructed of niobium-titanium alloy wires enclosed 

in copper and made superconducting by a continuous flow of liquid helium at 

4.6 degrees Kelvin. When this machine was turned on in January of 1985 the 

maximum proton beam energy it could deliver was 800 Gev, 20% less than the 

design energy. 

The 800 GeV proton beam is extracted from the Tevatron every 60 seconds, and 

directed to the various experiments through the Switchyard. For the 1985 fixed 

target run we used two extraction modes (spills): The fast spill where the beam 

was extracted in short two millisecond bursts for neutrino data, and the slow spill 

where the beam was extracted slowly for several seconds for test beam data. 

2.3 The Quadrupole Triplet Neutrino Beam 

The main goal of the 1985 FNAL neutrino run was to collect a large sample of 

neutrino-nucleon interactions and allow the exploration of the neutrino physics above 
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300 Ge V. Two crucial factors in the design of the accelerator and the beam made this 

possible: 

1. The energy of the machine was a factor of two higher than before which provided 

for a factor of two more statistics1, and also allowed us to study the nuclear 

structure at energies higher than before. 

2. The QTB neutrino beam used, is a wide band beam especially designed to 

provide a high flux of neutrinos with a wide spectrum of energies ranging from 

30 to 600 GeV. The basic components of this beam are shown in Figures 2.1 

and 2.2. 

The Quadrupole Triplet neutrino beam is designed as follows: Every 60 seconds 

the Tevatron 800 GeV proton beam is extracted in three 2 msec fast spills 10 seconds 

apart from each other, called pings, and a 20 seconds long slow spill. The extracted 

proton beam is focused on a beryllium oxide target (NCl TGT) where the beam 

protons interacting with the target nucleons produce a beam of secondary 'Ir and 

K mesons. The length of the target (33 centimeters) as well as the material (low Z) 

were selected in order to minimize the angular dispersion and the number of secondary 

interactions of these particles in the target, therefore producing the maximum possible 

flux of pions and kaons. More positively than negatively charged mesons come from 

primary collisions of the proton beam with the target. This results in a ratio of 2 to 1 

for positive versus negative particles in the beam with a softer energy distribution 

1The neutrino-Nucleon total cross-section rises linearly with energy. 
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for the negative mesons. After the target a collimator eliminated high angle and low 

energy particles from entering the QTB magnet train. 

Since high neutrino flux was a ma.in goal of this run, a wide band beam configura­

tion (no momentum selection) was chosen. Three pairs of quadrupole magnets shown 

in Figure 2.2 as NC1Q4, NClQS, and NC1Q6, focus as much of the divergent beam 

of secondaries as possible into the decay pipe. In the decay pipe, which is 3SO meters 

long, the pions and kaons decay into muons and neutrinos (7r,K+(-)--+ µ.+<->v(v)). 

The resulting neutrino flux is a factor of two bigger than the anti-neutrino flux. Those 

particles that do not decay, a.re absorbed into a 6 meter long aluminum-steel beam 

dump at the end of the decay pipe. Finally in order to filter the muons out of the 

neutrino beam a 900 meter long shield of earth and steel was placed between the 

beam dump and the experimental areas. 

The timing diagram of this beam is shown in Figure 2.3. The beginning of the 

accelerator cycle is at some reference time Tl. Ten seconds later, at T2, the Tevatron 

magnets start ramping for another ten seconds (T2-TS) as the proton beam is ac­

celerated to 800 GeV. Then for 23 seconds, between TS and T6, the magnets remain 

at maximum field strength. The extraction process begins at TS and the first ping 

is extracted 2.04S seconds after TS. After the first ping, and 9.20 seconds after TS, 

follows the first 2.09 seconds long slow spill. Then the second and third ping are ex­

tracted at 12.29S and 22.S4S seconds after TS respectively. In between them, at 19.29 

seconds from TS there is a 2.3 seconds long slow spill. The extraction process ends 
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at T6. The various neutrino experimeq.ts are synchronized with the beam extraction 

timing through the NClTOR toroid (see Figure 2.2) positioned upstream from the 

beryllium oxide target. The proton beam passing through this toroid induces a pulse 

which signals the experiments to be ready for data taking. 

Although the QTB beam has the advantage of providing a high flux of neutrinos 

compared to the narrow band beam, several systematic controls are lost: 

1. The correlation between the radius of the vertex of an event and Ev is reduced. 

Therefore in measuring the total energy of the event one has to rely on the 

reconstructed visible energy Evi•· In the case of the opposite sign dimuon data 

Evi• is systematically smaller than the energy of the neutrino, Ev, due to an 

unobserved neutrino from the decay of the charm quark. 

2. There is no direct flux measurement, so we cannot extract absolute dimuon 

cross-sections. Only the relative dimuon to single muon cross-section can be 

measured using the QTB beam data. 

3. Since tl1ere is no sign selection of the secondary pions and kaons, an opposite 

sign dimuon event cannot be positively identified as "" or ii""-induced. This 

classification depends on selection algorithms whose validity is tested using a 

Monte Carlo and verified using previous narrow band beam data2 • 

3In a Narrow Band neutrino beam there is sign selection of the secondary pions and kaons 

therefore the type of incident neutrino is known and the neutrino energy E., can be calculated using 

the neutrino energy venus radius of impact correlation. 
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The design of QTB fixes the ratio of neutrino-induced to anti-neutrino-induced 

charged current events expected in our sample. This ratio can be estimated as follows: 

Recall that there is a factor of two more "P than lip in the QTB, and that the "P energy 

spectrum is higher than the lip spectrum. Then by using the ratio of lip-Nucleon to 

vp-Nucleon charged current cross-section, which is about one half [22), one expects 

roughly 4-5 times more vp-induced than lip-induced ·charged-current events in our 

data sample. 

2.4 The CCFR Detector 

2.4.1 The Detector in General 

The CCFR detector is a large neutrino detector operated by the CCFR collaboration 

(see appendix A) since 1980. It is located on the FN AL neutrino beam line 940 

m from the secondary beam dump. This detector was designed to study a wide 

range of topics in neutrino physics and has been used for a series of experiments 

during the past nine years (FNAL-E616, E701, E744, E770). Using the data from 

these experiments, our collaboration has addressed various research topics such as: 

nucleon structure function studies[17, 14, 19, 20, 16), measurement of the 11-N total 

cross-section[22), extraction of sin2llw(25), search for neutrino oscillations [23, 24], 

studies of opposite and like sign dimuon events (12, 28, 21, 15, 18], and various rare 

processes in neutrino-nudeon interactions such as searches for neutral heavy leptons 

and inverse muon decay studies(27, 26]. Fo= the 1985 run, in order to cope with the 



2.4. The CCFR Detector 37 

high intensity QTB beam, the detector was upgraded with new drift chambers with a 

4 nsec TDC readout which reduced the detector dead time from 20 msec to 15 µsec. 

This significantly increased the statistics of our sample. As shown in Figure 2.4. the 

basic components of the CCFR detector are the target calorimeter and the muon 

spectrometer. 

The target calorimeter is made of liquid scintillator and iron, has a volume of 

3 x 3 x 16.5 m3 , weighs 690 tons and is divided into six identical modules (carts). 

Each calorimeter cart consists of 28 3m x 3m x 5cm iron plates, 14 3m x 3m x 2.5cm 

liquid scintillation counters and 7 3m x 3m drift chambers with X and Y readout (see 

Figure 2.5). As shown in Figure 2.5 there are 10 cm of iron between counters and 20 

cm of iron between chambers. The average density of the calorimeter is p = 0.53 PFe 

and the average interaction length for pions is < A >= 1.8 AFe· The calorimeter 

counters are used to measure the hadronic energy, Eluul, of an event with a resolution 

of: 

AE/!!J5 0.89 

E1iad - V E1iad( Ge V) 
(2.1) 

The calorimeter chambers are used to measure the angle at the vertex of the outgoing 

muon with a precision of about 

0.130 
<T1 =--rad ,. Pµ (2.2) 

where Pµ is the momentum of the muon measured in Ge V / ~· As we shall see in 

chapter 3 this resolution depends upon E1iad· In addition to these quantities, using 

the calorimeter counters and chambers, we measure the the longitudinal as well as 
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the transverse position of the vertex of each event. 

The 420 ton muon spectrometer is made of three groups (toroid carts) of four 

solid 20 cm thick steel toroidal magnets with outer and inner radii of 1.8 m and 12. 7 

cm respectively. The magnetic field is provided by four sets of coils passing through 

the central hole of each magnet group and returning around the outside of the magnet. 

The magnetic field strength in the uniform field area is about 15 KGauss and a muon 

passing through the entire length of the spectrometer acquires a transverse momentum 

kick of 2.4 Ge V / c. A group of five drift chambers is mounted after each of the three 

toroid carts, and is used for tracking muons in the spectrometer. Tracking information 

from the toroid chambers enables us to study the trajectories of muons bending in the 

magnetic field and thus measure their momenta. Two more sets of five chambers each 

are positioned at 3 m and 7 m downstream from the toroid improving the momentum 

analysis for high momentum muon tracks. These two sets of chambers were shielded 

from possible hadron showers exiting the toroid by a one meter thick concrete wall. 

The momentum resolution of the spectrometer is dominated by multiple Coulomb 

scattering in the magnets and is given by: 

(2.3) 

where P"' is the muon momentum. 

In order to identify momentum analysed charged current events, two sets of trigger 

counters were installed in the muon spectrometer. The first set is positioned just after 

the first toroid cart and consists of the T2 counters and the Hl and H2 hodoscopes. 
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The second set lies after the second toroid cart and consists of the T3 counters and the 

H3 hodoscope. These are acrylic counters with 56AVP phototubes. During running 

conditions a fiux of low energy particles illuminates the detector from the top. This 

phenomenon is called skyshine and can cause accidental triggers if these particles 

go through the trigger counters. For this reason the trigger counters were shielded 

from skyshine by lead bricks stacked on the toroid carts above both toroid gaps. In 

addition to the trigger counters, 25 other acrylic scintillator counters, using RCA 6342 

tubes, were mounted in the toroid (see Figure 2.6) with the purpose of identifying 

muons going through the magnets. These counters are positioned between each of 

the 20 cm thick toroid magnets. 

Upstream from the calorimeter target there are two 7.5m x 4.5m planes of acrylic 

counters forming the veto wall. The counters of the first plane were equipped with 

RCA 6342 tubes and those of the second plane with 56AVP tubes. The sums of the 

signals from each plane were put in a coincidence module and the resulting logical 

pulse (VETO), passing through a TDC, was used to eliminate any events due to 

muons originating from neutrino interactions in the berm (see Appendix 2). The 

veto wall counters were shielded from an upstream flux of low energy hadrons and 

photons with a one meter thick concrete wall erected just upstream from the veto wall. 

In addition to this, lead sheets were mounted in the upper, central region between 

the two veto planes. Without shielding, count rates would be very large creating 

accidental veto firings during neutrino data taking which would increase the dead 
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time of the detector. 

In the subsequent sections of this chapter we shall describe in detail each compo­

nent of the detector. 

2.4.2 Scintillation Counters 

The Scintillation counters (see Figure 2. 7) are 3m x 3m x 2.5cm acrylic tanks, filled 

with approximately 70 gallons of a mixture made of mineral oil and organic scintillat­

ing fluors (dopping). When a charged particle passes through the counter, it excites 

the atoms of the primary fluor which subsequently decay producing UV light. This 

UV radiation is then absorbed by the atoms of the secondary fluor and converted to 

blue light which has a much longer attenuation length. Four wavelength shifter bars 

placed at the edges of each counter collect the scintillation light, convert it to green 

light, and direct it to four RCA 6342A phototubes placed at the four comers of each 

counter. The RCA 6342A phototubes are 10 dynode devices operating at a voltage 

of 1400 Volts. When a photon of green light strikes the photocathode of this tube 

it liberates an electron with a probability of 0.2. That electron then hits the first 

dynode liberating 4 electrons which are directed to the second dynode and produce 

another 4 electrons each. This process is repeated on the rest of the eight dynodes 

amplifying the original photoelectron by a factor of 410 ~ 106 which corresponds to 

a signal of 1/4 picocoulomb. 

Since it is impossible to calibrate each counter separately it is important that 

all the phototubes in all counters respond similarly to an outside signal. For this 



2.4. The CCFR Detector 41 

reason the phototube voltages were adjusted before the data run by a procedure 

called balancing the counters: A one millicurie source of Cs137 is positioned at the 

center of each counter and the four phototube high voltages (gains) were adjusted, 

through a resistor box, until all four readout signals were 3.0 m V3 • 

The counter readout electronics were similar for the toroid and the calorimeter 

counters. As shown in Figure 2.8 the signals from the four phototubes of each counter, 

called lows, were summed using a LeCroy linear fan-in module with the resulting 

signal called a combination-low. This signal was amplified by a factor of 10 producing 

a third output called a high. The low signals from groups of eight single phototubes 

not close to each other were also summed and the resulting signal after a factor of 10 

attenuation was called a superlow. In addition to the analog outputs there was also 

a logical output (NIM pulse). This output was created from the combination-low 

signal after it was amplified by a factor of a hundred and then passed through a 

discriminator. The discriminator threshold was set to 150 mV. 

The digital (NIM) output signals from the discriminators were then converted to 

ECL (Emitter Coupled Logic) pulses using a NEVIS NIM-TO-ECL converter and 

were finally input to the NEVIS 4 nsec MULTI-HIT TDC. These TDCs record the 

times of both the raising and the trailing edges of the signal relative to the trigger 

time with an event span of 2 µsec. Each of the NEVIS TDC modules (cards) has 16 

channels equipped with a local memory capable of storing the times of 128 pairs of 

8 Average Voltage into 50 n load. 
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raising and trailing edges. The dead time of this system wu 12.29 µ.sec. This TDC 

system called the s-bit branch consisted of three crates with 21 carda each (eighteen 

TDC carda, one Control Link Card that passes the commands, one Data Link Card 

that passes data, and one ECL 125 MHz clock fan-out card) and was used to encode 

signals from both the toroid and the calorimeter counters. The data from the s-bit 

branch were read out using the NEVIS TRANSPORT system. The details of the 

transport system and the Nevis TDC's are described in Appendix B of this thesis. 

Information from these TDCs enabled us to determine the time of individual tracks 

in an event within a nanosecond. This was found useful in distinguishing the dimuon 

events from events originating from two charged-current interactions occurring very 

close to each other (overlay events). Although these events look just like dimuon 

events, the times recorded for the two tracks are very different. 

The analog output signals from the phototubes were digitized using a LeCroy 

4300 FERA (Fast Encoded Readout Analog to Digital Converter) with eleven bits of 

dynamic range and sensitivity of about 1/4 picocoulomb per count. The 4300 FERA 

modules have sixteen channels and every two modules share a 4302 FERA memory 

unit with the capacity of storing 32 events per spill. The digitization process starts 

with the a 250 nsec NIM pulse, called the ADC gate, generated by the event trigger 

and preceding the phototube signals by 30 nsec. During this time the phototube 

signals charge the capacitors in the FERA 's and in the next 8.5 µ.sec they digitize 

the charge stored in them while discharging them. It takes an additional 3.2 µ.sec to 
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transfer the data into the 4302 FERA memories because each pair of FERA mod­

ules generates 2x 16 words which are transferred to the memories at a rate of 100 

nsec/word. Therefore the dead ti~e of the FERA electronics is 11. 7 µ.sec. Fifteen 

microseconds after the ADC gate a clear pulse resets all the FERA bits to zero and 

the system is ready to write another event. The FERA system was read out u11ing 

CAMAC connected to a PDP-11 computer. There were five CAMAC crates with ten 

4300 FERA 's, one 4301 FERA driver and five 4302 memory units each. 

Even when there are not any particles passing through the counters the FERAs 

record a small signal corresponding to random electronic noise originating from the 

various electronic components (phototubes, fan-in/outs, cables, etc). This signal is 

about 50 ADC counts and is called pedestal. During data taking the pedestal is 

superimposed with the real data pulses. Therefore it is important that it is measured 

and subtracted from the data signals. For this purpose, twenty test triggers were 

issued at the beginning of the accelerator cycle, before the first ping, where there 

was no input signal at FERAs. The pedestal data from these "fake" events were 

used for two purposes: l)To measure the pedestals as well as to monitor any pedestal 

variations through the run4 2) To identify bad FERA channels. 

4 We found that throughout the run the pedestals were stable within one ADC count. 
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2.4.3 Drift Chambers 

The drift chambers are instruments consisting of arrays of wires which are used to 

measure the position of charged particles passing through the detector at a given time 

(see Figure 2.9). This is done by measuring the drift time of the electrons released 

through the ionization process which occurs whenever a charged particle interacts 

with the atoms of the gas that flow continuously in the chamber. The drift time is 

then converted to position by multiplying the time by the characteristic drift velocity 

of the electrons in the given cell. It is the geometrical characteristics of a chamber, 

the ~ind of gas used, and the operating voltages applied that determine the value of 

the drift velocity and the position resolution of a particular chamber. 

One of the major limitations of the old CCFR detector5 was the 20 msec dead 

time induced by the spark chambers used for calorimeter and toroid tracking. That 

detector was able to record only one event per spill and would have been very ineffi.-

dent for taking data with the high-flux Tevatron QTB beam. For the 1985 run this 

problem was solved by replacing the spark chambers with drift chambers which were 

read with the 4 nsec NEVIS MULTI-HIT TDC. This system reduced significantly the 

dead time of the detector and improved the tracking resolution. The present dead 

time, of 12.29 µsec, is induced mostly by the TDC FIF06 memories. Note that this 

dead time is similar to the one introduced by the FERAs. The small dead time along 

11 For a description ofthe old CCFR detector see ref. [20, 19, 23, 17]. 
8 FIFO stands for First In First Out memories, which means that the data which is written in 

the memories first is read out first. 
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with the ability of this TDC to store locally a large number of events during the beam 

spill, played a crucial role in increasing the statistical power of our sample. 

Using data taken with these chambers, we measured the drift velocity of the 

electrons in a cell to be VD=50µm/nsec giving a position resolution u11 =225 µm (See 

Appendix C). Seventy drift chambers were built and installed in the CCFR detector. 

2.4.4 E744 Drift Chamber Description 

We shall proceed now to describe the construction and operation of the drift chambers. 

Each drift chamber measures 3m x 3m x 5.6cm and consists of two planes, with their 

cells perpendicular to each other, attached to a 3.3m x 3.3m interior Hexcel substrate. 

The two planes measure the X and Y positions of particles and were divided into 24 

drift cells 3 m long and 12.5 cm wide separated from each other by aluminum I-beams 

staggered to allow gas flow through the chamber. The upper and the lower sudaces of 

the chambers were covered by copper clad GlO panels with the inner surfaces milled 

to form 19 cathode strips per cell running along the 3 meters of length for each cell. 

Two kinds of chambers were constructed, that differed in the number of sense wires 

per cell used to collect the drifting electrons from the ionization process. 

The calorimeter chambers had two gold coated tungsten sense wires of diameter 

of 30 µmin each cell, separated by 4 millimeters with a field shaping wire of diameter 

127 µm placed between them. This wire, made of a copper-beryllium alloy, was called 

the field wire. These three wires are uniformly separated along their length by thin 

nylon spacers positioned every 30 centimeters, and the three wire system without 
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intermediate support sags only about 200 microns at the center. The general layout 

of a calorimeter drift chamber cell is shown in Figure 2.9. Cross talk between the 

sense wires is less than 1 % for muons passing through a chamber at normal incidence. 

The purpose of two sense wires was to eliminate the left-right ambiguity because the 

wire that collects the ionization charge determines the direction of the particle. The 

toroid chambers which had only one 30 µm sense wire for each cell and therefore 

were subject to a right-left ambiguity. To solve this problem toroid chambers were 

staggered in steps of 1/4 of an inch with no material in between. Since in the toroid 

we mostly observe clean muon tracks the ambiguity was not a problem. 

The active medium of the cltambers was a gas mixture of 50% argon and 50% 

ethane flowing through the chambers at the rate of .about 0.1-0.2 /t3/hour. Ar­

gon is ideal for drift chamber gas because its atoms do not exhibit vibrational or 

rotational excitation modes and have a relatively small ionization potential. This 

means that high energy charged particles passing through argon will transfer energy 

mainly through the ionization process producing many ionization electrons. During 

this process argon also emits UV radiation which is capable of creating an uncon­

trolled avalanche of ions along the sense wires where the electric field is higher. This 

along with the large diffusion velocity for electrons in argon which implies poor po­

sition resolution, brings up the necessity of mixing argon with ethane. Ethane is a 

polyatomic gas capable of absorbing UV radiation via rotational and vibrational ab­

sorption modes, which automatically solves the problem of the avalanche of electrons 
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in the chamber, while the 50-50% mixture of argon-ethain reduced the diffusion of 

electrons by a factor of ten. 

During the run the percentage composition of this mixture was maintained stable 

using chromatography and a small test chamber with an Fe66 source mounted in it. 

An alarm system was installed in this test setup which would go off either when the 

gas pressure was low, indicating the more gas was needed, or when the test chamber 

observed deviations from the central value and width of the Fe66 5.9 ke V 'Y peak, 

indicating possible contamination in the chamber gas. 

The operating voltages of the three wire chambers were: 

1. The sense wires voltage was set to 1750 Volts. 

2. The field wires were held at +350 Volts. 

3. The I-beams were at -4500 Volts. 

4. The voltage on each cathode strip was decremented by a uniform amount to­

wards the center of the cell, held at -450 Volts, providing a uniform electric field 

over the drift cell of 690 Volts/cm. 

In this configuration the electron drift velocity was measured equal to 50µm/ns, and 

the hit-position resolution was measured equal to 225 µm. For one wire chambers the 

sense wires were set at +1900 Volts, the I-beams at -4500 Volts and the central strip 

at zero volts (ground). 

Each sense wire is read out with a dual channel preamplifier which is capacitively 
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coupled to the sense wire; The first channel is a x 500 limited amplifier with an 

adjustable threshold whose output is an ECL pulse and is digitized by a NEVIS 

4 nsec MULTI-HIT TDC. This TDC is identical with those in the s-bit branch (see 

Appendix B) and is also read out using the NEVIS Transport system. Using the TDC 

recorded time for each hit in the chambers we calculate the drift time of the electrons 

in the cell, which when multiplied by the drift velocity gives us t·he exact position of 

the hit. The collection of TDC crates connected to the chambers is referred to as the 

chamber TDC branch. There were 24 TDC crates reading. the calorimeter and 

the toroid chambers. Each one of them had 21 modules (Control Link, Data Link, 
• 

18 TDCs, and 125 MHz ECL clock Fan-out module). 

The second channel of the preamplifier is a x 1 linear preamplifier which is digi-

tized by the 48 nsec 7-bit NEVIS FADC (Flash Analog to Digital Converters) readout 

(see Appendix B). These devices digitize the drift charge accumulating on the sense 

wires every 48 nsec in a scale from 0 to 127 (high gain channel) or from 0 to 2048 

(low gain channel). The event time span is 3 µsec which is also the dead time of the 

system. The FADC modules were stacked in five crates of 21 modules each. Each 

FADC crate has a TTL (Transistor Transistor Logic) bus, a Control Link, a Data 

Link, and 18 FADC cards with 8 FADC channels each. The collection of five crates 

carrying 720 FADC channels was called the FADC branch. The daisy chain of the 

5 FADC crates transferred its data to the computer via the NEVIS Transport crate. 

This system was only partially instrumented and at a test state throughout the 1985 
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run. It became operational before the 1987 fixed target run where it was successfully 

used. 

2.5 The E7 44 Data Run 

Neutrino induced events a.swell as muon events (used for alignment) were identified 

using a trigger system. The electronics of the trigger classified an event a.s charged­

current (Triggers 1,3), neutral-current (Trigger 2) or straight through muon event 

(Trigger 6) using information provided by the trigger counters, sets of calorimeter 

counters, and the beam line gates. The output of the trigger logic is a 250 nsec NIM 

pulse, the ADC gate, which instructs the readout electronics to record the event. The 

data were read using a DEC PDP-11 computer connected with the transport crate 

and the CAMAC system. The PDP-11 wrote the data on tape and sent them to a 

VAX-780 for on-line analysis and testing. The details of the triggering system and 

the readout electronics a.re described in Appendix B. 

The E744 experiment collected data from January of 1985 through September of 

1985. The integrated luminosity was 5x 1017 protons on target, and the proton beam 

energy was 800 GeV. At the end a total of 1,671,140 charged current triggers were 

written to tape. 



Chapter 3 

Event Analysis andµ+µ- Data 

Sample 

3.1 Introduction 

The µ.+ µ.- analysis consists of three equally important parts: The establishment of 

the charm signal, the Monte Carlo simulation of the single muon and #!'+ µ.- events, 

and the extraction of the physics results. We present here the first part of the data 

analysis. This process begins with the raw data, in the form of TDC times and 

counter pulse heights, and ends with the extraction of the charm signal from the 

µ.+ µ.- data. This is accomplished in four major steps: The reconstruction of the 

events, the extraction of the charged current sample, the dimuon selection process, 

and finally the extraction of the charm signal from the dimuon data after background 

subtraction. 

A large part of this analysis has been presented in a number of publications [18, 

21, 15). Therefore we shall give here only a brief review of the method with emphasis 

on the parts that are important for opposite dimuon studies. 
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3.2 Event Reconstruction 

All the kinematic quantities related to vµ-nucleon deep inelastic scattering charged­

current events can be calculated if one measures the muon momenta, the hadronic 

energy and the angle of the muons at the interaction vertex (See Chapter 1.3). This 

section outlines how each of these quantities is measured form the raw data. 

3.2.1 Measurement of the Hadron Shower Energy 

In a typical v-nucleon deep inelastic scattering interaction an amount of energy, v, 

is transferred form the incident neutrino to the struck quark inside the nucleon (see 

Figure 1.1 ). The struck quark then fragments into hadrons and mesons which interact 

with the target nucleons to create a shower of new particles. This process continues 

until the shower particles loose most of their energy by creating new particles and 

they are absorbed in the calorimeter material. In our calorimeter the creation of the 

hadron shower occurs mostly in the iron plates since iron is a more dense material 

than the scintillator oil. 

When the shower particles pass through the calorimeter counters they interact 

with the scintillator oil depositing a minimum ionizing energy which does not depend 

on the particle type or energy. Therefore each counter in the calorimeter counts 

the number of hadron shower particles that pass through its surface. Each particle, 

depending upon its energy, is sampled by several counters which are positioned every 

10 cm of iron. The basic idea of the hadron energy measurement is that the energy 



52 3. Event Analysis and p.+ p.- Data Sample 

of the hadron shower is directly proportional to the total pulse height measured by 

the counters in units of a minimum ionizing particle deposition. Two quantities are 

needed in order to measure the hadron shower energy: The energy deposition of a 

minimum ionizing particle (MIP) in each counter measured in ADC counts, called 

the counter gain, and the conversion factor of that quantity to GeV (the calibration 

constant). After these two quantities have been measured using the data, we divide 

the position and time corrected pedestal subtracted pulse heights of each counter by 

the gain and convert it into units of MIP energy deposition. This quantity is then 

converted to Ge V by multiplying by the calibration constant. Finally we sum the 

energy depositions in each counter in the shower to obtain the energy of the hadron 

shower, E,_,. In the rest of this section we shall describe the details of this calculation. 

We measure the gains for each counter using Trigger 1 and Trigger 6 muons passing 

within a central 9.1" x 9.1" square of each counter. The average energy deposition 

of these muons, in terms of number of ADC counts in the high gain channel (See 

Chapter 2), is calculated using the so called truncated mean algoritlam. According 

to this algorithm we start by calculating the mean energy deposition including all 

muon events and the process is repeated twice using only those events which register 

energies falling between 0.2 and 2.0 times the mean from the previous iteration. This 

is done in order to exclude the events that lie on the tails of these distributions and 

originate &om secondary ionization processes. In general a muon deposits about 

70 ADC counts in the high gain ADC channel as shown in Figure 3.1. Since the 
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phototube gains drifted over the nine month period of running the counter gains were 

continuously monitored. The gain of each counter as a function of time was described 

by the function GA/ N,(t) where the index i=l, 84 represents the counter number. 

The calibration constant was extracted using data taken with a test hadron beam 

of energy settings equal to 25, 50, 100, 200, 300, 450 GeV, which composed of protons, 

pions, and kaons as shown in table 3.1. By comparing the response of the calorimeter, 

in units of MIP energy deposition, with the beam energy we measured the calibration 

constant and found it equal to CALI B = 0.2108 ± 0.0004 Ge V /MIP. The results of 

the calibration measurements are presented in Figure 3.2 and in table 3.2. 

The energy deposition in each counter is measured using the 336 Low ADC chan-

nels (see Chapter 1) and the measurement is converted in to high gain channel equiv-

alent pulse height using the equation 

4 

HIGH,(equiv~ent) =HILO,· La,;· LOW,; 
j=l 

(3.1) 

where i and j represent the counter and phototube number respectively. The constant 

a,; was determined by comparing the output of the combination low ADC channel 

with the software sum of the four low ADC channels, while the quantity HILO, was 

determined by comparing the output of the combination low ADC channel with the 

output of high gain ADC channel. An equivalent low signal is calculated from the 

superlows only if the low pulse height overflows the ADC. 

A number of corrections had to be applied to the raw phototube signals after the 

pedestal subtraction: 
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• ·The first two corrections were applied in order to ell.sure that the response of 

a counter does not change depending upon the position that the particles pass 

through the counter or upon the time that the event was recorded: 

1. Due to attenuation of light by the scintillator fluid and the shifter bars, 

energy deposited in the center of a counter yields fewer detected photons 

than the same energy deposited in a corner, near one of thehototub es. 

This effect required the construction of a position dependent correction 

function, MAPi(z,y;t), which is different for each counter (i=l, 84) and 

not necessarily symmetric among the four phototubes in a given counter. 

The function MAPi(z,y;t) was constructed by comparing the truncated 

means of the muon peaks at the center of the counter with those at the 

point (x,y). A typical counter map is shown in Figure 3.3. Using this func-

tion we shall make a position dependent correction of the phototube pulses. 

Rather than making muon maps for each run, which would be rather dif-

:ficult, we keep the muon maps fixed during the running period and apply 

corrections to account for time variations in the readout electronics and 

phototubes. 

2. In order to account for time variations in the electronics and the phototube 

gains we use the function 

a .. ( ) _ 4 · a1;(t) · LOWi;(t) ,.,,, t - 4 • 
L•=t a11;(t) · LOW11;(t) 

(3.2) 

where LOWi; is the pedestal corrected output signal of the low ADC chan-
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nel (See Chapter 1) connected to the phototube iof counter j. This function 

is evaluated for each run and the ratio of the value of this function at the 

time that the gain function was created over the value at the time that the 

event was recorded, is used to correct for possible time variations in the 

electronics or the phototubes. 

• An important subtraction from the hadron energy on a counter by counter 

basis is the minimum ionizing energy deposited by continuing muons created 

at or near the event vertex. The momentum dependence of the mean energy 

loss A{P,.) in units of minimum ionizing particle deposition has been found by 

studying Trigger 6 straight-through muons during the data run. 

A{P,.) = 1.661 + 0.141 I 10-2 P,. - 0.166 I 10-& P! . (3.3) 

where P,. is the muon momentum obtained from the toroid spectrometer with 

the dE /dz loss in the calorimeter steel added. 

Using the above corrections, the hadronic energy of an event was calculated by 

summing the signals recorded by the 21 counters located downstream from the inter-

action point according to the formula 

I 
4 ( ) ( ) /3i;( t = 0) I 

_ PLAc• E1=1 ai; t ·LOW;; t · /3i;(t) #11 

Ehad - . L GAIN ·(t) - L A{P,..) · CALIB. (3.4) 
J=PLAca-21 J • MAP ·(z y t = 0) 11=1 

HILO;(t) ' ' ' 

where PLACE denotes the number of the counter which is located after the interaction 

point and µis the number of outgoing muons in the event. The amount of material 
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between these 21 counter corresponds to ,..., 13 hadronic interaction lengths, which 

ensures total containment of the hadron shower in more than 993 of the events. As 

shown in table 3.2 and Figure 3.4, on average over all energies the hadronic energy 

resolution of this calorimeter is 

AE1&ad 0.89 

E1&ad - {<.EhadGeV) 
(3.5) 

8.2.2 The Event Vertex and the Muon Angle 

Due to the multiple Coulomb scattering (MCS) the measurements of the muon angle 

at the vertex, 9,., and the muon momentum, P,., are correlated. Therefore an iterative 

method had to be followed in order to measure these quantities. First the calorimeter 

tracks were found and fit and a crude muon momentum was estimated ignoring MCS 

effects. Then using this momentum we refit the tracks in the calorimeter and the 

toroid including MCS effects and obtain new values for 9,. and P,.. This process is 

repeated until the difference between the muon momenta of the last two iterations 

was less than 0.53. The details of this method are described in the rest of this section. 

We start by defining the logitudinal vertex position, Ya, equal to the average of 

the positions of the the first two counters in the hadron shower. The resolution of this 

measurement is then equal to the counter separation divided by v'f 2 which is equal 

to 6 cm. The transverse vertex position(¥.:, V.,) was estimated as the centroid of the 

drift chamber hits in the shower and the muon track was found and fit to a straight 

line (no MCS). A crude momentum estimate was found from the overall A9'-" kick 
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received by the muon passing through the first magnet of the spectrometer accordiug 

to the formula 

(3.6) 

where B • ..,1 is the mean magnetic field strength in kilogauss experienced by the muon 

while traversing a distance d centimeters of steel in the first toroid. 

In the next iteration, both IJ,, and the muon angle at the toroid front face were 

determined from a MCS fit (using the estimated momentum) to the target track. The 

transverse vertex measurement was improved by extrapolating this fit backwards into 

the shower. Track parameters (position and angle of the track at the interaction vertex 

or toroid front {ace) were determined from a x2 minimization, 

X2 = L: L:(zi - zf)Mij1(z; - z~), 
i ; 

(3.7) 

where the sum is over the measurement planes, i: Zi and zf are the measured and 

predicted (straight line) track positions respectively. Mi; is the error matrix, 

where L11 is the distance between the kth and (le + 1)•t measurement planes and 

Zlli =~=Ht Lm is the distance from the kth to ith plane, and 

(3.9) 

is the mean MCS de:Bection in the interval L,.. The last term in Equation 3.8, u0 , 

is the intrinsic resolution of the drift chamber (See Appendix C). In the absence of 

MCS, u,. = 0 and Mi; would be diagonal. 
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From Equation 3.8, it is clear that for a given .z-poeition, the fit position and angle 

are most sensitive to nearby points. Thus, I,. is most sensitive to the measured track 

positions closest to the interaction point. Its resolution improves for cases where the 

track positions can be reliably found near the vertex; and, through Equation 3.9, it 

improves with increasing muon momentum. The minimum tracking distance from the 

vertex, limited by the drift chamber saturation in the shower region, wu specified 

as a function of hadron energy. For E,_. < 50 GeV it is one chamber; for 50 GeV 

~ E,_. < 100 GeV it is two chambers; for 100 GeV ~ E1uu1. < 150 GeV it is three 

chambers, and for E1uu1. ~ 150 Ge V this is four chambers. After the muon track is 

projected upstream to the required chamber, hits in the six chambers closest to the 

vertex are fit to a line which 1t1.akes an angle I,. with the beam axis. 

This process was repeated later after the muon momentum was determined more 

precisely form the spectrometer momentum fit. The 1,.-resolution wu parametrized 

as 

,, 
tr1,. = "+ IPI (3.10) 

where a and 6 depend on E,_. and are given in Table 3.3, and P is the muon mo-

mentum. 

The transverse vertex resolution determined by extrapolating the muon track to 

the V. plane was 0.63 cm. 
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a.2.a Muon Momentum 

After the muon angle and position at the front face of the spectrometer have been 

determined using the method described in the previous section the muon was traced 

in the spectrometer assuming the crude estimate of the momentum. The tracing 

program proceeds in 4 inch steps using the value of the magnetic field, provided by a 

field map, at the position of the chamber hits. 

The magnetic field map is a parametrization of a numerical solution to the mag­

netostatic boundary value problem for the toroid. Measurements of the magnetic 

field in the gaps of each steel disk comprising the toroid and the measured current 

in the toroidal winding were supplied to the computer program POISSON [30]. The 

field measurements were made with a Hall Probe at several different rl!'dii. Including 

uncertainties in the magnetization curve and susceptibility of the steel, the absolute 

calibration of the spectrometer is estimated accurate to about 1 %. This value is sup­

ported by Fermilab experiment E595 [31] which used the same spectrometer and a 

momentum-analysed muon beam for direct calibration. 

The muon momentum was determined using the same x2 minimization function 

described in the previous section. The presence of Pµ and L1c in the error matrix, which 

vary with the trial momentum, make this minimization process more complicated 

requiring two iterations. At the beginning the error matrix was calculated using 

the crude momentum estimate and the muon momentum was extracted from the fit. 

Then the error matrix is recalculated using the new momentum. Using the new error 
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matrix we recalculate the momentum. This process is iterated until the difference in 

the best :fit momenta from the two most recent iterations of the error matrix is less 

than 0.53. 

The muon momentum at the event vertex, P,,, is then calculated by adding to this 

measurement the dE /dz energy loss in the target, aE~0 ... This quantity is calculated 

by integrating dE /dz over the muon path from the vertex to the front face of the 

toroid as 

i
Taroid-Frtmt 

aE~0 .. = (0.0127 + 0.00127 · ln(E,,)dz 
Vertee 

(3.11) 

where E,, is the muon energy in Ge V, and :r: is the track length in cm of steel equiv-

alent. For the CCFR detector the conversion factor between distance within the 

detector and distance in steel equivalent is 1.836. 

We can estimate the spectrometer's resolution as follows: For small angles with 

respect to the toroid axis (a fair approximation for all but the lowest momentum 

muons), the muon sees a uniform magnetic field and its trajectory lies in a plane. 

The radius of curvature, r, for a unit charge in a uniform magnetic field is given 

by IPI = .31Blr (MKSA units and IPI in GeV /c). For a uniform magnetic field 

region of length L, the angular deflection is 9 = L/r or IPI = .3IBIL/9 = Pe/I, 

where Pt is the transverse momentum kick supplied by the field. (Using 1. 7 T as 

the mean field strength and noting that the toroid steel :fills roughly half of the 

length L = 9.9 m, Pe = 2.45 GeV /c). Thus, the resolution is limited by the ability 

to measure the trajectory's net angular displacement. In the expressions below, a 
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refers to the effective transverse resolution of the drift chambers, L is the length of 

the toroid and L:~~ is the effective radiation length of the toroid (,..., L/2). dis taken 

to be 250 µm/ VS, since there are five drift chambers immediately downstream of the 

toroid, each with 250 µm resolution. 

(5IPl)
2 

= (:: r (58)
2 (3.12) 

58 = .015 (L/Lef !) 1/2 ,..., .245 
MCS IPI rmd IPI (3.13) 

d 
5811 = L/

2 
,..., .00002 <:: 58Mcs; (3.14) 

therefore, 

2 (Pt) 2 
2 5IPI (51PI) ,..., 82 (58Mcs) => lPf,..., 9.63. (3.15) 

The spectrometer momentum resolution was tested using a Monte Carlo beam 

of monoenergetic muons of generated energy equal to 100 GeV passing through the 

spectrometer. The momenta of these muons were measured using the algorithm 

described above and the reconstructed momentum was found equal to 99.5±0.1 GeV 

and an error of 113. The result of this study is shown in Figure 3.5. 

3.3 · Data Sample 

3.3.1 Overview 

The E744 charged-current sample consists of 1.7 million Trigger 1 events. After fidu-

cial and kinematic cuts a sample of 670,000 v-N and 124,000 ilµ-N charged-current 

events remains with mean visible energies of 160 GeV and 120 Gev respectively. From 
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this data sample we selected 1797 p±p'T events by searching for events with two tracks 

in the drift chambers. The p±µ'T events were divided into th0&e &om incident 11,. or 

ii,. wnming that the leading muon hu transverse momentum with respect to the 

direction of the hadron shower larger than the muon from the charm decay. This 

algorithm found 1522 11,.-induced and 275 ii11-induced µ+ µ- events with mean visible 

energies of 220 GeV and 173 GeV respectively. In the next four paragraphs of this 

chapter we describe the details of the extraction of the µ+ µ- sample . 
. "· 

3.3.2 Charged Current Cuts 

The single muon charged-current sample was selected from the sample of the recon-

structed events by applying a set of cuts designed to ensure that the events were 

properly analysed and suitable for physics analysis. The details of the single muon 

selection cuts are described below. 

• Trigger and timing cuts. 

1. Only trigger 1 (see Appendix B) events occurring during beam gates one 

through three, corresponding to fast spill pings one through three were 

allowed. 

2. The a bit times of the counters associated with the muon track and the 

hadron shower should be within 36 nanoseconds of the event trigger time 

obtained by the trigger a-bits. 
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3. The time found from the drift chamber tracks in the toroid gaps (see 

Appendix C) should be within 36 nsec of the time found from the trigger 

s-bits. 

· • Fiducial volume cuts. These cuts ensure that the hadron shower is contained 

in the calorimeter volume where Ehatl can be measured adequately and are the 

following: 

1. The event logitudinal vertex position, PLACE, must lie at or between 

counters 20 and 80. This vetoed straight through muons and ensured that 

the hadron shower is contained within the target. 

2. The vertex position must fall radially within 60 inches of tl1e center of the 

target and within a 100 inch central square. 

3. The upstream end in both the x and y views of all muon tracks must be 

within twelve counters of the vertex location. This ensures that the counter 

and chamber reconstructions of the event are consistent. 

• Kinematic cuts. The kinematic cuts were imposed in order to exclude from our 

sample events laying at the kinematic regime were the detector acceptance is 

poor. 

1. The leading muon must have a toroid analyzed momentum greater than 3 

Ge V / c at the front face and 9 Ge V / c at the event vertex when extrapolated 

with dE/dx energy loss through the steel. 
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2. The vertex angle of all muon tracks is required to be less than 250 milli­

radians. 

• Track fitting cuts. 

1. Linking cut: The leading muon track must link with at least one toroid 

segment in both x and y views and thus be momentum analyzable. 

2. Downstream chamber cut: The leading muon track must have at least 

one hit in one view somewhere in chambers one through five (close to the 

muon spectrometer). The object is to eliminate range out or escaping 

muons which link to unrelated segments in the toroid. 

3. The toroid momentum fit must find a x2 minimum and satisfy x2 ~ 10 

per degree of freedom. 

• Geometric cuts on muons. 

1. All acceptable muon tracks in the target must be at least eight chamben 

long in one view. This distinguishes muons from penetrating hadrons. 

2. MUCHEK CUT-. By using the muon angle at the front face calculated 

from the target track, and the muon angle at T2 calculated from the gap 

1 segment; linearly extrapolated track positions within the first toroid 

magnet can be found in both cases. 

(a) Each extrapolated track must intersect the drift chamber nearest to 

the magnet within a 116 inch central square. 
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(b) Both extrapolated tracks must intersect the nearer face of the magnet 

at a radial position greater than 6 inches and less than 69 inches from 

the center of the toroid hole. Tracks which enter the toroid inside the 

hole or outside the magnet are very difficult to fit. 

( c) No more than 30% of the length of either extrapolated track may lie 

within the hole (within 6 inches from the center). 

After all cuts the E744 charged-current sample consisted of 670,000 v-N and 124,000 

v-N induced events. 

3.3.3 Dimuon Selection Algorithms 

Theµ.+µ.- events were extracted from the charged-current event sample and therefore 

satisfy all the single muon event cuts. Two different algorithms were used to select the 

dimuon events and the finalµ.+µ.- data sample was a union of the two sets extracted 

using the two algorithms. The first algorithm required at least two muon tracks in 

the drift chambers. The second relied on the individual counter pulse heights and 

chamber hit multiplicities. 

3.3.4 Multi-track Selection Algorithm 

According to this algorithm each dimuon candidate event was required to have at 

least two muon tracks with: 
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1. A down stream end within 2 chambers of the end of the calorimeter in both 

views. 

2. A length greater than 8 chambers in each view. 

3. The sum of the number of chambers (x-view + y-view) b~tween the vertex and 

the upstream end of the track less than 13 chambers. 

4. The tracks were required to have transverse separation of less than 25 cm. 

This algorithm produced a sample of about 5500 candidate events. The efficiency 

of this algorithm was estimated~ 99.1% [21]. 

3.3.5 Pulse Height-Chamber Hit Criterion 

The Pulse Height-Chamber criterion was a logical "AND" of two algorithms, the 

Pulse hight algorithm and the Chamber-Hit algorithm which are described below. 

• The pulse height algorithm used information from the 16 most downstream 

calorimeter counters and selected an event as aµ+µ- candidate if the following 

set of criteria was satisfied: 

1. Greater or equal to 7 of the counters had pulse height above 1.5 time MIP. 

2. No more than one counter had less than one MIP deposition. This crite­

rion rejects single muon events with a statistically large number of heavy 

depositions. 
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3. After throwing out the three highest and three lowest pulse heights, the 

average was less than six times MIP. This cut was imposed in order to 

reject those single muon events where the hadron shower extended beyond 

the 15th counter. 

This algorithm found 43,000 events which is impractical to scan and therefore 

had to be restricted by using chamber hit information. 

• The chamber hit algorithm made use of the eight most down stream chambers 

( 16 planes) and threw out the two planes with the most and fewest hits. An 

event was considered a candidate if the average number of hits in the remaining 

12 planes was greater than 1.5. 

The combination of these two algorithms produced a sample of 10,000 dimuon event 

candidates which were scanned by physicists. This process resulted to an additional 

800 event candidates not found by the two track algorithm. The efficiency of this 

algorithm was estimated ~ 96.63 [21]. 

3.3.6 Dimuon Cuts 

The final opposite sign dimuon sample was selected from the set of 6300 events pro­

duced by the two algorithms, after scanning, by imposing the following cuts: 

Multimuon cuts. 

1. If an extra s bit time exists which is linked to the time of a target track, the 

event will be cut if that target track is greater than 10 counters long. 
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2. Any additional track which does not satisfy the linking or downstream chamber 

cuts, must average 20 counters in length over the x and y views in order to be 

identified as a muon. This allows multimuons which range out or escape from 

the target to be identified. 

3. Each additional muon track must make a closest approach in the target of less 

than 15 cm from the leading muon track. 

4. The most upstream chamber of each additional muon track must lie within six 

chambers of the most upstream chamber of the leading muon track in one view. 

5. The track time of each additional muon track must differ by less than 28 

nanoseconds from both the track time and the s bit time of the leading muon. 

6. The reconstructed electric charges of a dimuon pair must be of opposite sign. 

7. Allµ,+µ,- events were required to have hadronic shower energy, Ehad larger or 

equal to 4 GeV. This cut was only used for the strange sea and V.,., fits (see 

Chapter 6, 7, and 8) and depletes the neutrino sample by 7 events and the 

anti-neutrino sample by 9 events. 

After these cuts, the final opposite sign dimuon sample comprised of 1797 events. 

A typical opposite sign dimuon event, as reconstructed by the off-line software, is 

shown in Figure 3.9. 
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3.3. 7 The PT Algorithm 

Since the QTB beam delivers a (2:1) mixture of Vµ and ilµ, one cannot positively 

identify an opposite sign dimuon event as Vµ or ilµ-induced. The 1797 opposite sign 

dimuon events were separated into 1522 vµ-induced and 275 ilµ-induced events using 

the PT-algorithm. According to this algorithm the leading, lepton vertex, muon is the 

one with the larger transverse momentum with respect to the hadron shower direction. 

The non-leading muon from the decay of charm is expected to have smaller PT than 

the leading muon because it is produced in the hadron shower. 

The implementation of this algorithm involves several steps. 

1. At the beginning theµ+µ- data were classified as Vµ or ilµ-induced by relying 

simply on the measured energies of the two muons (energy selectio_n criterion). 

The criterion was that the leading muon must he the most energetic one. This 

criterion results 1363 Vµ-induced and 434 ilµ-induced µ+ µ- events. Using the 

Charm Monte Carlo (see Chapter 4) we estimated that this algorithm introduces 

2.7 3 anti-neutrino contamination in the neutrino sample and 53.0 3 neutrino 

contamination in the antineutrino sample. The reason for the relatively large 

amount of contamination in the anti-neutrino sample is simply the fact that 

there is a factor of 5.4 more Vµ than ilµ charged-current events. In order to 

reduce the contamination in the iiµ sample we introduced the PT algorithm 

described below. 

2. Using the above definition for the leading muon we calculate the direction of 
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the hadron shower using relativistic kinematics. First, the neutrino momentum 

vector was calculated from the total energy of the event and the vertex posi­

tion. Then by requiring that the total transverse momentum of the out-going 

particles with respect to the direction of the incident neutrino is zero, we ex­

tracted the direction of the hadron shower. The hadron shower direction was 

then used to calculate the transverse momentum and the error of the second 

(non-leading) muon with respect to the direction of the hadron shower. 

3. The definition of the leading muon is reversed ( we assume that the muon 

with the smallest energy was the leading muon) and the transverse momentum 

of the most energetic muon with respect to the hadron shower direction was 

calculated. 

4. A decision about which muon is the leading muon is then made using the fol­

lowing criterion: If the difference between the transverse momenta of the two 

muons is smaller than twice the error (2u) in PT, the leading muon is assigned 

to be the most energetic muon. If the difference is larger than 2u, we assign the 

muon with the larger PT with respect to the direction of the hadron shower to be 

the leading muon. As Figures 3.6a and 3.6b indicate, for neutrino events 11 % of 

the time we have used the energy selection criterion only, and for anti-neutrino 

events 31 % of the time we used the energy selection criterion only. From the 

same figures we also conclude that this algorithm fails to identify correctly an 

event when the values of the two transverse momenta are too close to each other 
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which happens when the angles at the vertex of the two muons are too small. 

As we shall see latter (see Chapter 6) all these events lay at the low Zvi• regime 

( z < 0.05) because Zvi• ,...., fJ!. 

This algorithm found 1522 v-induced and 275 ii-induced opposite sign dimuon 

events. The Monte Carlo estimated anti-neutrino contamination in the neutrino 

sample was about 1 %, and the neutrino contamination in the anti-neutrino sample 

was about 26 %. The transverce momenta of the two muons (with respect to the 

direction of the hadron shower) for the data and the Monte Carlo (See Chapter 4) 

are shown in Figures 3. 7a and 3. 7b for neutrino and antineutrino dimuon events 

respectively. The two distributions (data and Monte Carlo) agree well and this implies 

that the calculation of the neutrino contamination in the anti-neutrin:o sample is 

correct. In order to compare the PT algorithm with the energy selection criterion, 

in Figures 3.8a and 3.8b we show IPTi - PT2 l/2u distributions of neutrino and anti­

neutrino dimuon data selected using only the energy selection criterion. As shown in 

Figure 3.8b there is a 53 % neutrino contamination in the anti-neutrino sample. 

3.4 7r /K Background 

The principal source of background to the µ+ µ- events comes from muonic decays 

of primary hadrons produced at the hadron vertex in a charged-current event ( ver­

tex background) and from muonic decays of hadrons produced in secondary interac­

tions in the hadron shower (shower background). This background mechanism ( ?r /K 
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background ) contributes for 6. 7% of the 11-induced µ.+ µ.- events and 4.2% of the 

ii-inducedµ+µ- events. The calculation of this background is described in details in 

several publications [15, 21, 18] and only a brief summary will be given here. 

The vertex background was calculated from the inclusive primary hadron spec­

tra obtained. for lepton-nucleon interactions in the Lund Monte Carlo program (32]. 

The program was used with its default parameters except two modifications: The 

minimum energy Emin for quark-an_tiquark pair creation was set equal to 0.2 GeV 

instead of 1.1 GeV, and the strangeness-suppression parameter A was set equal to 0.2 

ins~ of 0.3. With these modifications, the program provides a good description of 

fragmentation measurements from 11-N (33, 34) and µ.-p [35) scattering data. 

The subsequent interactions of the primary hadrons produce the sh9wer compo­

nent of the hadron decay background. Muon production from this source, including 

a small (- 10%) contribution from hadronic charm production, has been measured 

with beams of 50-, 100-, and 200-GeV hadrons interacting in the CCFR calorimeter. 

A hadron shower simulation extended the muon-production data over the full range 

of hadron energies and muon momenta. This simulation made use of ?rC fragmenta­

tion data [36], and a hadronic nuclear reweighting scheme [37] to incorporate nuclear 

effects into the hadron Lund Monte Carlo program [32]. 

The total µ+ µ.- had~on decay background to the opposite sign dimuon data was 

113.1 events out of which 101.7 were classified as 11-induced and 11.4 as ii-induced 

using the PT algorithm described in the previous section. All other sources ofµ.-µ+ 
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events (overlay events, trimuons, b-quarks, J /'¢-production etc.) are calculated to 

be small ( < 13). 

3.5 Charm Signal 

The prompt charm signal was extracted from the opposite sign dimuon data after 

subtracting the hadron decay background and consisted of 1420 ""'and 264 ilµ induced 

µ.- µ.+ events. 



Chapter 4 

Monte Carlo Simulation of the 

v-N ucleon Charged-Current 

Events 

4.1 Overview 

We shall describe here the Monte Carlo (MC) simulation of the single muon andµ+µ­

events. This MC simulation consists of three major parts the single muon MC, the 

charm MC, and the CCFR detector MC: 

• The single muon event MC: The single muon MC generates charged-current 

events according to the CCFR structure functions and the QTB neutrino flux. 

We use this MC to correct the single muon data for acceptance and kinematic 

cuts. Comparisons between the predictions of the single muon MC and the 

single muon data provide us with an overall normalization for the charm MC 

as well as with useful consistency checks. 

• The charm MC: The charm MC generates µ+ µ- events using as its input the 

single muon MC output. This MC plays a very important role in the µ+µ­

analysis for two reasons: We use the charm MC to correct the µ+ µ- data for 
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acceptance and kinematic cuts; Comparisons between the charm MC predictions 

and theµ,+µ,- data yield to the measurements of the CKM matrix element IVml, 

the ratio of strange relative to non-strange quarks in the sea, tt, and the charm 

mass parameter me. 

• The CCFR detector MC. Both single muon and dimuon MC generated events 

are input to the detector MC which smears the event variables according to the 

detector resolution and generates event records that are very similar to the real 

data records. 

The MC generated events are analysed identically with the data events. Each MC 

event is associated with two sets of variables: The original variables that the event 

was generated (denoted as X,en) and the reconstructed variables obtained from the 

analysis of the detector MC events (denoted as Xvi.)· For opposite sign dimuon events 

Xvi• and X1en are different because of detector resolution smearing, missing energy 

effects due to the unobserved neutrino in the final state, and contamination. The 

generation and reconstruction of one Monte Carlo event required about 0.33 seconds 

of a CYBER 875 machine. 

4.2 Single Muon Event Monte Carlo 

The simulation of single muon events begins with a model for the QTB neutrino flux 

followed by a model for the physical 11-nucleon charged-current differential cross­

section. The parametrizations for the quark parton momentum densities, necessary 
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for this cross-section model, were extracted from a Buras-Gaemers [38] fit to the 

CCFR structure functions [17, 14, 16] measured using Narrow Band Beam (NBB) 

data. 

The generation process begins by reading in information form the QTB flux files 

about the energy of the incident neutrino, and the position that it interacts in the 

CCFR detector. Next we generate the event, in the (z9en, Ygen 7 Egen) space, according 

to the model for the physical charged-current differential cross-section which takes 

into account isoscalar and radiative corrections. The generation process is completed 

with the calculation of the generated kinematic variables of the event: E~en, q 3-gen, 

fJ~e;', E~e;', and Et::. After this the event is handed to the detector MC which smears 

the generated variables according to the detector resolution and simulates the event 

data record in terms of the variables E='•, 8'/i/, Q!i•' E=!•, and E;:.d. In the three 

following sections we shall describe the different modules that the single muon MC is 

made of. 

4.2.1 The QTB Flux Modeling 

As we mentioned before (see Chapter 2) due to the very high intensity of the secondary 

hadrons, it is not possible to make a direct flux measurement of the Quadrupole 

Triplet Neutrino beam used by E744. A method for determining the flux, the 

y-intercept technique, was developed using the single muon data. According to this 

method the single muon data were split into 11 Evi• bins (0-50-70-90-120-170-220-

280-340-400-500-600-GeV) and into 14 5-inch radial bins. The relative neutrino 
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flux for each (Evi•' R) bin with respect to the {90-120 GeV, R) bin was extracted by 

studying they distributions of the data. After determining the relative neutrino flux, 

the absolute neutrino flux in the {90-120 GeV, R) bin was calculated using: 

1. Measurements of the neutrino-nucleon total charged-current cross-sections com-

ing from the CCFR (NBB) data [22] 

uv / E = (0.669 ± 0.003 ± 0.024) x 10-38 cm2 /GeV 
( 4.1) 

u 0 
/ E = (0.340 ± 0.003 ± 0.020) x 10-38 cm2 /GeV 

2; The number of fully corrected events in that bin. 

The absolute flux for each energy bin is then calculated using the relative flux between 

that bin and the {90-120 GeV, R) bin. This technique gives results consistent with 

those found using a Monte Carlo model of the wide band beam. In the rest of this 

section we describe the y-intercept technique for determining the relative flux. 

The number of neutrino events N observed by the CCFR detector in a given 

( z, y, Ev } bin can be expressed as the product of the neutrino flux ~(Ev, R) times 

the v-nucleon differential cross-section. 

d
2
N(E, R) = ~(E, R) d2u(E) 
dzdy dzdy 

(4.2) 

The flux~ is a function of neutrino energy E and radius R of the event vertex from 

the beam center axis. The differential cross section of neutrino-nucleon deep inelastic 

scattering can be expressed as a function of the kinematic variables z, y as described 
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in Chapter 1. 

_G"-2M_E.,_z [q11{z) + ir{z){l - y)2 + 2k{z){l -y)] 
1t' 

G22ME.,z 
---[q0(z){l - y)2 + q"(z) + 2k{z){l -y)]. 

1t' 

(4.3) 

From equations 4.2 and 4.3 we observe that the flux in each energy and radial 

bin is proportional to the low y-intercept of they-distribution of the charged-current 

events. This is true because at the limit of y approaching zero, the ( 1 - y )2 , ( 1 - y) 

factors disappear. 

lim d"N(E) -
11-+0 dz dy 

t(E) · lim d"u 
11-+0 dz dy 

G22MEz 
- t(E) (q{z) + q(z) + 2k{z)) 

1t' 

By integrating both sides over 0 < z < 1, we obtain 

1
. JN(E) 
1m-~ 

11-+0 dy 

{4.4) 

{4.5) 

where Q, Q, and K represent the integrals of the quark parton momentum densities. 

The relative :Bux between two energy bins is then obtained by dividing the above 

expression evaluated at Ei with that evaluated at E;. The quark density term is 

independent of energy and therefore it drops out. The small Q2 dependance of the 

quark densities is taken into account in the systematic error calculation later. 

dN(Ei) 

t(Ei) = lim Ei dy 
t{E;) 11-+o dz(:;) 

; y 

(4.6) 

The validity of this method is independent of assumptions regarding nucleon struc-

ture, in particular the quark-parton model. 
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The object of the y-intercept technique is to calculate the right-hand side of Equa-

tion 4.6. The y distributions of single muon events, after corrections for acceptance 

and kinematic cuts, were plotted for each Evi• and R bins. Then the relative flux was 

found by fitting dN/(E dy) to a two parameter function of the form a+ b(l - y)3 , 

and extrapolating the fit to y = 0. 

Cl>(E) ex lim _!._ dN =a+ b 
11--0 E dy 

(4.7) 

The lowest y bin (y < 0.05) was excluded from the fit for the following reason: 

The number of events in this bin deviated from the a+ b(l - y)3 form due to an 

excess of events originating from quasi-elastic like processes, including quasi-elastic 

v~p-+ µ.-6_++-+ µ.-7r+p) and coherent pion production from nuclei. A tiny fraction 

(0.13) of the excess events arises from neutrino interactions with atomic electrons 

(inverse muon decay: v~e- -+ µ.-ve)• Since the quasi-elastic like processes involve 

neutrino scattering from nucleons as a whole, the cross sections are independent of 

neutrino energy for E11 > 20 GeV. 

Systematic uncertainties in the fitting procedure are caused by processes such 

as QCD scaling violations which induces Q2 dependences in the quark momentum 

densities, the charm production threshold effects, and the uncertainty in R =<hf <TT. 

The energy dependence of the y intercept due to these effects has been shown to he 

less than 1.53. 
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After the QTB flux was calculated for these 11 E.,. bins a Beam MC was used to 

simulate the shape of the flux within each energy bin. Beam Monte Carlo: First, the 

production of secondary hadrons from primary proton collisions with the beryllium 

target is modeled. An experiment at CERN [40] has measured the cross section, com-

position, and energies of particles produced in 400 Ge V proton-beryllium scattering. 

These results are fit to a three parameter factorized function which is successful in 

reproducing many experimental observations of ltadron-hadron interactions. 

tf'N [ B -Bz l [Cp
2 

-cp l ( ) ( ) -- =A· -e F • --e .L = f ZF x g Pl. 
dpdO. Po 11" 

(4.8) 

p0 is the incident proton momentum; the parameters A, B and C depend upon the 

type of secondary particle, and ZF = p/p0 = P•econdar11 /Po is known as the Feynman 

scaling variable. The above form for the invariant cross section is roughly independent 

of the incident proton energy and is applicable at Tevatron energies of 800 GeV. 

Secondary pions and kaons from the proton-beryllium scattering are traced through 

the beam line elements using the standard DECAY TURTLE {Trace Unlimited Rays 

Through Lumped Elements). This program generates tlte momentum and track po-

sition of each particle in the secondary beam, and a simulation of the decays of tbe 

secondary 11" and K mesons gives the neutrino flux at the Lab E detector. 

Numerical flux corrections [21] were obtained by comparing the E.,. distributions 

of the single muon data and MC. Between energies of 60 GeV to 500 GeV the average 

correction is less than 5% for vertex radii within 40 inches and is between 10% and 

20% for vertex radii greater than 40 inches. 
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4.2.2 The Buras-Gaemers Parametrizations of the Parton Densities 

In order to construct a model for the charged-current differential cross-section one 

needs a parametrization for the quark parton momentum densities (see Equation 1.48). 

For this analysis we have parametrized the parton densities using a modification of 

the Buras-Gaemers [38] model. This model incorporates asymptotically free field 

theories effects and provides us with :c and Q2 dependent parametrizations for the 

momentum densities of the gluons; the valence quarks, and the sea quarks in the 

proton. The free parameters of this model were fixed by comparing the model struc-

ture functions with the CCFR structure functions [16, 17, 14]. The modifications 

include the separation of the valence density into up and down densities, :i:uv( :c, Q2) 

and :cd,,(:c, Q2), different parametrizations for strange sea and non-str~nge sea den-

sities, and the incorporation of some higher order effects. In the rest of this section 

we shall describe the Buras-Gaemers model as well as the fit to the CCFR structure 

functions. 

The Valence Densities. The nucleon's valence momentum density is given by 

:i:V(:c,Q2) = Av(8):c"1<•>(1- z)'12(•) (4.9) 

where 

8 (log(Q
2/A2

)) 
log log( Q~/ A2) 

111(8) 1/10 + 1/11 . 8 
( 4.10) 

1/2(8) - 1/20 + 1/21 . 8 

Av(s) 3 

.8(111(8),112(s) + 1) 
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and the beta-function, 

a( b) = r(a)r(b) 
~ a, r(a + b)' (4.11) 

fixes the number of valence quarks at three. 

The functional form of uv, and du are given by: 

( 4.12) 

(4.13) 

The relative normalization of Uv- to du-quark densities was supplied by the proton 

quark counting rule (a weak form of the Adler Sum Rule): 

(4.14) 

Thus, the nucleon valence density becomes 

Another modification effected the overall normalization of the valence distrihu-

tions: Imposing the Gross-Llewellyn Smith sum rule to fix the total number of va-

lence quarks was abandoned iu favor of allowing the overall normalization to float, 

but retaining the Q2 variation expected of next-to-leading order QCD(39): 

or 

A'(s)= 2Ao (l- 12 ) 
v ,8(111(s),112(s) + 1) 25log{Q2 /A2 ) 

( 4.17) 
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The Sea Densities. Two sea densities, an SU(J)-symmetric piece and a charmed 

piece were considered in Reference [38]. In this analysis, the the charmed component 

was assumed to be zero and the strange sea was allowed to have different shape than 

the non-strange sea: 

:cS(:c,Q2) = As(s)(l- :c)'7•(•) 

:cSS(:c,Q2) = As(s) (71
1
(s) +a+ 1)(1- :c)'1•(•)+a 

77.(s)+l 

(4.18) 

( 4.19) 

where :cS(:c, Q2) is the momentum density for six non..:..strange sea quarks and :cSS(:c, Q2) 

is the momentum density for six strange quarks. The parameter a determines the 

shape of the strange quarks momentum distribution. A value for a > 0 indicates 

that the strange quark momentum density is softer than that of the non-strange 

quarks while a< 0 means that the strange quarks have harder momentum distribu-

tion then the non-strange quarks. For a = 0.0 the two distributions are the same: 

:c$(:c, Q2)=:cSS(:c, Q2
). Since :cSS(:c, Q2) was constructed such that 

j :cS(:c, Q2)d:c = j :cSS(:c, Q2)d:c ( 4.20) 

the amount of strange relative to non-strange quarks in the sea is determined strictly 

by the variable 

2S 
(4.21) 

tt = (U + D) 

defined in Chapter 1. As we shall see later in this chapter, for the single muon 

generation these two parameters were fixed to K = 0.0, and a = 0.0. 
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The various :flavor densities of the sea are expressed as 

- - 1 2 2zu. = 2zu = 2zd. = 2zd = --zS(z,Q) 
2 +" 

(4.22) 

and 

(4.23) 

The Q2-dependance of zS( z, Q2) can be expressed in terms of the its first two ( Q2-

dependent) moments: 

where 

(zS(Q
2
))2 u:~~~:~~: -1) 

- (a:S( Q2))2 - 2 
(zS( Q2))3 

( 4.24) 

(4.25) 

(4.26) 

The Q2 evolution of the (zS(Q2))n are specified by leading-order QCD and are 

given in the reference. Since their evolution is coupled to those of the gluon density, 

zG(z, Q2), it was necessary to parametrize zG(z, Q2). The gluon density parametriza-

tion was of the same form as the sea 

zG(z,Q2) = AG(l - z)710 (4.27) 

IL. The ratio of absorption cross sections for longitudinally and transversely po-

larized w± 's, R, was parametrized as 

2 (1-z)4 
R(z,Q) = 1.5log(Q2/.04) (4.28) 
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As was the case for the valence density normalization, this feature was borrowed from 

the next-to-leading order QCD prediction. 

Fitting Procedure. A total of nine free parameters were used to specify the va-

lence and sea densities: They are 1710 , 171i, 1720 , 172i, and Ao for the valence densities, 

(zS( Q~)) 2 , (zS( Q~))l for the sea densities, (zG( Q~)) 3 for the gluon density, and 

A. The parameter Q~ was fixed at 12.6 GeV2 /c2 (see Equation 4.10). The first two 

moments of the valence density (n=2, n=3), required for the evolution of the sea, 

were computed from A0 , 1710 and 1720 • The second moment of the gluon density, also 

required for the evolution of the sea, was fixed by the momentum sum rule 

( 4.29) 

The extracted NBB structure functions[16, 17, 14] were simultaneously fit to sim-

pie combinations of the "bare" momentum densities: 

l+R(z,Q
2

) ( ( 2 ) ( 2) ( 2)] ( ) l + 4kf2z2 /Q 2 ZUv z, Q + zdv z, Q + zS z, Q 4.30 

(4.31) 

A x2 minimization procedure, incorporating the correlations between the F2 and 

zF3 , ·was used. The errors supplied to the fitting program were calculated from 

the predicted event sums in each (z, Q2 )-biu used in the extraction procedure. This 

method eliminates biases caused by measured points lying above (below) the fit values 

which underestimate (overestimate) the x2 contribution. Table 4.1 lists the fit values 

for the nine free parameters used. In Figures 4.1, 4.2, 4.3, 4.4 we show the functional 
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forms as well as the Q2 dependence of the quark parton momentum densities as 

parametrized by this fit. 

4.2.3 The Physical Differential Cross-Section 

The charged-current differential cross-section model uses Equations 1.48, 1.49 along 

with the parton densities described by the Equations 4.13 4.12 4.22 4.23 4.28 to gen­

erate single muon events. A number of corrections were applied to the quark parton 

densities with the purpose to simulate the physical process. The three most impor­

tant corrections were: The isoscalar corrections, the charm threshold corrections, and 

the radiative corrections. 

Isoscalar corrections: In Chapter 1 we gave an expression for the quark parton 

probability densities for an isoscalar target (see Equations 1.44-47). The iron used 

in the CCFR detector calorimeter is not an isoscalar target. The deviation of an iron 

nucleus from isoscalarity can be expressed in terms of the variable 

VJ= (N - Z)/A = 0.0689 ( 4.32) 

were N, Z, A are the number of neutrons, protons, and nucleons in the iron nucleus. 

We shall describe here the correction applied to the quark parton probability densities 

of Equations 1.44-47 for a non-isoscalar target. The effective quark momentum 
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density (average for a nucleon in iron) "seen" by neutrinos is given by 

{i(zdP + zsP) + AAZ(zd" + zsn)} 

{i(zd + zs) + A~Z (zu + zs)} 

H(l - VJ )zdv + (1 +VJ )zuv + 2zd. + 2zs} 

~{ (1 - VJ )zdv + (1 +VJ )zuv + ~t:zs} 

where VJ = 1 - 2f, while the effective antiquark density seen by neutrinos is 

The effective momentum densities seen by antineutrinos are 

! {(1 +VJ )zdv + (1 - VJ )zuv + - 1
-zs} 

2 2+K 

~ { 1 + K zs}. 
2 2 + K 
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(4.33) 

(4.34) 

(4.35) 

( 4.36) 

( 4.37) 

Charm Production Threshold: About 10% of the v-N charged-current events pro-

duce charm quarks in the final state. Therefore the effects of the charm production 

threshold should be taken in to account in the charged-current cross-section model. 

This is done according to the slow rescaling scheme (8] described in Chapter 1. In this 

scheme, the normal scaling variable z no longer represents the momentum fraction 

carried by the struck quark, hut 

(4.38) 

does. The inclusive cross sections are modeled as a sum of two semi-inclusive cross sec-

tions; charm-producing and non-charm-producing pieces. Correspondingly, the e:ffec-
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tive momentum densities were split into charm-producing and non-charm-producing 

pieces: 

( zS ) " (1 - VJ )zd. + (1 +VJ )zu.., + -- 1v.12 + --zs1v .. 12 
( 4.39) 

2+1' 2+1' 

2zq"oncp 
1 

--zS 
2 +" 

(4.41) 

2z~ 0 (4.42) 

2zq~ 
1 

(4.43) (1 + v1)zdu + (1- v1)zuv + --zS 
2 +" 

2zq!;, 0 (4.44) 

2z~ -
1
-zs1v.12 + -"-zSIYu.12 

2+" 2+" 
(4.45) 

2z~ - -
1

-zSIVa1l2 +-"-zSIYe.12 (4.46) 
2+" 2+K. 

where cp (ncp) indicates charm-producing (non-charm-producing) and IVal, IVa1I, 

IV•I, jV .. I are the Kobayashi-Maskawa matrix elements[9]. 

An extensive discussion on the slow rescaling mechanism was given in Chapter 1. 

Here we shall implement this scheme on the charm producing part of the charged-

current cross-section. The charm producing cross section in the e-variable is obtained 

as shown in Chapter 1 by the transformation: 

2zF~(z) --+ z2{F~(e)tl(l - e) 

F~(z) --+ F~({)tl(l - {) 

z~(z) --+ z{F~({)tl(l - {), 

where the II-function insures sufficient energy transfer to produce charm. 

(4.47) 

(4.48) 

(4.49) 
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In order to preserve the identity 

(4.50) 

under the transformation z -+ e, it is necessary to transform R: 

R(z) 

-+ R'(z) 

(4.51) 

Note R'(z) = R'([R(z)],e) and in general will be different for neutrinos and antineu-

trinos. Substituting R' in Equation 4.50 yields 

(4.52) 

Combining the charm-producing and non-charm-producing contributions to the 

cross sections results in the following physical structure functions: 

z . 
2zFi'(z) = zq~(z) + zf'(z) + eeq~(e) 

2zFf ( z) = zqil( z) + zqii'ncp( z) + ie~(e) 

.., 1 + R( z) ( .., """' ) 1 + R( e) .., 
F2 = 1+4M2z2/q2 zqncp(z)+zq (z) + 1+4M2e2;q2eqcp(e) 

ii _ 1 + R( z) ( ii( ) - ( ) 1 + R( e) -ii 
F2 -1+4M2z2;q2 zq z +z~c:p z) + 1+4M2e2;q2eqcp(e) 

(4.53) 

z 
zF3(z) = zq~(z) - zf'(z) + eeq~(e) 

zFf(z) = zqil(z)- zqii'ncp(z) -ie~(e) 

where Q2 dependance and the 8(1-e) terms multiplying the cp terms are suppressed. 
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The single muon events were generated under the following assumptions: The 

quark sea is half SU(3) ftavour symmetric (1'=0.5); the momentum distribution of 

the strange quarks in the sea sea has the same shape as that of the non-strange 

quarks (a=O.O); the charm mass parameter is equal to me= 1.5 GeV /c2 • 

Radiative Effects: The radiative corrections account mostly for effects where a 

photon emitted by the outgoing muon is absorbed by the calorimeter counters and 

therefore is measured as part of the hadronic energy, E00d, instead of the muon energy, 

E,..1 • The radiative corrections were calculated by using the differential cross-sections, 

constructed from the effective structure functions F;'(ii} presented above, as the Born 

cross-sections. The leading muon mass dependant correction [41 J is reproduced here: 

,P<T'16• _ ,puIJorn aqED I 2mE11(l - y - zy)2 

de4/ - de4' + 2r og µ.2 

x11 t.&l+z2 {yfJ(z-Zmm) [,PuB°""I ]- tPuB°""} +o(Qc/BD\4.54) 
o 1 - z z(y + z - 1) de4/ -=• de4' 2r /' 

•=i 

where 

- zy 
z= ' z+y-1 

_ z+y-1 
y= 

z 
(4.55) 

and 

Zmin = (1-y) (1 + !<1- cosfJw)) (4.56) 

In this expression, aqED is the electromagnetic coupling constant and µ. the muon 

mass. 
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4.2.4 Monte Carlo Normalization 

The single muon event MC was normalized by comparing the number of reconstructed 

events predicted by the MC with the number of reconstructed events in the single 

muon data sample after all cuts. In order to model correctly the acceptance of the 

apparatus this was done for each of the following cases: 11-data recorded witli the 

spectrometer magnet focusingµ.-, 11-data recorded with the magnet focusingµ.+, 11-

data with the magnet focusingµ.-_, and 11-data with the magnet focusingµ.+. The 

four normalization numbers extracted this way were also used to normalize the charm 

MC. In Figures 4.5-4.11 we compare the predictions of the single muon Monte Carlo 

to the single muon data for various kinematic quantities. From these Figures we 

conclude that the single muon Monte Carlo agrees adequately with tlie single muon 

data. 

4.3 Opposite Sign Dimuon Monte Carlo 

The input to the charm Monte Carlo is the normalized neutrino (anti-neutrino) flux 

provided by tlie single muon MC. The normalized flux is calculated by dividing the 

number of normalized single muon MC events, generated in Zgen, Ygen, and Egen, by 

the physical single muon differential cross-section expressed in terms of the kinematic 

Next a set of cuts was applied in order to ensure the each event was capable of 

generating charm in the final state[42]. Each event was required to satisfy: 
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• The charm production kinematic limits expressed as: 

2 
me < ~ < 1 

2ME - tit.-=n -
gen 

(4.57) 

2 
me < < 1 

2ME ~ - 1/gen -
genti;gen 

(4.58) 

• The fan rescaling requirements expressed as: 

(4.59) 

where W 2 is the invariant mass square of the hadronic system, M is the proton 

rest mass, and me is the charm mass parameter. 

• The square of the invariant mass of the hadronic system must be: 

(4.60) 

• The z-component of the momentum of the hadronic system (along the beam 

axis) should point towards the down stream direction. 

After all these criteria were satisfied, µ+ µ- events were generated according the Equa-

tions 1.64 and 1. 71. First the physical differential cross-section for 11-N charm produc-

tion was constructed from Equation 1. 71 using the Buras-Gaemers parton densities 

described in the previous section including the isoscalar and radiative corrections. 

Next, the fragmentation process of the charm quarks into D-mesons was simulated 

using the Peterson fragmentation function [43] and e+e- data [44]. The transverse 

momentum of the D-mesons about the charm direction was modeled using LEBC and 
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neutrino emulsion data[45J data. Finally the decay kinematics of the D mesons were 

simulated using MARK III data (50). 

The ratio of the strange relative to non-strange quarks in the sea "' the strange 

sea shape parameter a, the average semileptonic branching ratio of charmed particles 

into muons Be, and the charm mass parameter me were left as free parameters to be 

fixed by the µ+ µ- data. 

As in the case of the single muon MC, dimuon events generated this way were 

passed through the detector MC which simulated the data records after modeling the 

detector resolution smearing. In the following sections we shall describe the different 

modules that the charm MC is made of. 

4.3.1 Theµ+µ- Physical Differential Cross Sections 

The physical differential cross-section for charm production was constructed from 

Equation 1.64 using the Buras-Gaemers parton distributions shown in Equations 

4.13, 4.12, 4.22, and 4.23 after isoscalar and radiative corrections corrections. 

d2 u~~ :~:~ = G2 :Af E.,e ( q;h11•iea1 ) 

de dy 'Ir _ 

?,:h11neal (4.61) 

x (1 -y + :cy + A(l -y - M:cy)- :Af:cy) e 2E., 2E., 

Where A is expressed in terms of the parametrization for R, shown in Equation 4.28, 

as: 

( 
1 +R ) A= 4M2e2 -1 

1 + Q2 

(4.62) 
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After isoscalar corrections the quark content of the nucleon "seen" by neutrinos pro-

ducing charm is: 

e"1awftcal = ((1 + v1)eu.(e,Q2
) + (l -v1)ed.r(e,Q2

) + (": 2)es(e,Q2
)) 1Vcdl2 

+ (": 2) ess(e, Q2 )1Val 2 

( 4.63) 

while the anti-quark content of the nucleon "seen" by anti-neutrinos producing anti-

charm is: 

(4.64) 

The radiative corrections were applied on the leading muon in the same way as for 

the single muon events. The energy of the second muon is modeled using e+ e- data, 

therefore no radiative corrections were necessary for the second muon. This step is 

completed with the simulation of the leading muon parameters E::;', fl:;', the energy 

of the hadronic system, ytlf!RE110., and the 4-momentum of the charm quark in the 

final state. 

Opposite sign dimuon events are simulated using 

tPu(vN--+ µ+1.c X) = d2u(vN--+ cµ-)D( )B ( --+ X) 
d(, dy dz d(, dy z c c µv (4.65) 

which required a model for the fragmentation of charm into a D-meson, D( z ), and a 

model for the decay kinematics of the charmed particles. These aspects of the analysis 

will he discussed in the next three sections. 
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4.3.2 Charm Fragmentation 

As shown in Figure 1.5 after the the charm quark is produced in the final state, it 

predominately fragments into an-meson by combining with a quark or an anti-quark 

from the sea. The relative rates of producing n·0
' n°' n•+' and n+ mesons are (3 : 

1 : 3 : 1) respectively as expected from charge independence and spin statistics [45]. 

The n•0 decay exclusively into n°, while the n•+ decay ~ 2/3 of the time into n°7r+ 

and 1/3 of the time into n+. Therefore the final ratio of n+ I n° is expected to be~ 

1/3. At low energies (Ev < 40 GeV) though, it is possible the the charm quark will 

combine with a ud pair to create a At baryon. For neutrino energies Ev > 22 GeV 

(similar to the energy range of the dimuon sample) Ats are produced at a rate of 7.6 

% [45] (also see Chapter 6). Therefore at the final state of the reaction we expect to 

have 61.6% n°, 30.8% n+, and 7.6% At. 

We shall describe here the charm fragmentation model we have used in the charm 

MC. The fragmentation process is assumed to be the same for charmed mesons and 

charmed baryons [49] and it is modeled using the Peterson fragmentation function: 

[43] 

1 1 
n( z) "" :; ( 1 e 2 

l-:;-1-z) 

The fragmentation parameter z was defined in Chapter 1 as: 

pD-meaon 

z=---­
pc-quarlc 

(4.66) 

( 4.67) 

where pD-meaon, pc-quarlc are the momenta of the n-meson and the charm quark, 
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and E ~ m!/m~ with m12 being the mass of the light quark that ·combines with the 

charm quark to make the D-meson. Here the parameter E was adjusted. using e+ e-

data collected by the ARGUS collaboration at the DORIS II storage ring[44] as well 

as neutrino emulsion data from the experiment FNAL-E531 (45, 47, 46]. 

The ARGUS collaboration has studied the production and decay of n•+ mesons 

at the T, T' resonance energies. The center of mass energy of the DORIS II storage 

ring was 10 GeV which is dose to the average {<w2 ) ~ 16 GcV of theµ.+µ.- data. 

The fragmentation variable z was defined as: 

where 

pD• 
z=-­

pma.c 
( 4.68) 

( 4.69) 

A x2 fit of ARGUS ·data to the Peterson fragmentation function yielded E = 0.19 ± 

0.03[44). This result is supported. by the CLEO data (48] which yield an E = 0.156 ± 

0~015. 

Using this result we modeled the momentum of the D-mesons as follows: In order 

to imitate the e+e- experime~tal ~ditions the fragmentation process is simulated 

in the W-Nucleon frame with P- defined as 

(4.70) 

Next the fragmea~ion variable z W¥'g~erated. using.the Peterson function and the 
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ARGUS result. At the end the momentum of the D-meson was calculated as 

pD = zpmoe (4.71) 

An independent check of the value of f used in this analysis comes from neutrino 

emulsion data. The experiment FNAL-E531 has reported a value off= 0.076±0.014 

measured at W 2 ~ 58.8 GeV2 [45] which is much smaller than our data(~ 256 GeV2). 

The emulsion data as reported in Ref. [47] were reanalysed with a cut of W 2 > 30 

GeV2 (theµ.+µ.- sample has W 2 > 30 GeV2 ), and the extracted value for E was 

0.181 ± 0.060[46], which is in agreement with the value used for our simulation. As 

we shall see in Chapters 6, 7, and 8 systematic errors to our measurements due 

to f were calculated by varying E from 0.09 to 0.29 which is more that 3 standard 

deviations from the ARGUS measurement of 0.19. 

4.3.3 Transverse Momentum of Charmed Particles 

The transverse momentum of the charmed particles about the direction of the charm 

quark was simulated according to the function 

(4.72) 

The parameter /3 has been measured by the LEBC EHS collaboration studding D-

meson production in pp interactions, and by the neutrino emulsion experiment FN AL-

E531 [45]. For this analysis we have used the LEBC value of f3 = 1.1±0.3( Ge VJ c)-2 • 

An analysis of the E531 data [47] above W 2 of 30 GeV2 gave /3 = 1.21 ± 0.34[46]. 
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The dependance upon {J of the neutrino dimuon contamination in the anti-neutrino 

dimuon sample was studied by varying {J from 0.8 to 1.4. This study showed that the 

contamination dependance on {J is at the level of 2-3 3 and therefore not important 

in our analysis. 

4.3.4 Three Body Decay Kinematics of Charmed Particles 

The decay kinematics of the D-~esons were modeled using a spin-0 three-body decay 

model. In this model the tlie D mesons were allowed to decay according to the MARK 

III collaboration data [50, 51], which measured the branching ratios of the different 

decay modes as 

B(D-+ vµ?r) - 0.06 

B(D-+ vµK) - 0.57 
(4.73) 

B(D-+ vµK•) 0.21 

B(D-+ vµK?r) - 0.17 

At the end of this process we calculated the kinematic variables of the second 

muon,E:", 9:", and E~. The generated hadronic energy was calculated using 

E gen _ Egen Egen E 
hod - Ygen ' v - µ 3 - neutrino (4.74) 

where Encutrino is the energy of the unobserved neutrino from the decay of the charmed 

particle. 
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4.4 The CCFR Detector Monte Carlo 

The detector MC smeared the generated variables according to the detector resolu­

tions described in Chapter 3, and simulated the muon tracks in the CCFR calorimeter 

by filling the calorimeter hit arrays according to the smeared variables. The muon 

tracks were then propagated into the muon spectrometer using the magnetic field 

map and filling the toroid chamber hit arrays. This track simulation includes dE / d~ 

energy loses, multiple Coulomb scattering and catastrophic energy losses. The detec­

tor MC did not simulate neither the hadron shower hits in the drift chambers, nor the 

pulse heights of the phototubes. At the end the MC event"s were analysed the same 

way as the data events (see Chapter 3). In Figures 4.12-4.22 we compare the opposite 

sign dimuon data with the predictions of the Monte Carlo (sum of 7r /K and charm 

Monte Carlo) for the most important kinematic quantities to the dimuon analysis. 

We find that the Monte Carlo simulates the data rather accurately and therefore can 

be used to apply corrections to the data as well as extract our physics results. 



Chapter 5 

Extraction of µ-µ+ Cross-Sections 

5.1 Overview 

Instead of the absolute dimuon cross-sections, we extract the ratios of the dimuon 

to single muon rates ( u ,,.-,,.+ / u ,,.- ). This quantity is more directly obtained, and can 

be converted into an absolute dimuon cross-section on the basis of the single muon 

absolute cross-section [22]. 

It is important to study the opposite sign dimuon rates because: 

• Opposite sign dimuon events in v-Nucleon deep inelastic scattering originate 

predominately from charm production (943) and dimuon rates provide the only 

means of understanding this process and its energy dependence in v-Nucleon 

deep inelastic scattering. 

• Using the di muon production rates we can. test the validity of the slow rescaling 

mechanism for charm production [8, 42, 54]. It is important to mention at this 

point that the slow rescaling mechanism is the most commonly used mechanism 

for the introduction of heavy quark thresholds in neutrino-nucleon deep inelastic 

scattering, and it is applicable not only for charmed quarks but other heavy 

quarks as well. 

• By comparing the opposite sign dimuon rates with those of the charm Monte 
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Carlo for different values of the charm mass parameter, in principle we can 

measure the charm mass parameter, me[l2]. This topic will be addressed in 

Chapter 8 of this thesis. 

• The slow rescaling corrected rates are also used to measure the Kobayashi-

Maskawa martix element IVcdl [28, 11, 56, 9], assuming that the semileptonic 

branching ratio of charmed particles to muons is known from neutrino-emulsion 

experiments [45, 47] and charmed particles lifetimes [50, 51]. This method is 

described in chapter 7 of this thesis. 

U ! h di d ! h d t IYe.1 2 

• smg t e muon pro uct1on rates we can measure t e pro uc " x IYedF1 

[56, 53] which can be converted to a measurement for "' assuming that the KM 

matrix elements are known[lO]. In Chapter 6 we have followed a some what 

different method to measure this quantity using the Zvi• distributions of the 

µ+ µ- data and Monte Carlo. 

Besides the charm production threshold other factors modify the energy dependance 

of the dimuon cross section. These are: 

• The mixture of charmed particles produced in v-N scattering changes with 

energy, hence the average branching ratio changes with energy. Specifically 

tltere is a significant {35%) fraction of A~ produced at low energies ( E11 ~ 22 

GeV)[47] and since the branching ratio B(A~ -+ µ+ + v + X) = .029 ± .005 [50] 

is smaller than that of the other charmed particles like n°' If'' n+ (average 
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branching ratio about 103) it would reduce the visible dimuon rates at low 

energy. Fortunately this is not a problem for this analysis because we only use 

data with E., ~ 22GeV where the A: fraction is ,...., 7.6%[47]. 

• At energies below 100 GeV, the dimuon rates are very sensitive to the choice of 

charm fragmentation functions. For the dimuon rate extraction, we have used 

the Charm Monte Carlo to correct the data for acceptance and kinematic cuts. 

The charm MC (see Chapter 4) simulated the charm fragmentation process 

using the Peterson fragmentation function[43] with the parameter f: set to 0.19 

as measured by the ARGUS collaboration [44). 

• At very low energies a minimum W 2 is required for the creation of a physical 

charmed meson, sometimes called fast rescaling [42, 55, 8], which would also 

affect the observed cross section. 

5.2 Method 

• 

6.2.1 Dimuon Rates and Charm Threshold 

Dimuon rates are extracted as follows : Background subtracted raw dimuon and 

single muon data are binned into six Evi• bins for neutrinos and five Evi• bins for 

anti-neutrinos as shown in Tables 5.1 and 5.2. The Charged-Current and the charm 

Monte Carlo are then used to correct the data for acceptance and kinematic cuts 

(P,., ~ 9 GeV). In addition to these corrections, the opposite sign data were corrected 
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using the Monte Carlo for missing energy due to the unobserved neutrino associated 

with the decay of charm, and v - ii misidentification due to inefficiencies of the PT 

algorithm that identifies an event as v or ii induced. The ratios of the dimuon to single 

muon cross-sections are then calculated by dividing fully corrected dimuon data by 

fully corrected single muon data for each Evi• bin as follows: 

R ( I ) [2µ data - total backgroundJst cuts / 2µ MC acceptance 
ate 2µ 1µ = · 

[1µ dataJst. cuts / 1µ data acceptance 
(5.1) 

The correction factor for the single muons was calculated as follows: 

[1µ MCJst. cuts 1µ data acceptance= ------'-~-'-="'-"--
[1µ MCJgenerated 

[1µ dataJst. cuts / [1µ data]geo. cuts 

[1µ MCJst. cuts / [1µ MC]geo. cuts 

(5.2) 

where the quantities referred as: "generated" represent the number of MC events 

generated in the detector fiducial volume; "standard cuts" represent the number of 

events passing all cuts (see Chapter 3); "geometrical cuts" represent the number of 

events passing all but the Pµ > 9 GeV /c cut. 

This correction is the product of two terms: The first represents acceptance and 

kinematic cut corrections. The numerator is the number of Monte Carlo events pass-

ing the same cuts as the data and the denominator is equal to the number of Monte 

Carlo events generated in the detector fiducial volume. The second term is a small 

correction for reconstruction inefficiency. It corrects for small differences in the mo-

mentum reconstruction between the data and the Monte Carlo. 
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The dimuon data correction is done as follows: 

[2µ. MC] t d d t 2µ. MC acceptance = s an ar cu s 
[2µ. MCJgenerated 

(5.3} 

The Monte Carlo events in the denominator are binned in generated energy bins 

and the 11 - ii assignment is known. In the numerator the events are binned in Evia 

bins and for the 11 - ii assignment we have used the same PT algorithm as we have 

done for the data. Consequently this factor corrects the data not only for acceptance 

and kinematic cuts but also for missing energy effects and misidentification. This 

correction factor depends upon the charm mass parameter ~d its dependance is more 

profound at neutrino energies less than 100 GeV. The reason is that the kinematic 

cut ( P,.. ~ 9 Ge V / c) correction increases as the charm mass parameter increases. 

The dimuon to single muon cross-section ratios for each energy bin are shown in 

Tables 5.1 - 5.8 for values of the charm mass parameter equal to 0.0, 1.3, 1.5, 1.9 

GeV/~. In Figures 5.la and 5.lb we show the dimuon rates with the assumption 

that me= 1.5 GeV/c2
• As expected, the dimuon cross-section rises with energy due 

to the charm production threshold. The effects of charm production threshold are 

significant at low energies and practically diminish above Evi• = 300 Ge V. 

6.2.2 Slow Rescaling Corrections 

Using the opposite sign dimuon rates we can investigate whether the slow rescaling 

mechanism models correctly the production of charm quarks in 11 - N interactions. 

Here the assumption is that if the charm quarks were massless the production rates of 
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opposite sign dimuons would be independent of E..,,, up to a small threshold required 

for the production of a physical D-meson, ca.lled fast rescaling. Therefore using the 

Charm Monte Carlo, where charm is produced in accordance to the slow rescaling 

scheme, we can correct the dimuon rates for the charm production threshold. If the 

resulting rates after applying the slow rescaling corrections become independent of 

energy then the slow rescaling is indeed a correct mechanism for the charm threshold. 

The slow rescaling corrected rates are calculated according to the formula: 

R (2 / 1 ) 
[2µ data - total background]st cuts / ~µ MC correction 

ate µ µ == · 
· [1µ data]st. cuts / 1µ data acceptance 

(5.4) 

Where the single muon acceptance correction is done as before and the dimuon 

slow rescaling correction is given by: 

Mc · [2µ MC me== 1.5 GeV]standard cuts 2µ correction == ----------=-=-==.=....;== 
[2µ MC me== 0.0 GeV]generated 

(5.5) 

This correction factor corrects the data for acceptance, kinematic cuts, missing 

energy, and contamination as well as for the charm threshold effects. To remove the 

charm threshold, the generated Monte Carlo events in the detector fiducial volume 

were generated with me = 0.0 Ge V while the reconstructed Monte Carlo events 

were generated with me == 1.5 GeV (assuming charm mass of 1.5 GeV). All other 

parameters in the charm Monte Carlo were kept the same for both generated and 

reconstructed events. 

Dimuon rates corrected for slow rescaling with values of the charm mass parameter 
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equal to 0.0, 1.3, 1.5, 1.9 GeV/e are shown tables 5.9 - 5.12. In Figures 5.la and 5.lb 

we present slow rescaling corrected rates with me = 1.5 Ge v I e and in Figures 5.2a 

and 5.2b we compare slow rescaling corrected dimuon rates with the charm mass 

parameter fixed at 0.0, 1.3, 1.5, 1.9 GeV /e. The slow rescaling corrected rates of 

Figures 5.la and 5.lb show no energy dependence supporting the validity of the 

slow rescaling mechanism for charm production. As shown in Figures 5.2a and 5.2b, 

the neutrino-induced opposite sign rates exclude a value of zero for me, while the 

antineutrino-induced rates prefer a value lower than 1.9 Ge V / c2• 

In order to estimate systematic uncertainties in the dimuon rates due to the choice 

of the fragmentation function we have extracted dimuon rates with the charm mass 

parameter set to 1.5 GeV /e and the Peterson fragmentation function [43] parameter 

E equal to 0.9 and 0.29. Although this variation corresponds to more than ±3u 

of the ARGUS measurement [44] ( E=0.19±0.03), it is justified because the ARGUS 

experiment measured Eat a center of mass energy of 10 GeV while our data have 

a wide range of (W2 ) 112 with an average of about 16 GeV. The extracted rates are 

shown in Tables 5.13 and 5.14 . The systematic errors due to this variation of the 

fragmentation model are estimated to be: 273(133), 183(123), 113(203), 53(93), 

53(143) and 83(143) for neutrino and anti-neutrino rates respectively and for the 

energy bins shown. In summary for our energy spectrum the average error induced 

due to the uncertainty in the fragmentation function is estimated to be: 83 for 

neutrino rates and 123 for anti-neutrino rates. 
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5.3 Discussion and comparisons 

From the opposite sign dimuon data after slow rescaling corrections as shown in 

Figures 5.la and 5.lb we conclude that the slow rescaling mechanism adequately 

describes charm production threshold in v-Nucleon deep inelastic scattering[52]. In 

order to determine the value of me we have plotted in Figures 5.3 and 5.4 dimuon rates 

after acceptance and kinematic cut corrections against the charm Monte Carlo rates 

with different charm masses. For these plots the data were corrected using the Monte 

Carlo with me = 1.3 Ge V / c2
• It appears that values of me around 1.5 or 1.3 Ge V / c2 

agree with the data better than 1.9 or 0.0 GeV /c2
• This is n~t the most sensitive way 

to measure me because it only examines the threshold curve and disregards the more 

important effect of the slow rescaling mechanism which is: z --+ e = z + m~/2mEy. 

If one wants to measure me he would have to include the z-distributions in the fits. 

This question will be addressed more thoroughly in Chapter 8 of this thesis. 

At the end we have compared our rates with those of the CCFRR[l2] collabo­

ration taken with a narrow band beam and those of the CDHSW[ll] collaboratiou 

taken with the wide band beam. As shown in Figures 5.5-5.8 the agreement is very 

good although the rates of the CDHSW collaboration are consistently lower that 

ours(CDHSW quotes a 103 scale error). The low energy point of the CDHSW data 

could be attributed to smaller average branching ratio due to the At production and 

the difficulties of modeling charm production at very low energy. 



Chapter 6 

Strange Quark Sea 

In this chapter, opposite sign dimuon data are used to extract the amount of strange 

quarks in the nucleon 11., as well as the strange quark structure functions :z:s( :z:) 

and :z:s{:z: ). In addition, we also measure the average semileptonic branching ratio 

of charmed particles into muons. Our strange sea results are in good agreement 

with earlier measurements form CCFRR[12] and CDHSW[ll] collaborations and the 

measurement of the semileptonic branching ratio of charm into muons is found to be in 

excellent agreement with that extracted from neutrino emulsion experiments [45, 47] 

and the lifetimes of the charmed particles taken from e+ e- experiments and FN AL­

E691 [50]. Since our neutrino beam energy was much higher than those of CCFRR 

and CDHSW, we were able to reduce significantly the systematic uncertainties of 

our m~asurements due to the choice of fragmentation function and the charm mass 

parameter. 

6.1 Outline of the Analysis 

We measure the momentum fraction of strange quarks in the nucleon, 11., the strange 

quark sea shape parameter, a {see Chapter 4), and the average semileptonic branch­

ing ratio of charmed particles into muons, Be, by comparing background subtracted 

opposite sign dimuon data with charm Monte Carlo binned in Zvi• bins. The Zvia can 
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be expressed in terms of measurable quantities as follows: 

Zvi• 
,...., E..,E,.,1 02 

2Mvvi• (6.1) 

Vvi• Bnad + E,.,, 

For opposite sign dimuon events, Zvi• is by definition larger than the true momentum 

fraction of the struck quark, zr,;, due to the unobserved neutrino from the decay of 

charm. This neutrino escapes the apparatus and results to a measured Vvi• which is 

smaller than the true v = Enad + E,,., + Eneutr" In the case of the antineutrino-induced 

opposite sign dimuon events, the relatively large amount of neutrino contamination 

{263) results into a similar effect. As we have shown in Chapter 3 (see Figure 3.6b) 

most of the contamination events were selected based on the energy criterion only, 

since the difference in PT was smaller than two standard deviations. For these events 

• 
the non-leading muon is more energetic than the leading muon and therefore their 

Zvi• is larger than the true momentum fraction of the stuck quark. The rest of the 

contaniination events, where the PT difference is larger than 2u could have either 

larger or smaller Zvi• than the momentum fraction of the nucleon carried by the 

struck quark, zr,;. 

The Zvi• distributions are ideal for this measurement because they are very sen-

sitive to all three parameters we are trying to measure(tt, a, Be)· The sensitivity of 

the Zvi• distributions to these three parameters is exhibited as follows: 

• Sea quark momentum distributions vanish at high z therefore low Zvi• data 

(zvi• ~ .30) determine the amount of strange quarks relative to ii and din the 
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nucleon sea. 

• As we have already mentioned about 90 % of the anti-neutrino induced dimuon 

events originate from i quarks (see Figure 6.2). Therefore the Zvi• distributions 

of the anti-neutrino events determine the shape the strange quarks momentum 

distributions, hence the a parameter. 

• About 93% of the neutrino induced events with Zvi• ~ .30 come from d-valence 

quarks whose momentum distributions are relatively well known from our struc­

ture function analysis (see Figure 6.1). Thus, the amount of high z neutrino 

data data determines the average branching ratio of charmed particles into 

muons. 

For this analysis we have assumed the charm mass parameter to be me= l.5GeV, 

the Peterson fragmentation function parameter E = .19 and the Kobyashi-Masbwa 

matrix elements !Vail = 0.220±0.003 and !Val = 0.97435±0.00105. Uncertainties due 

to me and E parameters were calculated by varying E from .09 to .29 (see Chapter 5), 

and the charm mass me form 1.0 to 1.9 GeV /c2 (see Chapter 8}. Systematic errors 

due to IVml and !Val are small when compared with the other errors and therefore 

can be ignored. 

In the second part of this analysis, opposite sign dimuon data, corrected for accep­

tance, .kinematic cuts and slow rescaling, and binned in z bins, are used to extract the 

strange quark structure functions and compare them with those of the non-strange 

sea, extracted from our CCFR-NBB structure function analysis (14, 17, 16, 19, 20]. 
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6.2 Method and Results 

6.2.1 Zvi• fits for ~, a and Be 

After background subtraction, the data and the charm Monte Carlo were split into 

15 Zvi• bins, nine for 11 and six for il, as shown in Tables 6.1 and 6.2. In this context, 

we treat the Monte Carlo event numbers per bin as functions of ~, a and Be. The 

object of this analysis is to determine the values for these three parameters so that 

the charm Monte Carlo prediction agree best with the data. To do this we follow the 

x2 minimization method. A x2 function between the data and the Monte Carlo event 

numbers was formed as follows : 

2 "'"" (Di - P Ki - MCi}2 

x = L-J 
i ( C Hi + P Ki + crixi + crltcJ 

(6.2} 

where the summation is over the fifteen Zvi• bins, Di, PK;, MCi represent numbers 

of events for data, ?r/ K-background, and charm Monte Carlo in the ith Zvi.-bin re-

spectively. The quantity C Hi + PK, in the ·denominator represents the Monte Carlo 

predicted statistical error for the data in the given bin and <Tpx, <TcH are small errors 

due to finite number of events in the background and charm Monte Carlo. We then 

perform as simultaneous x2 fit for the three parameters. Since for every minimization 

we keep the Monte Carlo predicted error constant the process was iterative. After 

three iterations the fit yields: 
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" - 0 46+0.10+0.08+0.03 
- • -0.07-0.04-0.03 

a - 3 2+t.O+o.4+0.2 
- • -0.9-0.4-0.2 

B _ o 112+0.01o+o.003+0.oot 
e - • -0.010-0.008-0.009 

6. Strange Quark Sea 

(6.3) 

with a x2 of 11.02 for 12 degrees of freedom. The first error represents statistical 

uncertainties, the second is systematic due to me, the third is systematic due to 

the fragmentation function. Between the second and the third iteration the results 

changed by less than 0.013. Combining the errors in quadrature we get: 

a - 3 2+1.l - • -1.0 

B 0 112+0.011 
e = • -0.015 

(6.4) 

The value of the parameter " we have extracted from this type of fit, is directly 

correlated with the second moment of the qbar momentum distribution, J zq(z)dz, 

obtained from the Buras-Gaemers fit to the CCFR structure functions[14] and used 

in the Charm Monte Carlo (see Chapter 4). In fact " is inversely proportional to 

the second moment of the qbar momentum distribution. The parameter that is 

independent of Monte Carlo assumptions about the momentum distribution of the 

q bars is 'I• defined as: 

21' Q 
---x-

- 2S _ (" + 2) Q 
T/• - (U + D) - " Q 

1- x-
(1'+2) Q 

(6.5) 

In order to extract 11. we first calculate Q / Q using the Buras-Gaemers parametriza-

tions for zq(z,Q2
) and zq(:e,Q2

) which at the average < Q2 >=16.85 GeV2/c2 of 
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our dimuon data, after acceptance, kinematic cuts and charm mass corrections gives 

s=.1525. Using this number and the expression above we extract: 

0 059+0.013 
11. = . -0.010 (6.6) 

With these values of 77., a, Be the Monte Carlo predicted Zvi• and Q2 distributions 

are compared with those of the data in Figures 6.1, 6.2, 6.3, 6.4, 6.21, and 6.22. 

To verify these results, an alternative method was followed: First, the branching 

ratio was extracted from the neutrino data with Zvi• ~ 0.3. A cut of Zvi• ~ 0.30 

minimizes the systematic uncertainties due to the sea quarks and yields a sample 

of dimuon events produced from scattering off dv quarks. After imposing this cut 

we found 188 good neutrino induced opposite sign events and 21.32 ± 0.67 7r/K-

background. By direct comparison with the Monte Carlo prediction we extract: 

B _ l l l +.010+.003+.003+.001 +.ooe 
e - • -.010-.002-.004-.010-.006 (6.7) 

Where the first error is statistical and the others are systematics due to"' a, fragmen-

tation function and the charm mass parameter. To calculate the systematic errors tt 

was varied by ±.13 and a by ±1.2. The other systematic errors were calculated as 

before. Next, using this branching ratio, we fit for the shape of the strange quark 

distributions and K. using all data except neutrinos with :l!vi• ~ 0.3. The fit yields: 

K. _ 4 7+.o3+.oe+.06+.10 
- ' -.03-.07-.06-.08 

a_ 3 1+.s+.4+.e+.7 
- • -.7-.4-.6-.1 

(6.8) 

Here the first error represents statistical uncertainties and the others systematic un-

certainties due to the branching ratio(±0.010), the Peterson fragmentation function 
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and the charm mass parameter. Combining the errors in quadrature we get: 

" 
- 47+.li - • -.12 

3 1+1.3 
a= · -1.0 

B 111+.0H 
e =. -.018 

{6.9) 

These results provide an independent check of the standard method as well as provide . 
an insight of how the three parameter fit extracts the values for the three parameters. 

The results for " and Be were also verified for the case where the parameter a was 

set to zero {strange sea has the same shape as the down sea). It turns out that while 

the low Zvia data favor a value for a that is not zero, the assumption that a equals 

zero does not alter the values for" and Be {" = .48, Be = .111) but it does change 

the x2 of the fit to 2.8 per degree of freedom. This difference in x2 comes mostly from 

the first zw. bin. The zw. distributions for the a = 0.0 fits are shown in Figures 6.5, 

6.6, 6. 7, 6.8 . Finally a separate analysis, where the assignment of the leading muon 

was based on the most energetic muon {energy selection criterion), showed that our 

numbers are insensitive to the le#ling muon algorithm too (the observed change was 

less than 4% ). 

6.2.2 Correlations between "' a, Be and me 

In order to investigate correlations between the various parameters entering the fit we 

carried a separate analysis where some of the parameters were fixed while the others 

were varied in discrete steps. By far the two most correlated quantities are " and the 

branching ratio Be. This is expected since they enter almost as a produd in the Cl'088 
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section for charm production. As shown in Table 6.5 ,.. and Be are anticorrelated and 

a 103 change in the branching ratio will result to a change in ,.. of about 233. 

Next we change the charm mass parameter me in steps of 0.1 Gelr and observe 

how IC, a and Be change. The results of this study are shown in Table 6.3 . Both ,.. 

and Be are correlated with the charm mass para.meter me and a 103 change of me 

results into about 23 change in ,.. and 13 change in the branching ratio Be. The 

quantities IC and a are basically uncorrelated. 

The effect of changing the E para.meter in the Peterson fragmentation function is 

more pronounced at low energies and diminishes a.bove Evi• of 250 Ge V as shown in 

Table 6.5 . 

6.3 Extraction of xs(x) and xs(x) Fromµ-µ+ Data 

Our previous analysis indicates that there may be a difference in shape of strange 

quark momentum distributions and those of up and down sea quarks. In order to 

investigate this question we compare zs(x, Q2) and :z:i(:z:, Q2) extracted from 11 and ii 

dimuon data with :z:Q(:z:, Q2) extracted from our NBB structure function analysis[14], 

[17), [19), [20). It is important that this comparison is done at the same Q2 range 

with the dimuon data for each :z: bin. 

The method is outlined as follows: 

• First, the background subtracted antineutrino µ+ µ- data were separated into 

twenty Zvi• bins 0.05 wide. Then corrections for acceptance, kinematic cuts, 
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slow rescaling, missing energy and missidentifi.cation were applied using the 

formula: 

~ = DT·CHf"(me = 0.0 GeV/C') 
aCHfEC(me = 1.5 GeV/i') 

(6.10) 

Where ~, DTa represent corrected and raw background subtracted data in 

the iu.. z-bin respectively, CHfFV(me = 0.0 GeV) is the number of Charm 

Monte Carlo events in the ith Zgen-bin generated in the fiducial volume with 

me = 0.0 GeV/c2 , and CHfEC(me = 1.5 GeV/c2 ) is the number of Charm 

Monte Carlo events reconstructed in the ith Zv1.-bin with me = 1.5 Ge V / c2 • 

In the numerator the decision of whether and event was v or ii-induced was 

based on the generated charge of the lepton-vertex (leading) muon and in the 

denominator on the reconstructed charge of the leading muon identified from 

the PT algorithm. This corrects the data for missidentification effects. For the 

neutrino data an additional correction had to be applied in order to subtract the 

d-valence quark contribution. The z-distributions resulting from this process 

represent the strange quark structure functions. It should be mentioned here 

that about 10% of the ii data do not come from a-quarks but from Cl-quarks, 

and 11 % of the v data, after the valence subtraction, come form sea cl-quarks 

(see Chapter 1). 

• Second, from our NBB structure function analysis[l 4, 17], we calculate zq( z, Q2 ) 

at the same Q2 with the dimuon data for each structure function z bin. This 
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quantity can be expressed in terms of the isoscalar structure functions as 

(6.11) 

where zF3(z,Q2), 2zF1(z,Q2) are the nucleon structure functions evaluated 

the the average Q2 of the corrected dimuon data split in the same z bins as 

tl1e structure functions. Recall that the structure functions can be expressed in 

terms of the quark momentum distributions as follows: 

2zF1(z, Q2
) = zQ(z, Q2

) + zQ(z, Q2
) 

zF3(z, Q2
) = zQ(z, Q2) - zQ(z, Q2

) 

This implies also that : 

(6.12) 

(6.13) 

and assuming ",....., .50, the strange quark part contributes about 213 in zQ. 

An additional correction was applied to the zQ(z,Q2
) in order to account for 

Q2 variations of the dimuon data within a structure function z bin. We applied 

this correction according to the following method: 

1. The dimuon Monte Carlo events were split in to the same z bins as the 

structure functions. Then for or each z bin we calculated the Monte Carlo 

predicted Q2 distribution of the dimuon data, / 2 ( Q2 ). The reason that we 

used the Monte Carlo to calculate /ro( Q2) is that the dimuon data do not 

have sufficient statistics to do that. 
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2. Next this correction is applied according to the formula: 

Q ( Q2)- zQ(z,< Q2 >). J /(z,Q2)zQ160D(z,Q2)clQ2 

z COBB z, - zQMoD(z,< Q:I >) x J /(z,Q2)clQ2 

(6.14) 

Where zQ(z, < Q2 >)represents the NBB qbars evaluated at the dimuon 

< Q2 >,and the function zQMov(z,Q2) is derived from a Buras-Gaemers 

fit to the CCFit NBB structure functions[14]. 

• Finally we normalize the corrected dimuon data to the integral 

j zQcorr(z, < q2 >)dz (6.15) 

and compare with zQcorr(z). 

These comparisons are shown in Figures 6.9, 6.10 for all 11 and ii data and Fig-

ures 6.11 and 6.12 for 11-ii data with E., ~ 150 GeV. The mean :t of the strange quark 

and the zq{ z) distributions were found to be consistent: 

< z >-t= 0.0913 ± 0.0052 ; < z >-= 0.0948 ± 0.0119 (6.16) 

extracted form the neutrino dimuon data (see Figure 6.9), 

< z > .. = 0.0947 ± 0.0079 ; < z >.-.= 0.0982 ± 0.0143 (6.17) 

extracted from the antineutrino dimuon data (see Figure 6.10), 

< z >.-.= 0.0827 ± 0.0070 < z > •• = 0.0933 ± 0.0141 (6.18) 
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extracted from neutrino dimuon data with Evi• ~ 150 GeV (see Figure 6.11), 

< Z >mi= 0.846 ± 0.0064 j < Z >ci= 0.0890 ± 0.0264 (6.19) 

extracted from antineutrino dimuon data with Evi• ~ 150 GeV (see Figure 6.12). 

Since at low x slow rescaling corrections become very important, we have repeated 

the process with different charm mass assumptions and in Figures 6.13-6.14, 6.15-

6.16, 6.17-6.18, we show the res~ts for charm masses equal to 0.0, 1.3, 1.9 Ge V / c2 

respectively. In addition in these plots, we also show the Buras-Gaemers fits to 

the qbars, extracted from the structure function analysis, which shows rather good 

agreement except at low z and low Q2
• 

Although more data are required in order to make a conclusive comparison, these 

results indicate that the two distributions are consistent except for a small discrepancy 

in the first x-bin. 

6.4 Direct calculation of B(c-+ µ+ + v + X) 

Throughout the opposite sign dimuon analysis, we have assumed that the semileptonic 

branching ratio of cbarm into muons does not change with energy (in the energy range 

between 30 and 600 Ge V). In order to test this assumption as well as to check our 

measurement of Be, we have calculated this branching ratio using the composition 

of charmed particles produced in 11-N interactions, and measured by the neutrino­

emulsion experiment FNAL-E531[45, 47], and the charmed hadrons lifetimes[50]. The 

branching ratio, calculated using this method, will be used later, in Chapter 7, to 
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extract the CKM matrix element IVa1I· 

The branching ratios of charmed hadrons into muons can he directly calculated 

using : B(D+ --+ e+ + X) = .182 ± .017[10], and the world averages of the charmed 
T(D 

particles lifetimes[50]: 

< T(D0
) >= (4.27 ± 0.10).10-13sec 

(6.20) 

< r(A+) >= (1.66+0•
22 )10-13sec c -0.17 

The lifetimes and branching ratios of charmed particles can he related, according to 

the spectator model, as: 

B(D+ --+ e+ X) - r(n+ --+ e+ X) r(D0 --+ all) ~ r(D0 --+ all) ~ T(D+) ( . ) 
B(.IJO--+ e+ X) - f(D+ --+all) f(.IJO--+ e+ X) r(D+ --+all) o) 

6
·
21 

Using this equation we have calculated the branching ratios of charmed particles: 

B(D°--+ e+ X) = .074 ± .008 

B(At--+ e+ X) = .029 ± .005 (6.22) 

B(D.-+ e+ X) = .075 ± .009 

The types of charmed hadrona produced in in " - N interactiona have been mea-

sured by a high energy 11-emulsion experiment at FN AL. In our range of energies 

(E., ~ 22 GeV) the experiment FNAL-E531 (45, 47] measured: 77.3 D° - .IJO, 52.7 

n±, 10.8 A;, 2.3 n •. 

Finally using the semileptonic branching ratios of the charmed hadrons into muons, 

and the amounts that these particles are produced in ,,_N interactions, we have calcu-
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lated: B( c -+ µ + X) = .110 ± .009, which is in excellent agreement with our measured 

value. In this calculation the lifetime errors were assumed Gaussian-distributed while 

for the errors in the particle numbers we assumed Poisson statistics. 

Using the neutrino-emulsion data(45, 47] we have studied the energy dependance 

of Be. The emulsion data were split into five E., bins and the average branching 

ratio was calculated for each energy bin. We found that the average branching ratio 

of the charmed particles rises with energy and reaches a plateau at 30 Ge V. This 

behavior is due to change in the A: production rate versus energy. The A: spectrum 

diminishes above E., of 40 GeV. For 0.0 GeV ~ E., ~ 22.0 GeV the percentage of A: 

is 35% and for 22.0 GeV ~ E., ~ 40.0 GeV it is 13 %. Since our spectrum starts at 

22 Ge V and between 22 and 40 Ge V we only have 11 % of our acceptance corrected 

data, the effect of the low A: muonic branching ratio is insignificant. Therefore, our 

assumption that the branching ratio is constant with energy, is consistent with the 

neutrino emulsion experiments. The results of this study are shown in Table 6.3 and 

plotted versus E., in Figure 6.19 . 

6.5 Energy dependance of K 

To investigate possible energy dependance of the strange quark sea momentum frac­

tion, tt, we have split the dimuon data into three visible energy bins,(22 - 150 - 250 -

600 GeV) and carried out a separate analysis for each energy bin. For this part of the 

analysis we fixed the semileptonic branching ratio of charmed particles to the value 
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calculated &om the emulsion data (Be= .110± .009) and we fit for the strange quark 

momentum &action in the sea,"' and the strange sea shape parameter, a. For each 

energy bin we have calculated: 

" - o 4s+o.o&+o.os+o.u+o.ie 22 Ge V <_ E..;. < 150 Ge V 
- • -0.0&-0.08-0.08-0.11 ·-

" - 0 45+o.M+o.OT+o.os+o.os 150 GeV <_ E..;. <_ 250 GeV 
- • -O.ot-0.07-0.03-0.07 ·-

(6.23) 

• - 0 52+o.oe+o.oe+o.M+o.08 250 GeV < E < 600 Ge V ... - • -0.0&-0.07-0.0f-0.08 - .u -

Were the first error is statistical and the rest are systematic due to uncertainties in 

the branching ratio, the &agmentation function and the charm quark mass parameter. 

Adding the errors in quadrature yields: 

" = 0.45:!:~:~~ 150 Ge V ~ E.u ~ 250 Ge V 
(6.24) 

" = 0.52:!:~:~~ 250 Ge V ~ En• ~ 600 Ge V 

" = 0.48:!:~:~; 22 Ge V ~ En• < 600 Ge V 

From these results we conclude that our data does not indicate any energy dependence 

on "· These results are also plotted in Figure 6.20. 

It is important to mention that the systematic uncertainties due to the fragmenta-

tion function and the charm mass decrease with E.u. This follows &om the fact that 

one u change in the Peterson fragmentation function E causes a change in " of 8%, 

6% and 3% respectively for the energy bins shown, while for the entire energy range 

we observe a 4% change in "· Also for the charm mass systematics, we calculate that 
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a 10% change in the charm mass parameter will cause a change in " of 13%, 7%, 

4% respectively for the energy bins shown here. Over the entire energy spectrum we 

observe a 8% change in " for a 10% change in the charm mass parameter. Details 

about this calculation can be found at Tables 6.5, 6.6, 6. 7, 6.8. 6.9. 

6.6 Discussion 

From the analysis of our dimuon data we conclude that: 

1. The amount of strange quarks in the sea about is half of that expected from full 

SU(3) O.avotir symmetry and independent of energy for visible neutrino energies 

between 30 and 600 Ge V. 

2. The value we have extracted for 11. = 0.059:g:g~~ which corresponds to K.=0.46:g:~, 

is consistent with those from the CDHSW collaboration[ll](K.=0.52±0.09) and 

the CCFRR collaboration[12] (K.=0.52:g:~D· It should be mentioned here that 

both these measurements were extracted assuming IVcr11 2/IYc.l2=0.056±0.005 

while we have assumed IVcr11 2/IYc.l 2 =0.051±0.001[10]. This 10% difference of 

the Kobyashi-Maskawa martix elements amounts for most of the difference in 

our values. 

3. The average semileptonic branching ratio of charmed particles into muons is 

found to be Be = 0.112:g:g~~ which is in agreement with that calculated from 

the neutrino emulsion experiment FNAL-E531 and the world averages of the 
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life times of charmed particles (0.109±0.009). 

4. Finally the strange quark structure functions are consistent with those of d and 

u except for a small discrepancy at low-z. 

5. For our range of Q2 ( < Q2 > = 16.85 GeV /c2 ) we obtained the best fit to 

the data when the strange quark momentum distributions were parametrized 

K +1~ 

as follows: 2zs(z) = 2zi(z) = xl.482(1 - :1:)10•136
-1.0. 

(K + 2) 



Chapter 7 

The Kobayashi-Maskawa Matrix 

Element vcd 

7 .1 Introduction 

An important parameter of the standard model, the Kobayashi-Maskawa matrix el­

ement Vet1, can be accurately determined from the neutrino production of opposite 

sign dimuon data. This matrix element enters the dimuon production cross-section 

as a ll1cdl 2 factor for the d-quark part, and determines the amount of d-quarks that 

produce charm. We present here the first high energy measurement of IVc:c1I coming 

from 11,. and ii,.-Nucleon opposite sign dimuon production. There is a previous low 

energy measurement of this quantity by the CDHSW collaboration [11, 56] with sub­

stantial systematical errors due to uncertainties in the charm fragmentation function 

and the charm mass parameter. These systematic uncertainties are important for low 

energy experiments (CDHSW) and gradually diminish as the 11-beam energy becomes 

higher ( eg. at Tevatron energies). The measurement presented here, comes from a 

high statistics, high energy experiment and its uncertainty is mainly dominated by 

statistical errors. 

In order to extract Vet1 from the opposite sign dimuon data we have followed two 
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methods: The first comes from the opposite sign dimuon rates and the second from a 

shape analysis of the Zvi• distributions of the data versus Monte Carlo. Both methods 

give similar results which are presented in this chapter. 

7 .2 Extraction of Ycd from the Dimuon Rates 

7.2.1 Description of the method 

We present here the first method and results for extraction of the K.M. matrix element 

IYcdl from the opposite sign dimuon rates. It is the same method that the CDHSW 

c~llaboration used to extract their result[ll, 56]. This method is based on the fact that 

the ~atios of cross sections of neutrino and anti-neutrino induced opposite sign dimuon 

events versus those of the single muon events are directly related to the product of the 

square of the KM matrix element times the semileptonic branching ratio of charm into 

muons, Bex IVa11 2
• It can easily be shown by integrating over JQ.; (scaling variable) 

the quark-parton model differential cross sections for v,., v,.-Nucleon charged-current 

interactions and those for charm production (see Equations 1.51, 1.55, 1.56) that: 

B IV. 12 = (2/3)[(u;',./ui,.) - R(u;',./o{',.)] 
e a1 (1 - R) (7.1) 

where R = o-11/<T" = .508 ± .018 is the ratio of anti-neutrino to neutrino-Nucleon 

total cross-sections and Be is the semileptonic branching ratio of charm to muons. 

The basic idea behind this formula is that we subtract the anti-neutrino dimuon 

rate from the neutrino dimuon rate scaled to cancel the sea quark part of the cross-
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sections. The remaining part is the d-valence quark contribution which gives us the 

product Be x jVcdl 2 • There are two assumptions built into this formula. First we 

have assumed that the simple parton model with no Q2 dependences of the parton 

momentum distributions is correct and second that the charm quark is massless. Over 

the Q2 range of the dimuon data (see Figure 6.21) the integrals of the quark parton 

densities change very little (see Figures 4.2-4.4). Therefore the first assumption is 

reasonable. The second assumption requires that we use slow rescaling corrected 

rates for our calculations. After extracting Be x 1Vcdl2 from the dimuon data, we use 

the branching ratio B( c---+ µv,sX) derived in Chapter 6 from the v-emulsion data and 

the charmed particles lifetimes in order to extract IVcdl· 

7.2.2 Extraction of IVcdl 

The method of extraction of the slow rescaling corrected total dimuon rates is iden-

tical to the one described in chapter 5. Using that method we correct the data for 

acceptance, kinematic cuts and slow rescaling assuming that the mass of the charm 

quark is me = 1.5 GeV /c2 and that the Peterson fragmentation function parameter 

is E = 0.19 . Systematic errors from the charm quark mass and the Peterson frag-

mentation function are calculated by varying me from 0.0 to 1.9 Ge V / c2 and E from 

0.09 to 0.29. With these values for me and E the slow rescaling corrected total rates 

<T"' 
were: ::' = (9.62 ± 0.31) x 10-3 for neutrino induced opposite sign dimuons and 

<1'1,s 

~ 
;;" = (11.73 ± 0.77) x 10-3 for anti-neutrino induced opposite sign dimuons. Direct 

<1'1,s 
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substitution of these values to formula (7.1) yields: 

Be X IVa112 = (0.496 ± 0.068 ± 0.042 ± 0.055) X 10-2 (7.2) 

where the first error is statistical, the second is systematic due to the uncertainty in 

the charm quark mass, and the third is systematic due to the fragmentation function 

uncertainty. Adding the errors in quadrature, yields: 

(7.3) 

Next we use the semileptonic branching ratio of charm into muons, Be = 0.110±0.009, 

derived from the neutrino emulsion data (FNAL-E531) and the charmed particles 

lifetimes, to extract IVa1I: 

IVa1I = 0.212 ± 0.017 ± 0.009 ± 0.012 (7.4) 

Again the first error is statistical the second is systematic due to the charm mass and 

the third is systematic due to the fragmentation function. With the errors added in 

quadrature, we obtain a value for IVa1I of: 

IVa1I = 0.212 ± 0.023 (7.5) 

The total rates used for the calculation of our systematic uncertainties due to the 

charm mass and the fragmentation function are shown in Table 7 .1. 
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7.3 Extraction of IYcc1I from the µ,+ µ,- Zvi• distributions 

7.3.1 Introduction 

In this section, we present a method a11d results for the extraction of the Kobayashi-

Maskawa matrix element Vcx1 from a shape analysis of the Zvi• distributions of the 

opposite sign dimuon data. As we have .mentio11ed before the dimuon Zvi• event 

distributions can be decomposed into three components: dimuon events were the 

charm quark is produced off dvafena, d, ands quarks. Each of these three components 

appears in the dimuon cross section with different weight or proportionality constant, 

which are: BcxlVcx11 2
, ( 

1 
) xBcxlVcx11 2,and ( K ) xBcxlYc.12 and represent the 

K+2 K+2 

relative amount of dimuon events produced by dvafena, d, and s quarks respectively. 

This method is similar to the one we used in Chapter 6 for the extraction of the 

strange sea results. The difference is that now we keep the parton distributions 

fixed and we fit for the three proportionality constants mentioned above. This is 

a more accurate method than the method described above from the dimuon rates 

because it also utilizes the shapes of the Zvi• distributions and their relationship with 

the KM matrix elements. An advantage of this method is that it does not require 

assuming the simple parton model distributions and the zero mass of the charm. The 

charm Monte Carlo we use directly implements QCD non-scaling effects through the 

Buras-Gaemers[38] parametrization of the parton distributions and the slow rescaling 

mechanism for charm production. For the extraction of Bcl'VcdF', we assume that the 

charm mass parameter me = 1.5 GeV /c2, the Peterson fragmentation parameter 
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.:=0.19, and the strange sea shape parameter a=2.3. 

7 .S.2 Method Bild results 

In order to perform the zv1. fits, we split the data into 15 Xvi• bins (9 for neutrinos and 

6 for antineutrinos) as shown in Tables 6.1 and 6.2 and used the same x2 function 

,used in chapter 6, to compare data and Monte Carlo. In this case we fit for the 

following parameters: ( " ) XBclYc.1 2
, ( 

1 
) xBe:IVa112

, BclVcdl2
• Recall from the 

"+2 1'+2 
dimuon production formulas that the first quantity is associated with charm quark 

production from strange quarks, the second from down sea quarks and the third from 

the d-valence quarks( neutrinos only). We extract Vcd from the third quantity using the 

branching ratio of charm from the emulsion data and the charmed hadrons lifetimes 

as before. In addition to this, we also use the first quantity to extract a limit for the 

K.M. matrix element ~Val· The second quantity gives much poorer determination of 

IVa1I and is not used for physics results. The fit yields: 

( " ) XBclYul2 -
"+ 2 

(0.191~:=> x10-1 

{ l ) XBclYa112 

"+ 2 
(0.318 ± 0.430) x10-2 (7.6) 

BclVa1l2 - (0.534 ± 0.050) x10-1 

and the x" of the fit was 10.89 for 12 degrees of freedom. In order to calculate 

systematic errors due to ·the charm mass and the fragintm.tation function; we haVe 

repeated the fiL for the cases were the charm mass parameter was set to 0.0, 1.0, 

1.9 GeV /c2 and the Peterson fr8gmentation function parameter E was set to 0.09 
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and 0.29. The results of this study are shown in Table 7 .2. After including these 

systematic errors, our result is: 

(7.7) 

where the first error is statistical, the second systematic due the uncertainty in the 

charm mass and the third is systematic due to uncertainty in the fragmentation 

function. As we did before, we can use the average branching ratio derived from the 

'neutrino-emulsion data and the charmed particles lifetimes (Be = 0.110 ± 0.009) to 

extract: 

(7.8) 

Where the first error is statistical and the rest systematic due to the charm mass and 

the fragmentation function. Combining the errors in quadrature we get: 

(7.9) 
0 220+o.o1& 

• -0.018 

We see that this method determines IYcdl more accurately than the previous rate 

method hut agrees with it. 

7.3.3 Limit on IYc.I 

The results of the :Cvi• fit for the first quantity, ( "' ) x Be x I Yc. r'' can he used to 
"-+ 2 

set a limit on IYc.I. We first shall set a limit without including systematic errors due 

to the charm mass and fragmentation function, which can be directly comparable to 
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the limit set by the CDHSW collaboration [11], and then we proceed to include the 

systematic errors due to the fragmentation function and the charm mass parameter. 

From the Zvi• fit, we already know that: 

(7.10) 

Next, we use the fact that the parameter K. obeys the boundary condition: 

(7.11) 

in order to conclude that: 

B x 1v. 12 > (o.573+0.1os) x 10-1 c c• - -0.117 (7.12) 

Then using Be = 0.110 ± 0.009 we derive that: 

IYc.I ~ 0.122 ± 0.019 (7.13) 

which at 903 confidence level gives sets the following limit for !Ye.I: 

!Ye.I ~ o.a20 (7.14) 

If we include systematics due to the fragmentation function and the charm mass 

parameter (see table 7.2) the results above should be modified as follows: 

(7.15) 

where the first error is statistical, and the rest are systematics due to the charm mass 

parameter and the fragmentation function. By combining the errors in quadrature 
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we get: 

(7.16) 

This result directly implies that: 

!Ye.I ~ o.516 (7.17) 

at 90% confidence level. 

The CDHSW collaboration has set a limit of !Ye.I ~ 0.59 without including the 

fragmentation and charm quark mass systematics which is consistent with our results. 

7 .4 Discussion and Comparisons 

We have measured the Kobayashi-Maskawa matrix element IVcdl using opposite sign 

dimuon data with a much better precision than previous determinations [11, 56]. 

Our measurement of IVcdl = 0.220::!:g:g~: can be compared with that of CDHSW 

collaboration which using a low energy wide band beam has measured BclVcdl2 = 

(0.41 ± 0.07)10-2 [11]. Combining this value with Be = 0.110 ± 0.009, yields to a 

value for IVcdl = 0.19±0.02 which is consistent with our measurement. The CDHSW 

measurement though does not include systematic errors, due to uncertainty in the 

fragmentation function, which are the dominant errors at low energies, or the 10% 

scale error they quote for their dimuon rates. If those uncertainties were to be in-

eluded in the error calculation, to our opinion, their errors would increase by a fac-

tor of two giving IVcdl = 0.19 ± 0.04. In addition to the extraction of IVcc1I, we 
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have also set a lower limit for the KM matrix element IYc.I ~ 0.516 at 90% con­

fidence level which is consistent with the latest measurement by the experiment 

FNAL-E691 of !Val = 1.01 ± 0.06 ± 0.08[50] and the MARK III measurement of 

IVml2 /IYc.l 2 = 0.057:!t:: ± 0.005 [50). 



Chapter 8 

Charm Mass Measurement 

8.1 The slow rescaling mechanism and the charm mass pa­

rameter 

We present here a measurement of the charm mass parameter m1a within the frame­

work of the slow rescaling mechanism for charm production, using the opposite sign 

dimuon data. Precise determination of this parameter is important for measurements 

of sin21J"' coming from neutrino nucleon deep inelastic scattering and at present is 

the largest theoretical uncertainty in tlte value of sin2 1J"' [13). There are several ways 

to estimate the value of this parameter. The perturbative origin of me would suggest 

a low (current-) quark mass of ~ 1.35 Ge V / c2 [13], while another argument which 

comes from the mass of the J/1/J (cc) implies that me~ MJN/2 = 1.55 GeV/c2 [10]. 

As we discussed in chapter 1 of this thesis, heavy flavour production in neutrino 

nucleon interactions can be described by the slow rescaling mechanism [8, 53, 42]. 

According to the slow rescaling mechanism, when a heavy flavour, like charm or 

bottom quark, is produced in the final state, the nucleon structure functions do no 

scale with :c = Q2 /2M Ey (Bjorken scaling) but with e = :c + m'iI/2M Ey. The 

parameter mH is the mass of the heavy quark produced in the final state and it is 

the only free parameter of the slow rescaling model left to be fixed by the data. In 
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Chapter 5 we showed that the slow rescaling mechanism adequately describes the 

charm production threshold and, in this chapter, we shall give the best value for me: 

predicted by our data. 

In order to extract the charm mass parameter me: form the opposite sign dimuon 

data, one has to decide which are the kinematical variables of the data that are most 

sensitive to the charm mass parameter. We have done this by studding the charm 

production cross-section within the context of the slow rescaling mechanism. Recall 

that in accordance with the slow rescaling mechanism, the charm production channel 

is accessible when m!/2M E ~ e ~ 1 and m!/2M Ee ~ y ~ 1[42]. In this scheme 

the differential and the total cross sections for charm production are given by the 

formulas: 

(8.1) 

11 11 d2u 
u(v + N -+ µ- + c + X) = d( dy x dtd 

m~/2ME mU2MEt 1,_ Y 
(8.2) 

where Mis the nucleon mass, S = E!n = 2ME.,, and !Vc:GI, IY.:1 1 are the K.M. matrix 

elements. From these formulas, one concludes that the kinematic quantities of the 

opposite sign dimuon data that are sensitive to the value of the charm mass parameter 

are: 

• The z distributions, because the effects of a heavy quark thresholds appear first 

at low z (z ~ Q2/(Q2 + mi))[8]. According the slow rescaling mechanism, at 

the presence of thresholds the correct scaling variable is e = Zr,;+ m!/2M Ey 
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and not z,,;. Therefore the expected shape of the z distributions ci,epends on 

the charm mass parameter, me. 

• The low Yvi• spectrum {Yvi•={Eµ3 +EH)/ Ev) and the average Yvi• of the data[53]. 

This can he easily seen from the total cross section formula where the lower limit 

of the y integration is m~/{2M Ee) and not zero whenever a massive quark is 

produced. This implies that the heavier the charm quark, the larger should be 

the average Yvi• of our events (i.e. the threshold shows up at low z and high y ). 

• The energy dependence of the dimuon rates (threshold behavior). Since the slow 

rescaling mechanism mainly introduces a heavy quark threshold, a kinematic 

quantity of the dimuon data that one has to include in any charm mass study 

is the energy dependance of the dimuon cross sections {threshold behavior). 

Our opposite sign dimuon sample was extracted with a 9 GeV /c momentum cut 

for both muons. This cut is effectively a low y cut due to the minimum energy 

requirement for the non-leading muon which enters the expression for Yvi•· Monte 

Carlo studies indicated that this cut severely reduces our sample from the low y 

sensitivity to the me parameter. Therefore, we are limited to studies of Zvi• and Evi• 

for the cltarm mass extraction. 

The basic method is an extension of the fitting method we used in Chapter 6 in 

order to extract the strange sea results. We compare background subtracted data 

split into Xvi• and Evi• bins with the prediction of the Charm Monte Carlo, leaving 

as free parameters to be fixed by the data the strange quark fraction of the sea, tt, 
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the strange sea shape parameter a, the semileptonic branching ratio of charm into 

muons Be, and the charm mass parameter me. 

8.2 · Charm Mass flt from µ~ µ± data 

In order to extract the charm mass parameter from the µ.~µ.±-data we have used the 

following method: First the background subtracted data and Cha.rm Monte Carlo 

·events were split into five Evi• bins ( 22 - 80 - 110 - 200 - 300 - 600 Ge V) and each 

energy bin was split into ten x,,,. bins. The 10 :Cvi• bins were (0.00 - 0.05 - 0.10 - 0.15 

- 0.20- 0.25 - 0.40 - 1.00 for v-data, and 0.00 - 0.05 - 0.10 - 1.00 for ii-data) as shown 

in Tables 8.1 and 8.2. In this context we treat the Charm Monte Carlo event number 

for each (x,n.,Evi•) bin as a function of four parameters, the strange quark fraction of 

the sea, tt, the strange sea shape parameter, a, the semileptonic branching ratio of 

charm into muons, Be, and the cha.rm mass parameter, me. Note that although our 

main goal is to extract the charm mass parameter, me, the other three parameters 

have to be included into the fit in order to obtain the proper errors for me. For this 

fit the Peterson fragmentation function parameter E is fixed to 0.19 as predicted by 

the ARGUS data[44) (see Chapter 4, 5). 

These four parameters are to be fixed by a four parameter fit between the data 

and the Charm Monte Carlo. In that sense this method is an extension of the method 

used in chapter 6 to extract the strange sea results, with more information added into 

the fit (energy evolution of dimuon x,,,. distributions) and one more free parameter 
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(charm mass) added. Next in order to compare the background subtracted data with 

the charm Monte Carlo predictions we have used a x3 function of the form: 

(D· · - PK· · - MG· ·)3 
3 ~ '·' ,,, ,,, x = L.J 

'
. ,· (G Hi,,. + P Ki,; + uj,K· . + ul!0 . . ) ' . ., ,,, 

{8.3) 

where the index i runs over the five energy bins and the index j runs over the ten 

Xvi• bins, and D(i,j), PK(i,j), GH(i,j) are the µ=r-µ±-data, 7r/K-background and 

Charm Monte Carlo event numbers respectively. In the denominator instead of u3ata 

we have used the Charm Monte Carlo predicted number of events since this is more 

appropriate when we have bins with very small number of events[57). This requires 

that the fit is done in an iterative way. 

After three iterations the fit yields: 

.,. - 0 44+0.09+0.07 
"' - • -0.07-0.03 

Cl - 3 9+1.t+0.7 
- • -1.0-0.7 

{8.4) 

where the first error is statistical and the second systematic due to uncertainty on 

the Peterson fragmentation function and it is found by varying E between the values 

of 0.09 and 0.29. The x3 of this fit was 41.8 for 46 degrees of freedom. The x3 .as a 

function of the charm mass is shown in Figure 8.1. Our final values with the errors 
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added in quadrature are: 

"" - 0 44+0.ll 
'" - ' -0.0T 

a - 3 9+1.3 
- • -1.2 

B 0 109+0.011 
e = . -0.010 

m - 1 31+0
•
64 GeV/c2 

e - ' -0.48 

8. Charm Mass Measurement 

(8.5) 

Using Q/Q - .153, our result for r;. can be converted to 71, = 0.057:!t~:. In this 

fit the charm mass parameter is insensitive to the strange sea parameter a while it 

is positively correlated with the strange sea fraction r;. and the branching ratio Be. 

These correlations are shown in Fig 8.2 and 8.3. In Figure 8.4 we show the Zvi• 

distributions of background subtracted opposite sign dimuon data, and charm Monte 

Carlo generated according to the results of this fit. 

8.3 Conclusions 

We have measured the charm mass parameter me= 1.3t!t: GeV /c2 within the slow 

rescaling scheme using opposite sign dimuon data. This implies that a theoretical 

uncertainty on ain2 fJw due to the charm threshold of Aain2fJw=:!tgg;. Higher statistics 

and lower muon momentum cuts are required for any future dimuon analyses in 

order to reduce these errors. New experimental data from this group (CCFR) are 

currently being analysed with a 4.5 GeV /c muon momentum cut and a factor of four 

more statistics, giving access to low y kinematic regime which is expected to reduce 

significantly the uncertainties for the me extraction. 
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Appendiz B 

E7 44 Detector Readout 

Electronics 

Given that one of the main goals of the E744 experiment was to obtain a large sta­

tistical sample of neutrino-nucleon interactions, two important considerations shaped 

the basic design of the E744 detector readout electronics: 

• The structure of the Quadrupole Triplet neutrino beam, delivering every 60 

seconds three 2 msec long beam spills separated by 10 sec, demanded that the 

readout electronics were able to record as many neutrino events as possible dur­

ing those 2 msec beam spills (pings). Considering also that a fully functioning 

detector would produce approximately 7.5 103 data words per event, as well 

as that a typical computer bus operates at ,..., 2-4 µsec per word transfer, it 

becomes evident that it was impossible to read out the system on an event-per­

event basis. During the spill the data had to be recorded with very small dead 

time and then stored locally into fast multiple event memories. Then during 

the 10 sec between pings, when there is no beam delivered, the data could be 

passed out to the computer at the low computer bus speed of 4 µsecs per word. 

This brought up the necessity for very fast ECL electronics and relatively large 

local memories capable of storing up to 32 events per ping. 
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• During the 2 msec of The QTB fast spills the detector records two basic cate­

gories of events: Neutrino induced events which are useful for physics analysis 

and "noise" events caused by cosmic rays and beam muons. The second cate­

gory of events are not useful for physics analysis and had to be dropped from 

the data sample1 • For this reason a trigger system had to be implemented to 

select the neutrino-induced events from the cosmic ray and the beam muon 

events. The trigger system classified the neutrino-induced events into charged­

current and neutral-current induced events and allowed a small portion of beam 

muon and cosmic ray events to be written on tape for alignment and calibration 

purposes. 

In the following sections we will describe the trigger logic, the readout electronics, 

and in general the whole process of data taking. 

B.1 Detector Triggering 

A 250 nsec NIM pulse called ADC GATE indicated to the electronics that a "valid" 

event had occurred and therefore should be written into the memories. The ADC 

GATE is the output pulse of a complicated trigger system programed to classify an 

event as "valid" or "not-valid" based on a set of conditions and requirements that 

we will be discussed below. The ADC GATE was issued for three basic categories of 

1 Except for physics reasons, the limited si1e of the electronics buffers made it impossible to accept 

event occurring during the 2 msec that the detector was alive. 
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events: neutrino-induced events, beam muon and cosmic ray events, and test events 

produced for testing and calibration purposes. The logic of the v-induced and beam 

muon events was summarized into 6 bits (TR1...TR6), the so called triggers, of which 

the most important are: 

Trigger 1. The trigger 1 logic was designed with the purpose to collect the 

class of charged-current events which had the final state muon (muons) momentum 

analysed after passing through the spectrometer. It is from this category of events 

that the dimuon sample comes from as well as most of the single muon sample used 

for structure function analysis. This trigger makes decisions based upon information 

provided by the TDC's (s-bits) connected to the calorimeter counters and the trigger 

counters T2 and T3 in the spectrometer.2 The trigger 1 logic is shown in Figure B.l. 

There are two basic topologies of charged current events covered by the logic 

of this trigger: 1) Those that occur in the calorimeter but relatively close to the 

toroid so the muon penetrates the first two toroid carts and registers both on T2 

and T3 counters. 2) Those that take place some what away from the spectrometer 

and range out in the second toroid cart after firing the T2 counter but not T3. The 

first category requires that at least 2 out of the 4 calorimeter counters closest to the 

toroid, the T2 counter, and the T3 counter, register a signal corresponding to one 

minimum ionizing particle (MIP) while the bits of the veto wall were off (VETO) 

indicating that there was a neutrino event and not a trigger generated by a beam 

2The T2 counter is in logical OR with the two hodoscope counters Hl and H2 extending above 

it. Similarly the T3 counter was in logical OR with the H3 hodoscope. 
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muon. The second category required that a MIP signature was found in: at least 

two out of four calorimeter counters S9 .. S12 (end of cart 1), and at least two out of 

the four first counters Sl. .. S4 (beginning of cart 1), the T2 counter (first toroid gap) 

and VETO. It should be mentioned here that the two most upstream calorimeter 

counters were included in the VETO logic, thus making the efficiency of the veto wall 

almost 100%. This is very important since muons coming from the beam and going 

through the calorimeter and the toroid would satisfy all the Trig 1 conditions and 

register as charged current events. The efficiency of this trigger was tested against 

a muon penetration trigger (trigger 3) relying only on information from independent 

groups of calorimeter counters and found to be above 99%. During data taking the 

trigger 1 rate was about 3.8 events per 1012 protons on target (POT) yielding an 

average rate of 5 events per fast spill with a maximum of 15 events per fast spill. 

The trigger 3 rate was 3.7 events per 1012 POT. Approximately 95% of the trigger 1 

events were good physics events. 

Trigger 2. The logic of this trigger is designed to in order to collect neutral 

current events for studies and extraction of sin28w. The signature of a neutral current 

event in our detector is the presence of an isolated hadronic shower with no outgoing 

muon. Trigger 2 fires when any four adjacent counters in the calorimeter showed 

hadronic energy deposition above 5 GeV. This trigger had a rate of about 5.1 per 

1012 POT. 

Trigger 3. This trigger required the veto to be off, one MIP in the target pen-
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etrating at least 16 counters (1.6 meters of iron), and a deposition of more than 4 

Ge V of hadronic energy in the calorimeter. It was designed to record charged current 

events with muons ranging out or escaping the target. 

Trigger 6. As shown in Figure B.2 the trigger 6 logic requires one out of the 

two first upstream calorimeter counters 81, 82 to fire and a.t least one s-bit to fire 

from each of the six independent groups of four counters S5 .. S8, S17 .. S20, S33 .. S36, 

S45 .. S48, S61..S64, S69 .. S72. In addition to that toroid penetration is required by the 

· PTOR bit which is ON if one toroid acrylic counter from every adjacent group of four 

detects a muon. The muon must travel through the same quadrant of every counter. 

Clearly this logic is designed to collect the beam muon events, in particular those 

that penetrate all six calorimeter carts and the muon spectrometer. Although these 

events are normally rejected by the VETO during neutrino data taking, they are very 

useful for aligning the chambers and for calibration purposes. Trigger 6 events were 

prescaled (only a small fraction of them were accepted) and normally they a.re written 

with a rate of 0.4 events for every 1012 POT. 

Three more conditions were required for these triggers to produce an ADC GATE 

(see Figure B.3). For neutrino events the veto had to be quiet, the experiment live 

time liad to be ON, and the beam gate denoted as SUM also had to be ON. The 

experiment live time is usually OFF for the 15 µsec of dead time during which the 

electronics are writing events in the memories or passing them to local buffers. During 

that time event triggers are inhibited from the system. The last requirement was that 
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the beam gate SUM should be ON indicating that we are taking data during spill 

time. The SUM bit is ON during spill time (see Figure B.4) and when at least one of 

the following conditions is met. Either we are taking data during the three fast spills 

(pings plus SEM toroid), or during the cosmic ray gate, or during the slow spill. The 

40 msec long cosmic ray gate allowed us to take cosmic ray data satisfying one of the 

experimental trigger (TR1-TR6) requirements. These data were taken simultaneously 

with the neutrino data, during spill time, and used for testing purposes. 

As shown in Figure B.3 an ADC GATE can also be created by the experimenter 

in order to record pedestal events for testing the electronics. Twenty pedestal "fake" 

events were issued by the computer (PED) at the beginning of the accelerator cycle 

and before the spill provided that the experiment live time was on and that the beam 

gate SUM was OFF. 

B.2 The Nevis Transport System 

The Nevis Transport System (TS) was designed in order to interface Nevis-build 

electronics with a DEC computer, which in this case was a PDP-11. The role of 

the transport system in the data aquisition system is on the one hand to pass com­

mands from the computer to the various branches (chains of crates) of the experiment 

electronics and on the other hand to transfer the data from the electronics into the 

computer. In a sense it acts as a merging point of the data ways from the electronics 

to the computer and reverse. 
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The transport crate has an ECL bus with 19 single module slots and 16 data lines 

f-Or passage of 16 bit data words. In addition there are 8 address lines and two tag 

lines used to identify the purpose and/or origin of an asserted data word. If the data 

word is to be interpreted as a 16 bit command the "data tag" or DT line is on. If the 

address lines identify the origin of the data on the bus the "address tag" or AT line 

is on. Each module is assigned an address by means of switches on its circuit board. 

Mostly modules fall into one of two categories: those which can place data on the bus 

(known as sources) and those which can only receive data from the bus (known as 

destinations). Sources assert their address, data and AT when they place data on the 

bus. Destinations read data when their address appears on the bus and AT is off. All 

modules recognize that when their address is asserted on the bus, AT is off and DT 

is on, the data word is to be interpreted as a command directed at that module. The 

only two universal command words are "turn on module" (data = 2) and "turn off 

module" (data = 1 ). When both AT and DT are asserted, the address lines are to be 

interpreted as identifying a "class" of modules and the data lines contain a command. 

By asserting AT and DT a number of modules can be identified as the target of a 

single command. 

In addition to the lines mentioned above there are five additional lines used to 

allow for module intercommunication. When a source places anything on the bus, it 

also asserts the valid or V line to indicate that during the current clock cycle the bus 

lines are being set. When a destination identifies a data word as targeted for it, it 
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asserts the response or R line to indicate that it acknowledges the data. If a module 

requires further clock cycles to complete action on the current bus configuration 

(e.g. a destination can not accept data presented to it until it finishes some pending 

operation) it will assert the hold or H line to "hold things as they are" until that 

module is free. A complete or Cline identifies the last transmission in a block of 

data words as the final word in the string. A final line known as the halt line is used 

to force all sources to relinquish control of the bus. By asserting the halt line it is 

possible to override the normal priority scheme established by the carry chain and 

force the source currently enabled for bus communication to relinquish control of the 

bus. 

A clock module provides a system clock output for each of the slots in the crate. 

Control of the bus is mediated by a "carry chain" which consists of a daisy chain of 

lemo cables which establishes a priority level for each module by its position in the 

chain (the module closest to the beginning has the highest priority). 

The setup of the transport crate included the following modules: 

• The Terminator Display which displays the activity of the transport bus, and 

it is mostly used for debugging purposes. 

• The Terminator Test: This module may be thought of as a manual source 

and it is used mainly as a debugging tool. It has switches which allow manual 

setting of source parameters. Like any other source it can assert Hand R 

without regard to the state of the carry chain (i.e. the switches when on force 
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these lines to be on). The V, address, AT,DT and data switches all may be set 

to a configuration which will be asserted on the bus the next time the carry is 

available. By virtue of its status as the origin of the carry chain, the terminator 

will take bus mastership the cycle after the v line goes low. 

• The Clock Module: All bus activity is synchronized by a system clock which 

originates in the double width module which is inserted in the crate (for con­

venience it is usually plugged in near thei middle). The clock is distributed via 

equal length 500 lemo cables from the outputs of the clock module to each of 

the modules' front panel clock inputs. Destinations latch bus data on the trail­

ing edge of the system clock. The clock module has a locking manual switch 

on the front panel which allows single stepping the system by hand. The clock 

module can be set for a variety of clock rates and it may be synchronized and 

phased with another clock for multi-crate systems. Although the maximum 

transfer speed of the transport bus, set by a switch on this clock module, is 50 

nsec/word, during the E744 run the transport clock was set to 200 nsec/word 

(5 MHz). This was done because the actual transfer speed of data into the 

computer was limited by the much slower PDP-11 Unibus as well as the process 

of writing the data on tape. Therefore there was no need to run the clock at a 

higher frequency. 

• The Source S3: The S3 is a general purpose source intended for crate to crate 

linking and for computer to crate links. It is capable of asserting any address 
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on the bus (unlike most sources which can only assert the address set on their 

address switch). It can also assert the halt line and can disable the carry chain 

by holding its carry out low, regardless of its need to take mastership of the 

·bus. 

Data from an external device is presented to the S3 via twisted pair differential 

ECL cable connected to the S3 front panel. Data should come from the external 

device in blocks. The first datum in the block (accompanied by assertion of the 

first word or FW line) is used to determine the address and tag lines that will 

be asserted with subsequent data. The second word and those following, up 

·to the next to last item in the block, will have the FW and last word ( L W) 

lines low and the lines DO through D15 will have the data to be placed on 

the transport bus. Each data word will be placed on the bus when the S3 is 

granted mastership with the same address and tag information (designated by 

the first word). For the last item in the block (LW asserted), the S3 will signal 

completion of the transfer by asserting the G line when this datum is placed on 

the bus with the same address and tag information as the preceding words. 

Transfer from the external device to the S3 is mediated by two handshake lines, 

ready and received. When the external device has data for the S3 it holds the 

ready line high. The S3 acknowledges receipt of the data by setting received. 

The external device should then set ready low and wait until the received line 

goes low, indicating that the S3 is prepared to accept a new data word. 



Ui2 B. E744 Detector Readout Electronic§ 

The S3 responds to both class and direct commands. In addition to the data, 

handshake, FW and LWlines the front panel connector has reset and interlock 

lines. The reset line when set turns the S3 on, sets the halt line and disables 

the carry out. In this way the S3 can be prepared for a transfer by the external 

device. The interlock twisted pair should be shunted together by the external 

device. If continuity is lost on this loop the S3 will inhibit all transfers, an open 

circuit on this line is interpreted as a disconnected input cable or unavailable 

device. 

• The Destination D3b: The D3B is a general purpose destination intended for 

use in crate to crate links and crate to computer links. The output cable on the 

D3B is compatible with the input of the S3. The block structure of tlte D3B 

transfers is the same as that of the S3 (i.e. the FW will be asserted when the 

block begins with the address and tags in the low order 10 bits of the address, 

etc.) The two may be used as a one-way link between two transport crates. 

In order to facilitate selective transferring of data, the D3B is equipped with 

two memories for controlling transfers. The address table is a 1024 x 1 memory 

which identifies any possible transport address, AT and DT combination (with 

the exception of the D3B's own eight bit address) as targeted for transfer (1) 

or to be ignored (0). The control table is a 256 x 6bit memory used to fill in 

the high order six bits of the data field when the first word is transferred. Since 

the data passed for the first word is only ten bits (eight bit address plus AT 
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and DT, see the S3 description above) the remaining six bits are filled by the 

contents of the control table corresponding to the address being transferred. 

These six bits can be used to identify a first word (by setting a unique pattern 

in the high order bits) or to provide control information to the device being fed 

by the D3B. 

The D3B address table and control table must be reset each time the device is 

powered up. The D3B responds to on, off, reset and table loading commands. 

The D3B will transfer data for which the address memory is set provided it is 

in the on state and there is no hold on the bus at the end of the transport clock 

cycle. 

• The Trigger Source: The trigger source generates a 125 MHz free running 

clock, called write clock, which clocks the memories of the various TDC and 

FADC modules in the detector. The ADC GATE is an input to this module 

and when a trigger occurs, the trigger source stops the write clock for about 

0.5 µsec. The absence of the write clock signals the TDC system to store the 

contents of the local memories for the previous 2 µsec. The same clock after 

being divided by a factor of six (20.8 MHz) becomes the FADC write clock that 

clocks the FADC memories; the absence of which instructs the FADC to store 

the contents of their memories for the previous 3 µsec. The 20.8 MHz clock 

stops approximately 0.5 µsec latter than the 125 MHz clock. This way an event 

that occurred in the middle of the TDC memory time span also appears in the 
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middle of the FADC memory time span. 

• Three Destination Dl modules. The Dl is a module intended to be used for 

passing data to an external device. Destination mode data (AT and DT off) 

with the Dl's address (set by means of a DIP switch on the Dl) is buffered 

and made available on the front panel multi pin output on the front of the 

module. The pin assignments of the front panel connector are compatible with 

the corresponding S4 connector3 • The state of the complete line is a copy of 

the Cline on the transport bus for the word in the buffer. In order to transfer 

data the module must be in· the on state and the last buffered item must have 

'been accepted by the external device (indicated by a handshake similar to that 

described for the S3). If the Dl is on and data for transfer is presented before 

the last item has been transferred, the Dl sets the H line on the bus to signify 

that the source should repeat that transmission. There were three Dl modules 

in the transport crate delivering commands to the three electronics branches of 

the system (s-bit TDCs, chamber TDCs, and FADCs). 

• Three Source S4 modules. The S4 is a source intended for use in cases where a 

block of data must be taken from some equipment and placed on the transport 

bus. The front panel multi pin connector has sixteen data lines and three 

handshake lines. The S4 asserts each data word received on this front panel 

3 The S4 U8e9 the Dl interlock lines for establishing a common ground between it and the external 

device. 
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input on the bus. In order to maintain control of the bus for the duration of the 

block transmission, the S4 presents the last word sent with V and H asserted 

during the transport cycles in which there is no new data available from the 

external driving device. Each data word received by the S4 is asserted on the 

bus with AT on, DT off and with the address of the S4 (set on a DIP switch 

on the S4 board). When the external device is finished sending the block of 

data, it asserts the complete line. This causes the S4 to place one last word on 

the transport bus. The last word's data consists of a twelve bit count of the 

number of words placed on the transport bus in this block (not including the 

word count itself) as well as assertion of the transport Cline. Since the S4 takes 

mastership of the bus for the duration of the block transfer, it must be told to 

start the block transfer by receiving a read command from the transport bus. 

Until the external device issues a complete or the transport halt line is set, the 

S4 will maintain bus mastership from the point at which the read was issued 

and a carry was received. In addition to the read command, the S4 responds to 

a skip block command that does much the same as the read command, but the 

data is not asserted on the transport bus, only the last word. 

There were three S4 modules in the transport crate transferring data from the s­

hit TDC branch, the chamber TDC branch, and the FADC branch. The priority 

of these modules, which indicates the order that they are allowed to place data 

on the bus, is determined by the carry chain. The carry chain after the S3 is 
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connected to the TDC-bit-branch S4, then to the TDC-Chamber-branch S4, 

and finally to the F ADC-branch S4. At the end of each data transfer the S4 

generates a word count indicating the number of words for that particular data 

transfer. This number is passed to the computer via the D3b module and is 

used by the online data aquisition system to check for successful completion of 

the read operation. 

The Transport crate bus communicates with the PDP-11 Unibus via a pair of 

direct memory access (DMA) DRU-W interfaces operating at single cycle mode at a 

speed of 250,000 words per se.cond. Since the DRU-W interfaces employ TTL logic 

(Transistor-Transistor Logic) while the S3, D3b interfaces employ ECL logic another 

pair of interfaces was needed in between in order to do the logic conversio11 and take 

care of the handshake between the two. This pair was designed by NEVIS also and 

were the D3/Interface and the S3/interface. An illustration of the E744 readout 

system is given at Figure B.5. 

B.3 T'he Nevis Multi-Hit TDC system 

The Nevis Multi-hit TDC system encodes Emitter Coupled Logic, ECL, input signals 

with a resolution of four nsec, and an event span of two µsec. TDCs record_ the times 

of the leading edge and corresponding trailing edge for each pulse in the event. Thus 

one has two types of information: the time of the pulse as well as the pulse width. 

These edges are transferred in a "First In First Out" (FIFO) memory using a 50 
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MHz clock (20 nsec/word). Each TDC module has 16 channels which share the same 

memory which is capable of storing the times of 128 pairs of raising and trailing edges. 

The process of transferring the data from those 16 channels to the FIFO requires 10.24 

µsec (512 x 20 nsec). During those 10.24 µsec plus an additional 2.05 µsec, that the 

TDCs need to record a new event, the system inhibits any triggers coming form the 

ADC gate inducing a dead time of 12.29 µsec. 

The commanding and the reading-out of TDCs are accomplished via a rear buss­

ing system .. The TDCs are stacked in crates of 18 modules each which are daisy 

chained. In addition to the TDC modules each crate has: 1) One module that re­

ceives commands and then transmits commands to each or all of the TDC modules in 

the crate sequentially, called Control Link. 2) Another module that transmits data 

to the data acquisition co~puter via the Nevis Transport System, called Data Link. 

3) A Fan-Out module that fans out the 125 MHz (8 nsec) ECL write clock, from the 

Trigger Source, in the transport crate, to the TDCs. The TDCs record pulse edges 

both at the raising and falling edges of the clock pulse resulting this way to a 4 nsec 

resolution. 

The TDC system is Nevis Transport System compatible. That is, it communicates 

with the relevant modules of the transport system. The Control Link in the first crate 

is linked with the "Dl,, module of the transport crate, via a 34 pin twisted pair cable. 

The data link in the same crate is connected to the "S4,, module of the transport 

crate. 
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The TDC crates communicate with each other connected in a daisy chain. If we 

have a TDC system consisting of N TDC crates, the "first crate" is the one closest 

(in the daisy chain) to the Transport crate. The Control Link of this crate is linked 

(e.g. via a twisted pair cable) with the corresponding Dl in the Transport crate. The 

upper connector of the first Control Link is then connected with the lower connector 

of the second Control Link, and so on. The upper connector of the last Control Link 

remains disconnected. However a switch is set on the last Control Link to mark 

the end of the chain. The last module in the crate is a Data link as pointed out 

earlier. The upper connector of the Data Link, of the last crate, is connected with 

the lower connector of the Data Link of the preceding crate. The lower connector of 

the last Data Link is left disconnected. Similarly the upper connector of the second 

last Data Link is connected with the lower connector of the third last Data Link. 

And this continues to the first Data Link whose upper connector is linked with the 

corresponding S4 in the Transport crate . 

The operation of the TDC system modules is the following: 

• The control link receives commands from the D 1 of the Nevis transport sys­

tem. It transmits these commands to the TDCs collectively or individually as 

specified.. The operation of the Control Link may be divided into three parts: 

Reception of the Command from Dl, transmission of the Command to the 

Modules within the Crate, taking care of the final hand shake. 

• The Multi-hit TDC The functions of TDC can be divided into four parts: Re-
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ception of the Commands, edge detection, maximum Word Count, full/Empty 

Condition, and read operation. 

• The Data link The Data Link receives data from the TDCs of the crate when 

a 'read' command is issued. It then sends the data word, channel by channel, 

to the corresponding S4 of the Transport system. Having exhausted a planes 

worth of TDCs, it appends a 'Plane Boundary Word', then it goes to the next 

plane. It is a 'slave' module. It partakes actively only when a 'read' is issued. 

B.4 The Nevis FADC system 

During the last two months of the E744 run 1/5 of the calorimeter chambers were 

instrumented with 48 nsec Nevis FADC readout system. The FADC system was 

organized the same way as the TDC system. It consisted of five crates, each containing 

18 FADC encoding modules, a control link and a data link. The functions of ~he 

control and data link modules are the same as in the TDC case with the daisy chain 

connected to the transport crate via a pair of Dl-S4 interfaces. 

In FADC readout modules, after input stage shaping and amplification, the pulse 

goes first through a Phillips 7-bit 20-MHz FADC (PNA7507) and also through a x 16 

linear amplifier to a second FADC of the same type. Both FADCs record the pulse 

hight in 48 nsec time bins with an event time span of 3 µsec. These two FADC 

channels are called low and high gain respectively. The voltage offset, or baseline, 

of the high and low gain channels is adjustable separately by computer control. The 
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two FADC channels are multiplexed such the if the high gain channel overflows or 

underflows, only the low gain channel is written. The sixty-three 48 nsec bins of 

pulse hight previous to the trigger are written into memory with a flag bit indicating 

whether they were from the high or the low gain FADC channel. After writing the 63 

words in to the memories this system can accept a new event which means that its 

dead time is 3 µ.sec. The buffer memory holds up to 32 such events for each chamber 

wire. 

After the beam spill the data for each event along with an ID word indicating the 

wire and plane number is read out via the data link module. The 63 words of data 

from each wire are written to tape only if the there is a word from the high FADC 

channel exceeding a programmable threshold 4set by the computer via the control 

link or if there is a word from the low gain channel. The readout combination of the 

two 7-bit 48 nsec FADCs produces an effective 11 bit dynamic range on pulse hight. 

B.5 Data Taking 

The process of writing events is the following: At the beginning all four systems of the 

experiment, the FERAs, the counter TDCs, the chamber TDCs, and the FADCs are 

writing continuously data into their circular memories. If there is no trigger coming 

into the system the memories are overwritten continuously. When a "valid" event 

occurs the ADC gate stops the write clocks and the data preceding the ADC gate by 

4Thie threshold was set to 1/4 of a minimum ioni1ing particle pulse hight. 
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the specific event time span of each system are stored into the memories. The same 

pulse instructs the electronics to advance into the next page of the memories and start 

digitizing again. For the next 15 µsec the system rejects any triggers coming from 

the detector so that the electronics have enough time to write data, corresponding 

to a full event time span, into the new locations of the memories or transfer the old 

data into the FIFOs (TDCs). The dead time of 15 µsec was set in such a way so it 

is longer by"' 3 µsec than the maximum dead time of the individual systems of the 

experiment6 • After that the system can accept a new trigger. For each beam spill 

this process can be repeated up to 32 times thus filling the memories with 32 events. 

After that the system would not accept any triggers until the computer instructs the 

system to read in the events. During the E744 run we never encountered a situation 

where the system would not accept triggers due to memories overfiows6 • 

During. the 10 sec after each beam ping the PDP-11 data acquisition software 

issues a string of read commands to the transport crate and the CAMAC system 

with the following order. First it reads the CAMAC crates with the FERAs and the 

other registers, then the counters-bit TDCs, then the chamber TDCs and finally the 

FADCs. This process involves sending the read commands through the DI modules 

to the control links, and issuing read commands to the S4 modules in the transport 

crate in order to allow the data to flow into the computer bus via the D3b-DR11 W 

6 Recall that the FERAs the TDCs, and the FADCs had dead times of 11.70 µsec 12.29 µsec, and 

3 µsec respectively. 

8 Although we had many cases where the s-bit TDC memories overflowed. 
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interfaces. At the end of each event the data links issue an interrupt to the computer 

indicating the end of the event record and the successful completion of the reading 

process for that event. An interrupt along with a EMPTY logic pulse informs the 

computer that it has read the end of the last event in the in the spill and the computer 

terminates the read operation. The read operation requires an average of 4-5 seconds 

to transfer all the events recorded during the ping into the PDP-11 buffer and on 

tape. 

From the PDP-11 buffer the data are written into tape and also being transferred 

to a VAX-780 computer. The VAX was used for online ·analysis .of the data and to 

perform various diagnostic checks on the detector and the readout systems. Dur­

ing running time two experimenters were usually enough to sustain the data taking 

process. 



Appendiz C 

Drift Chamber Measurements 

We present here the. extraction procedure of two important parameters of the drift 

chambers, the drift velocity and the chamber resolution. After these parameters are 

determined we use the drift chambers to measure the event time for toroid tracks and 

the hadronic vertex and angle using the FADC readout. 

C.1 Drift velocity 

In order to convert drift time from the chambers to position one has to measure the 

drift velocity of the electrons in the cell. The relationship between the TDC time and 

the hit position is given by 

X = (T-To) x Vn + Xo (C.1) 

where T is the time from the chamber TDC, X is the hit position, Vn is the drift 

velocity, T0 is a time offset due to the cables, and X 0 is the sense wire position. In 

particular To is the cable delay between the trigger electronics and the TDC's, and 

is different for each chamber plane. Since the distances between sense wires is well 

known, X 0 can be converted to chamber plane position. 

The three parameters, Vn, T0 , and X0 , for each chamber were determined by 

comparing the hit positions extracted from fits to muon tracks with the predictions 
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of Eq. C.l. A simultaneous x2 fit for the three parameters using muon data events1 

yields 

µm 
VD= 50-­

nsec 
(C.2) 

The hit position predicted from the muon track as a function of the TDC time is 

shown in Figure C.l. Therms spread of the drift velocities of all chambers was 1.53, 

and the time variation less than 0.53. 

C.2 Event time 

After the drift velocity VD is known and the positions of the chambers Xo have been 

deterinined from alignment data, the hit times form the chambers can be used to 

determine the time of individual muon tracks within an event relative to the trigger 

time. This is done as follows. The data (TDC times) from an individual track are 

used to form the x2 function 

(C.3) 

where XJit is the position of a given hit as predicted by the fitted track. We then 

use this function to minimize with respect to To to obtain the time of the track. This 

method works best in the spectrometer gaps where on the one hand the chambers are 

staggered to guaranty that we can fit for To for each gap and on the other hand the 

1 Muon events were events were beam muons were allowed to pass through the detector (veto 

was not part of the trigger logic) taken simultaneously with the neutrino data for alignment and 

calibration purposes. 
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absence of material eliminates any fitting errors due to multiple Coulomb scattering. 

Using this method we were able to calculate the times of individual tracks in dimuon 

events with a resolution better than 2 nsec. This was very helpful in determining the 

background to the dimuon signal due to out of time single muon events with very 

small vertex separation. 

C.3 Drift chamber resolution 

Measurements of the chamber resolution were done using muon tracks and both the 

one-wire and the two-wire chambers. This measurement used five chambers mounted 

in the first spectrometer gap and muons directed toward the toroid at an incident 

angle, with respect to the chamber plane, that was smaller then 20 mrads. The 

reason for placing the chambers in the toroid gap is that in measuring the resolution 

one would like to avoid multiple Coulomb scattering effects which would obscure the 

chamber resolution measurement, especially at low muon momenta. 

According to this method the first four chambers were used for fitting the muon 

track and the difference between the fit-predicted position and the measured position 

(calculated using Equation C.1) at the fifth chamber (~X = Xjit - Xchomi.e,.) was 

used to calculate the resolution. The distribution of the variable ~X for an one­

wire chamber is shown at Figure C.2. A Gaussian fit to this distribution gave a 

ux = 10.5 mills. This number includes the uncertainty due to the fitted track 

position. After correcting this number for the track resolution the single hit chamber 
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resolution becomes uTr = 9 milla or 225 11m. This number becomes 11 mills for 

hits that are either close to the sense wire or close to the edge of the cell. 

C.4 Measurement of the hadron shower angle and vertex 

Drift chambers may also be used for gas calorimetry measurements as well as deter­

mination of the hadronic shower angle fhaad and vertex V.,,11 for neutrino interactions. 

Precise determination of fhad, V.,, and V11 are very important for neutral current stud­

ies, where no final state muons are available, as well as for measurements of the 

transverse momentum < K.T > of partons confined inside the nucleons. 

In order to measure the precision of such measurements, during the last months 

of the neutrino run, we instrumented one fifth of the calorimeter chambers with 720 

channels of 48 nsec 7-bit FADC readout. Using the FADC system we collected a 

sample of several thousand charged-current events with momentum analysed muons. 

For these events both the hadronic vertex and the out-going muon angle at the vertex 

can be calculated using the calorimeter tracking information provided by the chamber 

TDC system and the counters. After calculating these two quantities the hadron 

shower angle is extracted by requiring that the sum of the traverse momenta at the 

z and y directions is zero2
• In order to extract the v • ..,, fJ1uu1. resolutions we compare 

the calculated hadron shower vertex and angle with those extracted from the FADC 

data analysis. 

2The incident neutrino angle with respect to the ,; axis of the calorimeter is almost sero. 
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The FADCs measure both the drift-charge deposition on the sense wire as well 

as the drift-time 63 times within the 3µ.sec event window. This unique feature of 

the FADCs was used to reconstruct the profiles of hadron showers for each chamber 

plane. The hadron shower angle, IJ1aor1, and vertex, V111 , 11 , are then extracted using a 

straight line fit of the centroids of the hadron shower profiles. The IJ1aor1 resolution is 

measured by comparing 81aor1 extracted from the FADC data with that calculated from 

simple relativistic kinematics using Ev, Eµ, and Ow The V111, 11 resolution is calculated 

by comparing V.,11 with the vertex position predicted by extrapolating the outgoing 

muon to the vertex plane. 

Using the data from this test we have showed that the drift chambers in combi­

nation with the FADC readout system can measure IJ1aor1 and v111, 11 with resolutions 25 

mrads and 1.0 cm respectively3 [29]. 

The hadronic energy resolution of the FADC-Drift chamber system was measured 

a factor of two worse than the counters which should be expected since the chambers 

sample a hadron shower half as much as the counters. Nevertheless this measurement 

combined with that coming from the counters is expected to improve our hadron 

energy resolution and provide us with an independent handle on the hadron energy 

measurement. 

8The vertex measurement coming from the extrapolation of the muon track has an intrinsic 

resolution of0.63 cm which can be used to correct the FADC vertex resolution. After this correction 

the v •.• intrinsic resolution becomes 0.8 cm. 
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Interaction Strength Mediating Bosons Interacting Particles 
Strong 1 8 gluons quarks and gluons 

Electromagnetism 1/137 "'( electrically charged particles 
Weak 10-& w+ w- z0 

' ' 
quarks, leptons, W±, zo 

Gravity 10-40 graviton? all particles 

Table 1.1: Properties of the four fundamental forces of nature. 

I Charge I Generation 
I I II I III 

Quarks 

· I Leptons 

Table 1.2: Classification of the fundamental particles of nature. 

r Ebeam (Ge V) II pions I kaons I protons I 
50 86% 5% 9% 
100 77% 5% 18% 
200 59% 5% 36% 

Table 3.1: Composition of the E744 test run beam at the energy settings of 50, 100, 
and 200 GeV. Data from this run were used for the E1iod calibration measurements 
as well as to measure the shower component of the 7r /K background to the opposite 
sign dimuon data. 
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192 25.14 .2107 ± .0009 .2102 .910 
191 50.03 .2090 ± .0004 .2092 .893 
267 99.99 .2105 ± .0004 .2106 .906 
317 100.4 .2097 ± .0004 .2097 .875 
268 199.0 .2103 ± .0004 .2103 .872 
316 300.2 .2119 ± .0002 .2119 .868 

313 11 446.8 I .2158 ± .0003 .2158 .920 

Table 3.2: Calculation of the hadron energy calibration constant from PPwc = 
mean PWC beam momentum (GeV /c), Eha.d =mean hadron energy in units of times 
minimum ionizing and <T = root mean square of Eha.d distribution. 

I Hadron Energy (GeV) I a (mr) I b (GeV /c-mr) I 
0 < Eha.d < 10 .162 84.35 

10 < Eha.d < 25 .257 80.25 

20 < Eha.d < 50 .171 105.38 
50 < Eha.d < 100 .171 106.23 
100 < Eha.d < 200 .126 129.22 

200 < Eha.d < 400 -.031 156.10 

Table 3.3: The 8,., resolution was parametrized as <Ts,. = a + b/p where the 
parameters a, b, depend upon the hadronic energy. As shown in the above table the 
muon angle resolution becomes worse at large values of E1aad because for large hadron 
showers it is difficult to fit for the muon track close to the vertex. 
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Buras Gaemers Parameters 
A (GeV/c) .35216 
Ao 1.1836 

7110 0.50266 

7111 0.0840990 

1120 2.4706 

7121 2.1976 
(~S(Q~))2 .1299 
(~S(Q~))3 .014925 
(~G(Q~))3 .058558 
Q~ (GeV/c)"J 12.6 

Table 4.1: Buras-Gaemers Parameters used to model the quark parton mo-
mentum densities. The first nine parameters were extracted from a fit to the CCFR 
structure functions, while Q2 was fixed at 12.6 Ge V2 / c2. 
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Neutrino opposite sign rates (me = 1.5 Ge V / c2
) 

Energy bin µ. - µ.-µ.+ 7r/K Bkg. µ. - µ.-µ.+ <F1rµ+/<Tµ-

(GeV) data data events accept. accept. x10-3 

30 - 70 74800 50 3.12±.15 .268±.003 .026±.002 6.44±1.06 
70 - 100 94210 112 7.73±.27 .487±.004 .091±.003 5.95±0.65 
100 - 200 190520 517 27.96±.66 .643±.004 .218±.004 7.58±0.39 
200 - 300 141040 554 39.90±.94 .703±.005 .300±.006 8.54±0.44 
300 - 400 48150 222 17.13±.72 .791±.009 .343±.011 9.81±0.80 
400 - 500 16343 74 6.90±.52 .785±.015 .290±.018 11.12±1.62 

Total I 565063 I 1529 I 102.72±1.48 I .537±.002 I .191±.002 I 7.09±0.23 

Table 5.1: Neutrino induced opposite sign dimuon rates corrected for acceptance 
and kinematic cuts (Pµ ~ 9 GeV /c) with charm mass me = 1.5 GeV/c2

• Columns 
represent: (1) energy bin, (2) raw single muon data after all cuts, (3) raw dimuon data 
after all cuts, ( 4) '11" /K background, (5) acceptance and kinematic cuts correction for 
single muons, (6) acceptance and kinematic cut correction for dimuons, (7) corrected 
dimuon rates. 

Antineutrino opposite sign rates (me= 1.5 GeV /c2
) 

Energy bin µ.+ µ.+µ.- 7r/K Bkg. µ.+ µ.+µ.- <T µ+µ-/ <Tµ+ 

(GeV) data data events accept. accept . x10-3 

30 - 70 16890 23 .82±.05 . 274±.003 .058±.006 6.22±1.47 
70 - 100 21390 50 1.82±.09 .516±.005 .138±.008 8.42±1.33 

100 - 200 32950 122 4.33±.14 .684±.006 .308±.010 7.93±0.79 
200 - 300 14927 64 3.54±.15 .742±.008 .358±.013 8.39±1.16 
300 - 400 2731 21 .89±.08 .793±.021 .494±.048 11.84±2.96 
400 - 500 431 4 .12±.02 1.000±.078 .428±.116 21.05±12.40 

Total I 89319 I 284 I 11.51±.25 I .508±.003 I .226±.005 I 6.86±.45 

Table 5.2 Antineutrino induced opposite sign dimuon rates corrected for ac­
ceptance and kinematic cuts (Pµ ~ 9 GeV /c) with charm mass me == 1.5 GeV/c2 • 

Columns represent: (1) energy bin, (2) raw single muon data after all cuts, (3) raw 
dimuon data after all cuts, ( 4) '11" /K background, ( 5) acceptance and kinematic cuts 
correction for single muons, (6) acceptance and kinematic cut correction for dimuons, 
( 7) corrected dimuon rates. 
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Neutrino opposite sign rates {me:= 0.0 GeV /c2
) 

Energy bin µ - µ-µ+ ?r/K Bkg. µ - µ-µ+ u "-"+ I u "-
(GeV) data data events accept. accept. x10-3 

30 - 70 74800 50 3.12±.15 .268±.003 .026±.002 6.58±1.09 
70 - 100 94210 112 7.73±.27 .487±.004 .084±.003 6.43±0.71 

100 - 200 190520 517 27.96±.66 .643±.004 .. 205±.004 8.04±0.41 
200 - 300 141040 554 39.90±.94 .703±.005 .291±.006 8.80±0.45 
300 - 400 48150 222 17.13±.72 .791±.009 .330±.011 10.20±0.83 
400 - 500 16343 74 6.90±.52 .785±.015 .316±.018 10.19±1.46 

Total I 565063 I 1529 I 102. 72±1.48 I .537±.002 I .170±.002 I 7.98±.25 

Table 5.3: Neutrino induced opposite sign dimuon rates corrected for acceptance 
and kinematic cuts (P" ~ 9 GeV /c) with charm mass me: = 0.0 GeV/c2. Columns 
represent: (1) energy bin, (2) raw single muon data after all cuts, (3) raw dimuon data 
after all cuts, (4) ?r/K background, (5) acceptance and kinematic cuts correction for 
single muons, (6) acceptance and kinematic cut correction for dimuons, (7) corrected 
dimuon rates. 

Antineutrino opposite sign rates {me:= 0.0 GeV /c2
) 

Energy bin µ+ µ+µ- ?r/K Bkg. µ+ µ+µ- <T µ+µ-/ <Tµ+ 

(GeV) data data events accept. accept. x10-3 

30 - 70 16890 23 .82±.05 .274±.003 .041±.004 8.87±2.08 
70 - 100 21390 50 1.82±.09 .516±.005 .119±.007 9.80±1.56 
100 - 200 32950 122 4.33±.14 .684±.006 .263±.008 9.27±0.93 
200 - 300 14927 64 3.54±.15 .742±.008 .348±.015 8.65±1.21 
300 - 400 2731 21 .89±.08 .793±.021 .382±.030 15.31±3.72 
400 - 500 431 4 .12±.02 1.000±.078 .707±.170 12.74±7.34 

Total I 89319 I 284 I 11.51±.25 I .508±.003 I .174±.004 I 8.89±0.59 

Table 5.4: Antineutrino induced opposite sign dimuon rates corrected for ac­
ceptance and kinematic cuts ( P,,, ~ 9 Ge V / c) with charm mass me: = 0.0 Ge V/ c2

• 

Columns represent: (1) energy bin, (2) raw single muon data after all cuts, (3) raw 
dimuon data after all cuts, ( 4) 11" /K background, ( 5) acceptance and kinematic cuts 
correction for single muons, (6) acceptance and kinematic cut correction for dimuons, 
(7) corrected dimuon rates. 
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Neutrino opposite sign rates (me= 1.3 GeV /c2
) 

Energy bin µ. - µ.- µ.+ 11"/ K Bkg. µ.- µ.- µ.+ u ,.i-,.1 + I u µ-

(GeV) data data events accept. accept. xlQ-3 

30 - 70 74800 50 3.12±.15 .268±.003 .027±.002 6.21±1.02 
70 - 100 94210 112 7.73±.27 .487±.004 .089±.003 6.06±0.66 
100 - 200 190520 517 27.96±.66 .643±.004 .220±.004 7.50±0.39 
200 - 300 141040 554 39.90±.94 .703±.005 .305±.006 8.41±0.43 
300 - 400 48150 222 17.13±.72 .791±.009 .334±.011 10.08±0.83 
400 - 500 16343 74 6.90±.52 .785±.015 .317±.020 10.16±1.47 

Total I 565063 I 1529 I 102.72±1.48 I .537±.002 I .190±.002 I 7.13±0.23 

Table 5.5: Neutrino induced opposite sign dimuon rates corrected for acceptance 
and kinematic cuts (Pµ ~ 9 GeV /c) with charm ma.ss me = 1.3 GeV/c2

• Columns 
represent: (1) energy bin, (2) raw single muon data after all cuts, (3) raw dimuon data 
after all cuts, ( 4) 11" /K background, ( 5) acceptance and kinematic cuts correction for 
single muons, (6) acceptance and kinematic cut correction for dimuons, (7) corrected 
dimuon rates. 

Antineutrino opposite sign rates (me= 1.3 GeV /c2 ) 

Energy bin µ.+ µ.+ µ.- 7r/ K Bkg. µ.+ µ.+ µ.- u µ+'"'-I u µ+ 

(GeV) data data events accept. accept. x10-3 

30 - 70 16890 23 .82±.05 .274±.003 .048±.004 7.44±1.73 
70- 100 21390 50 1.82±.09 .516±.005 .133±.007 8.77±1.38 
100 - 200 32950 122 4.33±.14 .684±.006 .273±.008 8.93±0.89 
200 - 300 14927 64 3.54±.15 .742±.008 .343±.013 8.76±1.21 
300 - 400 2731 21 .89±.08 .793±.021 .438±.036 13.35±3.26 
400 - 500 431 4 .12±.02 1.000±.078 .641±.145 14.05±8.01 

Total I 89319 I 284 I 11.51±.25 I .508±.003 I .203±.004 I 7.65±0.50 

Table 5.6: Antineutrino induced opposite sign dimuon rates corrected for ac-
ceptance and kinematic cuts (P1.1 ~ 9 GeV/c) with charm mass me= 1.3 GeV/c2

• 

Columns represent: (1) energy bin, (2) raw single muon data after all cuts, (3) raw 
dimuon data after all cuts, (4) 11"/K background, (5) acceptance and kinematic cuts 
correction for single muons·, (6) acceptance and kinematic cut correction for dimuons, 
(7) corrected dimuon rates. 
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Neutrino opposite sign rates (me= 1.9 GeV /c2) 

Energy bin µ - µ-µ+ 7r/ K Bkg. µ- µ-µ+ <Tµ-µ+/<Tµ-

(GeV) data data events accept. accept. x10-3 

30 - 70 74800 50 3.12±.15 .268±.003 .030±.002 5.69±0.93 
70 - 100 94210 112 7.73±.27 .487±.004 .095±.004 5.66±0.62 
100 - 200 190520 517 27.96±.66 .643±.004 .229±.004 7.22±0.37 
200 - 300 141040 554 39.90±.94 .703±.005 .309±.006 8.30±0.43 
300 - 400 48150 222 17.13±.72 .791±.009 .339±.012 9.91±0.81 
400 - 500 16343 74 6.90±.52 .785±.015 .319±.021 10.11±1.48 

Tota.I I 565063 I 1529 I 102.72±1.48 I .537±.002 I .205±.002 I 6.62±0.21 

Table 5.7: Neutrino induced opposite sign dimuon rates corrected for acceptance 
and kinematic cuts (Pµ ~ 9 GeV /c) with cha.rm mass me = 1.9 GeV/c2 • Columns 
represent: (1) energy bin, (2) raw si11gle muon data. after all cuts, (3) raw dimuon data. 
after a.11 cuts, ( 4) 11" /K background, ( 5) a.ccepta.11ce and kinematic cuts correction for 
single muons, (6) acceptance and kinematic cut correction for dimuons, (7) corrected 
dimuon rates. 

Antineutrino opposite sign rates (me= 1.9 GeV /c2 ) 

Energy bin µ+ µ+µ- 1r/K Bkg. µ+ µ+µ- <Tµ+µ-/<Tµ+ 

(GeV) data data events accept. accept . x10-3 

30 - 70 16890 23 .82±.05 . 274±.003 .055±.005 6.51±1.51 
70 ·- 100 21390 50 1.82±.09 .516±.005 .146±.008 7.94±1.24 

100 - 200 32950 122 4.33±.14 .684±.006 .312±.009 7.82±0.78 
200 - 300 14927 64 3.54±.15 .742±.008 .376±.014 8.00±1.11 
300 - 400 2731 21 .89±.08 .793±.021 .459±.043 12.73±3.16 
400 - 500 431 4 .12±.02 1.000±.078 .491±.104 18.34±10.35 

Tota.I I 89319 I 284 I 11.51±.25 I .508±.003 I .243±.005 I 6.39±0.42 

Table 5.8: Antineutrino induced opposite sign dimuon rates corrected for ac-
ceptance and kinematic cuts (Pµ ~ 9 GeV /c) with charm mass me = 1.9 GeV/c2 • 

Columns represent: (1) energy bin, (2) raw single muon data after all cuts, (3) raw 
dimuon data after all cuts, ( 4) 11" /K background, (5) acceptance and kinematic cuts 
correction for single muons, (6) acceptance and kinematic cut correction for dimuons, 
(7) corrected dimuon rates. 
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Neutrino opposite sign rates after slow rescaling correction 
Energy bin me= 0.0 GeV me= 1.3 GeV 

GeV rcor X 10-3 <Tu-u+/<Tu- X 10-:.i rcor X 10-3 <Tu-u+/<Tu- X 10-:.i 

30 - 70 2.55 ±0.17 0.66±0.11 1.79 ±0.11 0.94±0.16 
70 - 100 8.38 ±0.34 0.64±0.07 6.68 ±0.25 0.81±0.09 

100 - 200 20.51±0.40 0.80±0.04 17.96±0.35 0.92±0.05 
200 - 300 29.11±0.55 0.88±0.05 26.82±0.51 0.96±0.05 
300 - 400 32.97±1.09 1.02±0.08 29.55±0.98 1.14±0.09 
400 - 500 31.62±1.82 1.02±0.15 27.80±1.72 1.16±0.17 

Total I 16.96±0.20 I 0.80±0.03 I 14.96±0.11 I 0.91±0.03 

Table 5.9 

Neutrino opposite sign rates after slow rescaling correction 
Energy bin me= 1.5 GeV me= 1.9 GeV 

GeV rcor X 10-3 <Tu-JJ.+/<T"- X 10-:.1 rcor X 10-:1 <T"-"+ /uµ- x 10-:.1 

30 - 70 1.53±0.10 1.10±0.18 1.36±0.09 1.24±0.20 
70 - 100 6.29±0.24 0.86±0.09 5.46±0.21 0.99±0.11 
100 - 200 16.64±0.33 0.99±0.05 15.31±0.30 1.08±0.06 
200 - 300 25.42±0.49 1.01±0.05 23.66±0.46 1.08±0.06 
300 - 400 29.21±0.97 1.15±0.09 26.95±0.91 1.25±0.10 
400 - 500 25.28±1.61 1.28±0.19 25.78±1.68 1.25±0.18 

Total I 14,08±0.16 I 0.96±0.03 113.00±0.15 I 1.04±0.03 

Table 5.10 

Neutrino induced opposite sign dimuon rates corrected for acceptance, kinematic cuts 
( Pµ ~ 9 Ge V / c) and slow rescaling, with different values of the charm mass parameter 
me = 0.0, 1.3, 1.5, 1.9 Ge V / c2 • The coefficient rcor is the total correction by which 
we divide the raw dimuon data in order to obtain slow rescaling corrected rates. 
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Antineutrino opposite sign rates after slow rescaling correction 
Energy bin me= 0.0 GeV me= 1.3 GeV 

GeV rr:ur x 10 ·3 <Tµ+p.-/<Tp.+ x 10 ·3 rr:ur x 10-:r <Tu+u-/<Tµ+ X 10-:.1 
30 - 70 4.05±0.36 0.89±0.21 2.50±0.21 1.44±0.33 
70 - 100 11.85±0.71 0.98±0.16 8.51±0.47 1.37±0.22 

100 - 200 26.34±0.84 0.93±0.09 19.93±0.61 1.23±0.12 
200 - 300 34.75±1.48 0.87±0.12 27.81±1.03 1.08±0.15 
300 - 400 38.16±3.00 1.53±0.37 37.08±3.05 1.58±0.39 
400 - 500 70.69±16.99 1.27±0.73 55.88± 12.67 1.61±0.92 

Total 17.43±0.38 0.89±0.06 13.28±0.27 1.17±0.08 

Table 5.11 

Antineutrino opposite sign rates after slow rescaling correction 
Energy bin me= 1.5 GeV me= 1.9 GeV 

GeV rr:ur x 10-:r (J' "'+ "- / (J' µ+ x 10-:r rr:ur x 10-:r (J' "'+ "'- / (J' µ+ x 10-:r 

30 - 70 2.49±0.24 1.45±0.34 1.60±0.14 2.25±0.53 
70 - 100 7.80±0.43 1.49±0.23 6.30±0.33 1.84±0.29 
100 - 200 20.49±0.64 1.19±0.12 17.08±0.51 1.43±0.14 
200 - 300 27.29±1.00 1.10±0.15 25.00±0.96 1.20±0.17 
300 - 400 39.86±3.88 1.47±0.37 33.24±3.12 1.76±0.44 
400 - 500 35.72±9.66 2.52±1.49 37.49±7.93 2.40±1.36 

Total I 13.21±0.28 I 1.17±0.08 11i.13±0.23 I 1.39±0.09 

Table 5.12 

Antineutrino induced opposite sign dimuon rates corrected for acceptance, kinematic 
cuts ( P"' ~ 9 Ge V / c) and slow rescaling, with different values of the charm mass 
parameter me = 0.0, 1.3, 1.5, 1.9 Ge V / c3 • The coefficient rear is the total correction 
by which we divide the raw dimuon data in order to obtain slow rescaling corrected 
rates. 
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Neutrino opposite sign rates with mc=l.5 GeV /C' and E= 0.09, 0.29 

Energy bin E = 0.09 E = 0.29 

GeV u ,.,-,,+ / u ,,- x 10-2 u ,,-,,+I u ,,- x io-2 u ,,-,,+ / u ,,- x 10 2 u ,,-,,+ / u ,,- x 10 2 

acc. corr. slow resc. corr. acc. corr. slow resc. corr. 

30 - 70 0.473 ± 0.076 0.798 ± 0.129 0.660 ± 0.110 1.141 ± 0.190 

70 - 100 0.536 ± 0.058 0. 777 ± 0.084 0.696 ± 0.077 1.015 ± 0.112 

100 - 200 0.680 ± 0.035 0.885 ± 0.045 0.809 ± 0.042 1.051 ± 0.054 

200 - 300 0.808 ± 0.042 0.977 ± 0.050 0.884 ± 0.046 1.055 ± 0.055 

300 - 400 0.960 ± 0.078 1.139 ± 0.093 0.970 ± 0.080 1.105 ± 0.091 

400 - 500 1.086 ± 0.158 1.211 ± 0.176 1.051 ± 0.152 1.180 ± 0.171 

L Total 0.656 ± 0.021 0.894 ± 0.028 0.740 ± 0.024 1.009 ± 0.032 

Table 5.13: Neutrino opposite sign dimuon rates corrected first for acceptance 
and kinematic cuts (P,, 2'.: 9 GeV /c) and then corrected for slow rescaling for different 
values of the Peterson fragmentation function parameter, E =0.09, 0.29. The charm 
mass parameter was set to me= 1.5 Ge V / c2• 

Antineutrino opposite sign rates with mc=l.5 GeV /c2 and E= 0.09, 0.29 
Energy bin E = 0.09 E = 0.29 

GeV u11+11-/u11+ x 10-2 u,,+,,-/u,,+ x 10-:.1 u11+11-/u11+ x 10-:.1 u ,,+,,-I u ,,+ x 10-2 
acc. corr. slow resc. corr. acc. corr. slow resc. corr. 

30 - 70 0.547 ± 0.126 1.281 ± 0.295 0.698 ± 0.165 1.638 ± 0.388 
-

70 - 100 o. 739 ± 0.115 1.317 ± 0.205 0.922 ± 0.146 1.644 ± 0.260 
100 ~ 200 0.790 ± 0.078 1.194 ± 0.118 0.946 ± 0.094 1.429 ± 0.142 
200 - 300 0. 756 ± 0.105 0.998 ± 0.138 0.837 ± 0.116 1.109 ± 0.154 
300 - 400 1.301 ± 0.321 1.617 ± 0.399 1.344 ± 0.334 1.679 ± 0.417 
400 - 500 1.811 ± 1.063 2.168 ± 1.272 2.066 ± 1.196 2.408 ± 1.393 

Total 0.650 ± 0.043 1.119 ± 0.073 0. 761 ± 0.050 1.312 ± 0.087 

Table 5.14 Antineutrino opposite sign dimuon rates corrected first for acceptance 
and kinematic cuts (P,, 2'.: 9 GeV /c) and then corrected for slow rescaling for different 
values of the Peterson fragmentation function parameter, E =0.09, 0.29. The charm 
mass parameter was set to me= 1.5 Ge V / c2 • 
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Neutrino-Induced Opposite Sign Dimuons 

Zvi• Number of 11 data Number of 11" / K Background Charm signal 

0.00 - 0.05 407 16.4 390.6 
0.05 - 0.10 359 19.0 340.0 
0.10 - 0.15 219 15.5 203.5 
0.15 - 0.20 156 12.8 143.2 
0.20 - 0.25 110 9.7 100.3 
0.25 - 0.30 83 7.0 76.0 
0.30 - 0.40 85 10.4 74.6 
0.40 - 0.60 72 8.1 64.0 
0.60 - 1.00 31 2.6 27.4 

Total I 1522 101.5 1419.6 

Table 6.1: Neutrino induced opposite sign dimuon data, 7r / K background events, 
and 7r /K background subtracted data, separated into the Zvi• bins used for the strange 
sea fits. 

Antineutrino-lnduced Opposite Sign Dimuons 

Zvi• Number of ii data Number of 11" / K Background Charm signal 

0.00 - 0.05 127 3.6 123.5 
0.05 - 0.10 62 2.4 59.6 
0.10 - 0.15 37 1.8 35.2 
0.15 - 0.20 20 1.1 18.9 
0.20 - 0.30 20 1.3 18.7 
0.30 - 1.00 9 1.2 7.8 

Total I 275 11.4 263.7 

Table 6.2: Antineutrino induced opposite sign dimuon data, 7r / K background 
events, and 11" /K background subtracted data, separated into the Zvi• bins used for 
the strange sea fits. · 
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Correlations of n, a and Be with me 

0.0 0.100 ± 0.009 
1.0 0.106 ± 0.009 
1.1 0.109 ± 0.010 
1.2 0.106 ± 0.010 
1.3 0.109 ± 0.010 
1.4 0.109 ± 0.010 
1.5 0.112 ± 0.010 
1.6 0.108 ± 0.010 
1.7 0.114 ± 0.010 
1.8 0.114 ± 0.010 
1.9 0.115 ± 0.011 

Table 6.3: Results of the simultaneous fits for the amount of strange relative 
to non-strange quarks in the sea, K., the strange quark shape parameter a, and the 
semileptonic branching ratio of charm to muons Be, for different values of the charm 
mass parameter me. 

Semileptonic Branching Ratio of Charm versus E., 
E.,(GeV) < E., > (GeV) B(c-+µ+v+X) 

0.00 - 22.0 14.4 0.081 ± 0.010 
22.0 - 40.0 30.4 0.114 ± 0.012 
40.0 - 60.0 48.2 0.102 ± 0.012 
60.0 - 80.0 69.9 0.113 ± 0.013 

80.0 - 250.0 125.1 0.109 ± 0.013 

I 22.0 - 2so.o I 64.9 0.110 ± 0.009 

Table 6.4: Average branching ratio of charmed particles versus E., as calculated 
from the E531 neutrino-emulsion data and the world averages of the charmed particles 
life times. 
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"= 2S/(U + D) with me:= 1.5 GeV/c2 

E., E = .19 Be:= .110 
(GeV) Be:= .110 Be:= .101 Be:= .119 E = .09 E = .29 

22 - 150 0.48 ± 0.05 0.56 ± 0.06 0.42 ± 0.04 0.39 ± 0.04 0.59 ± 0.06 
150 - 250 0.45 ± 0.04 0.52 ± 0.04 0.38 ± 0.03 0.42 ± 0.04 0.53 ± 0.05 
250 - 0.52 ± 0.06 0.61±0.07 0.45 ± 0.05 0.48 ± 0.05 0.50 ± 0.05 

I Total I o.48 ± o.o3 I o.56 ± o.o3 I 0.41 ± 0.02 I 0.42 ± 0.02 I o.54 ± o.o3 I 

Table 6.5 

a with me:= 1.5 GeV/c2 

E., E = .19 Be:= .110 
GeV 

22 - 150 
150 - 250 
250 -

I Total 

Table 6.6 

Results of the fits for the amount of strange relative to non-strange quarks in the 
sea, "' and the strange sea shape parameter a, as a function of Eva• for different 
values of the semileptonic branching ratio of charmed particles into muons, Be:, and 
the Peterson fragmentation function parameter, E. 
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"= 2S/(U + D) with Be= .110 
me Ew. bins ( GeV) 

GeV/c1 22 - 150 150 - 250 250 - 550 total 

0.0 0.30 ± 0.03 0.30 ± 0.03 0.39 ± 0.04 0.32 ± 0.02 
1.0 0.37 ± 0.04 0.38 ± 0.03 0.44 ± 0.05 0.39 ± 0.02 
1.1 0.41±0.04 0.41±0.04 0.45 ± 0.05 0.42 ± 0.02 
1.2 0.43 ± 0.04 0.43 ± 0.04 0.44 ± 0.05 0.44 ± 0.02 
1.3 0.43 ± 0.04 0.41±0.04 0.46 ± 0.05 0.43 ± 0.02 
1.4 0.46 ± 0.05 0.44 ± 0.04 0.50 ± 0.05 0.46 ± 0.03 
1.5 0.48 ± 0.05 0.45 ± 0.04 0.52 ± 0.06 0.48 ± 0.03 
1.6 0.56 ± 0.06 0.48 ± 0.04 0.52 ± 0.06 0.52 ± 0.03 
1.7 0.58 ± 0.06 0.53 ± 0.05 0.56 ± 0.06 0.55 ± 0.03 
1.8 0.62 ± 0.06 0.54 ± 0.05 0.56 ± 0.06 0.57 ± 0.03 
1.9 0.64 ± 0.07 0.53 ± 0.05 0.58 ± 0.06 0.58 ± 0.03 

Table 6.7 

a with Be = .110 
me Evi• bins Ge V) 

GeV/c2 22 - 150 150 - 250 250 - 550 total 

0.0 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 

Table 6.8 

The amount of strange quarks relative to non-strange quarks in the sea, tt, and the 
strange sea shape parameter, a, as a fundion of E,, and the charm mass parameter, 

me-
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Strange fraction " = 28 / ( U + D 
E.,-bin( Ge V) 11-events E., GeV 11-events 

22.0 - 150.0 370.3 106.3 118.3 
150.0 - 250.0 577.5 202.5 101.7 
250.0 - 550.0 472.6 328.8 43.7 

I 22.0 - 550.0 1420.4 221.0 263.7 

as a function of E., 
~GeV Evi• GeV 

98.9 104.5 
195.7 201.5 
319.3 328.0 

173.4 213.6 

189 

" 0 48Tu.;f;f 
• -0.18 

0.45::~J1 

0.52~(i:~; 

I o 48+o.15 I • -0.13 

Table 6.9: Tlte amount of strange relative to non-strange quarks in the sea , n., 
as a function of the average neutrino and antineutrino visible energy. For these fits 
the semileptonic branching ratio was fixed to Br: = 0.110 ± 0.009. 
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Opposite Sign Dimuon Rates and Va1 

me E qi& ,.+ /ul& qi&+,. /ul& BclVa1l2 IVa1I 
GeV/c2 x10-3 x10-3 x10-2 

0.0 .19 7.97 ± 0.25 8.89'± 0.59 0.470 ± 0.053 0.207 ± 0.015 
·-

1.0 .19 8.74 ± 0.28 10.50 ± 0.69 0.461 ± 0.061 0.205 ± 0.016 
1.5 .19 9.62 ± 0.31 11.73 ± 0.77 0.496 ± 0.068 0.212 ± 0.017 
1.9 .19 10.42 ± 0.33 13.92 ± 0.91 0.454 ± 0.079 0.203 ± 0.020 
1.5 .09 8.94 ± 0.28 11.19 ± 0.73 0.441 ± 0.064 0.200 ± 0.017 
1.5 .29 10.09 ± 0.32 13.12 ± 0.87 0.465 ± 0.075 0.206 ± 0.019 

Table 7.1: Neutrino and antineutrino opposite sign dimuon rates, after correc­
tions for acceptance kinematic cuts and slow rescaling, used for the extraction of 
the Kobayashi-Maskawa martix element Ycd· The dimuon rates were extracted for 
different assumptions about the value of the charm mass parameter me and the Pe­
terson fragmentation function para.meter, e. For this analysis Be = .110 ± .009 as 
calculated from the neutrino emulsion data (FNAL-E531) and the lifetimes of the 
charmed particles. 

Results of Zvi• fits for Va1 
me E ("~2) x BelYc.1 2 

c"~2> x B.,IVa112 BelVa1l 2 IVa1I 
GeV/c2 x10-1 x10-2 x10-2 

0.0 .19 0.120 ± 0.024 0.542 ± 0.296 0.483 ± 0.043 0.210 ± 0.013 
1.0 .19 0.160 ± 0.034 0.418 ± 0.398 0.484 ± 0.049 0.210 ± 0.014 
1.5 .19 0.191:!:~:~~: 0.318 ± 0.430 0.534 ± 0.050 0.220 ± 0.014 
1.9 .19 0.208 ± 0.045 0.454 ± 0.473 0.540 ± 0.052 0.222 ± 0.014 
1.5 .09 0 2oo+u.u15 

• -0.031 0.073 ± 0.339 0.502:!:~:~& 0 .214:!:~:~~~ 
1.5 .29 0.211:!:~:0.~ 0.307 ± 0.439 0.548 ± 0.050 0.223 ± 0.014 

Table 7.2: Results from the three parameter fit for different values of the Pe­
terson fragmentation parameter,. E, and the charm mass parameter me. Again for the 
extraction of IVa1I we have assumed that Be= .110 ± .009. 
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µ.-µ.-t- data with w/K Background and Charm Monte Carlo 
u ued for the Charm mus fib 

E., •wi• data data- w/K B • . Charm Monte Carlo 
0.00- 0.06 20 19.11:1:4.47 19.69 
0.06 - 0.10 17 16.90±4.12 11.90 
0.10- 0.16 10 9.19±3.18 11.33 

22- 80 GeV 0.16 - 0.20 8 1.38:1:2.83 1.90 
0.20 - 0.26 4 3.48:1:2.00 4.88 
0.26 - 0.40 13 12.22:1:3.81 8.86 
0.40- 1.00 6 4.69:1:2.24 4.08 

o.oo- 0.06 30 28.81:1:6.48 34.39 
0.06 - 0.10 22 20.38:1:4.89 2tU8 
0.10 - 0.16 24 22.64:1:4.90 23.30 

80- 110 GeV 0.16 - 0.20 13 11.97:1:3.81 12.91 
0.20- 0.26 16 14.24:1:3.81 10.18 
0.26 - 0.40 11 9.72:1:3.32 14.60 
0.40 - 1.00 9 8.28:1:3.00 T.82 

0.00- 0.06 136 130.66:1:11.62 126.06 
0.06 - 0.10 110 106.62:1:10.49 lotU9 
0.10 - 0.16 12 68.22±8.49 Tl.16 

110- 200 GeV 0.16 - 0.20 63 49. 71:1:1.28 49.81 
0.20 - 0.26 32 29.67:1:6.66 30.88 
0.26 - 0.40 43 38.76±6.66 48.36 
0.40- 1.00 26 22.66:1:6.00 23.02 

0.00 - 0.06 161 146.16±12.29 146.69 
0.06 - 0.10 134 126.67±11.68 116.49 
0.10 - 0.16 16 69.97±8.13 80.08 

200- 300 GeV 0.16 - 0.20 61 66.91:1:1.82 67.94 
0.20 - 0.26 36 31.96±6.01 36.68 
0.26 - 0.40 66 68.06±8.01 62.69 
0.40 - 1.00 31 26.86±6.68 30.56 

o.oo- 0.05 Tl 66.94±8.43 61.04 
0.06 - 0.10 16 Tl.66:1:8.73 62.31 
0.10 - 0.16 31 33.60±8.09 38.91 

300- 600GeV 0.16 - 0.20 21 18.28±4.69 22.94 
0.20- 0.26 23 20.99±4.80 11.16 
0.26 - 0.40 36 31.82±6.01 28.11 
0.40- 1.00 32 29.07:1:6.67 18.56 

Table 8.1: Neutrino induced opposite sign dimuon data, 71" /K background and 
charm Monte Carlo split in to five energy bins and seven Xvi• bins as used in the 
charm mass fits. 
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µ,+ µ,- data with 7r /K Background and Charm Monte Carlo 
as used for the Charm mass fits 

E., Ztti• data data - 7r /K Background Charm Monte Carlo 
0.00 - 0.05 12 11.54±3.47 11.30 

22 - 80 GeV 0.05 - 0.10 7 6.69±2.65 7.38 
0.10 - 1.00 12 11.49±3.46 7.53 

0.00 - 0.05 19 18.51±4.36 15.85 
80 - 110 GeV 0.05 - 0.10 16 15.62±4.00 9.88 

0.10 - 1.00 19 18.17±4.36 11.89 

0.00 ~ 0.05 46 44.84±6.78 49.88 
110 - 200 GeV 0.05 - 0.10 25 24.14±5.00 26.70 

0.10 - 1.00 30 28.18±5.48 27.42 

0.00 - 0.05 36 34.87±6.00 33.78 
200 - 300 GeV 0.05 - 0.10 10 9.30±3.16 18.79 

0.10 - 1.00 18 16.32±4.24 17.64 

0.00 - 0.05 14 13.69±3.74 9.67 
300 - 600 GeV 0.05 - 0.10 4 3.82±2.00 4.02 

0.10 - 1.00 6 5.49±2.45 4.27 

Table 8.2: Antineutrino induced opposite sign dimuon data, 1r /K background 
and charm Monte Carlo split in to five energy bins and three xw. bins as used in the 
charm mass fits. 
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Figure 1.1: Feynman diagram for the deep inelastic neutrino-Nucleon charged-
. current interaction. In this diagram k and k' are the four-momenta of the incident 
neutrino and the outgoing muon respectively. P is the four-momentum vector of the 
nucleon and q is the four-momentum transfer carried by the W particle. The hadronic 
system is denoted as X with four moment um P'. 
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Figure 1.2: Feynman diagram for charm production in neutrino-nucleon deep 
mdastic scattering. The first (leading) muon comes from the leptonic vertex while 
the second (non-leading) muon comes from the decay of the heavy charm quark. 
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· p = nucleon momentum 
qo = Ev - E" = Ew = transferred energy 

if= Pv - 'i,.a = Pw = transferred momentum 
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Figure 1.3: illustration of z = zBJ = quark fraction of total nucleon momentum. 
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Figure 1.4: Connection between y and the center of mass scattering angle. 
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Figure 1.5: Opposite sign dimuon production process. Neutrino scatters off d 
·ors quarks carrying momentum (P and produces a charm quark. Next the charm 

quark fragments into a D-meson which decays semileptonicaly into a muon, neutrino, 
and pions or kaons. The leading (lepton vertex) muon is expected to have transverse 
momentum,Pr1 , with respect to the direction of the hadronic system larger than the 
transverce momentum~Pr29of the non-leading muon coming from the decay of the 
D-meson. 
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Figure 2.1: The FNAL Tevatron accelerator and the neutrino beam line. 
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Figure 2.3: The Fermilab accelerator Cycle. 
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Figure 2.5: Structure of a typical calorimeter cart. The shaded rectangles 
represent steel plates; the white rectangles represent scintillation counters, and the 
rectangles with diagonal lines represent drift chambers. 
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BEAM 

Figure 2.6: Diagram of a toroid cart. Each cart is made of eight iron washers 
with the magnet coil going through the hole. Acrylic scintillator counters are placed 
between the washers and five 1-wire drift chambers are mounted in each toroid gap. 
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Figure 2.7: Diagram of a calorimeter counter. 
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Figure 2.8: The counter readout electronics. 
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Figure 2.9: Layout of a typical 3-wire calorimeter chamber cell. 
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Muon Peak Counler 25 
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Figure 3.1: Energy deposition of muons in calorimeter counter 25 measured in 
ADC counts. An average muon, penetrating the counter perpendicular to its surface, 
deposits an amount of energy corresponding to 70 ADC counts. The truncated mean 
of this distribution is the gain of the counter. 
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Figure 3.2: Calorimeter calibration from E744 test run results. The response 
of the calorimeter in units of MIP deposition is plotted versus the momentum of the 
test beam in units of GeV. A minimum ionizing particle deposits 2108 MeV in the 
counters. 
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Figure 3.3: Contours of equal response for a calorimeter counter (counter map). 
Energy deposited at the center of a counter yields fewer detected photons than the 
same energy deposited at the comer close to a phototubc. This counter map was 
parametrized and used to correct the phototube pulse heights for position variation 
of the gains. 
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Figure 3.4: Hadronic energy resolution as a function of the beam energy. The 

hadronic energy resolution was parametrized as 6.Efa.!tf5 /E1iacl = 0.89/{(E1iaclGeV). 
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Figure 3.5: Momentum reconstruction of 100 Ge V / c muons generated by the 
Monte Carlo. The momentum resolution of the spectrometer is dominated by mul­
tiple Coulomb scattering and there!ore is independent of P,.. The P,. resolution was 
parametrized as ll..P~5 IP,. = .11. 
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Figure 3.6: IPT1 - PT2 l/2<T distributions of 11,, (a), ilµ {b) µ.+µ.- data (dots) 
and Monte Carlo (solid histogram). The dashed histogram is the contamination. If 
IPT1 -PT'J l/2<T > 1 the selection was based on the PT algorithm, otherwise the leading 
muon was defined to be the most energetic one. The arrow indicates the limits of the 
two algorithms. 
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Figure 3. 7: Transverse momentum (with respect to the direction of the hadron 
shower) distributions of v,. (a), ;=;.,. (b) µ.+µ.- dai., (dots) and Monte Carlo (his­
togram). The softer distribution corresponds to the aon-leading muon while the 
harder corresponds to the leading muon. 
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Figure 3.8: IPT1 - PT2 l/2u distributions of µ.+ µ.- data (dots) and Monte Carlo 
(solid histogram) selected by requiring the most energetic muon to be the leading 
muon. For this algorithm the MC predicted contamination (dashed histogram) in the 
""'sample is 2.73 (a) and in the 11µ sample is 533 (b). 
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Figure 4.1: Momentum distributions of the uv, d., and the quark sea extracted 
from a Buras-Gaemers fit to the CCFR structure functions. For this plot, Q2 was 
fixed at 16.85 GeV2/c2 which is the average Q2 of theµ.+µ.- data. 
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Figure 4.2: Q2 evolution of the Buras-Gaemers sea momentum distribution. 
The zsea(z,Q2

) distribution is plotted for Q2 = 5.0 (solid line), 25.0 (dotted line), 
125.0 (dashed line), and 625.0 (dot-dashed line) Ge V2 / c2 • 
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Figure 4.5: Place distributions of single muon data (dots) and single muon 
Monte Carlo (histogram). Neutrino-induced data are shown in (a) and anti-neutrino 
induced data in (b ). 
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Figure 4.6: Hadronic energy, E1uad, distributions of single muon data (dots) and 
single muon Monte Carlo (histogra.IJl). Neutrino-incl11ced data are shown in (a) and 
anti-neutrino induced data in (b). Since the CCFR sttucture functions used in this 
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here in order to compare the single muon Monte Carlo with the data and ex.tract the 
normalization numbers. 
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Figure 4.7: E., distributions of single muon data (dots) and single muon Monte 
Carlo (histogram). ·Neutrino-induced data are shown in (a) and anti-neutrino in­
duced data in (b). The low energy pick is mostly due to IIµ and Ilµ coming from the 
decay of 7r± mesons, while the high energy pick is mainly due to IIµ and Iiµ coming 
from decays of K± mesons. 
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Figure 4.8: Muon angle, II,., .distributions of single muon data (dots) and single 
muon Monte Carlo (histogram). ~eutrino-induced data are shown in (a) and anti­
neutrino induced data in (b). 
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Figure 4.9: Muon azimuthal angle,¢µ., distributions of single muon data (dots) 
and single muon Monte Carlo {histogram). Neutrino-induced data are shown in (a) 
and anti-neutrino induced data in (b). 
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Figure 4.11: Yvi• distributions of single muon data (dots) and single muon Monte 
Carlo (histogram) for ""'-induced data (a) and ;:;"'-induced data {b). The 10 GeV 
EJuJd cut depopulate the low-y regime because Yvi• = EJuJd/(E"'1 + EJuJd)· At high 
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V - A structure of the weak interaction. 
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Figure 4.12: Visible E1&1 distributions of dimuon data (dots) and Monte Carlo 
(histogram). Neutrino-induced data are shown in (a) and anti-neutrino induced data 
in (b). The 9 GeV/c muon momentum cut depopulate the low momentum regime. 
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Figure 4.13: Visible Eµ 2 distributions of dimuon data (dots) and Monte Carlo 
(histogram). Neutrino-induced data are shown in (a) and anti-neutrino induced data 
in (b). The cut-off at 9 GeV /c is due to the muon momentum cut. 
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Figure 4.15: Visible E1u11i distributions of dimuon data (dots) and Monte Carlo 
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Figure 4.18: zn. distributions of dimuon da.\a (dots) and Monte Carlo (his-
togram). Neutrino-induced data are shown in (a) aJtd anti-neutrino induced data in 
(b). 
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Figure 4.19: Visible transverse momentum, PT1 , distributions of the second 
muon with respect to the direction of the hadronic shower for dimuon data (dots) 
and Monte Carlo (histogram). Neutrino-induced dimuon data are shown in (a) and 
anti-neutrino induced dimuon data in (b). 
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Figure 4.20: Visible fJ,..1 distributions of di:muon data (dots) and Monte Carlo 
(histogram). Neutrino-induced·data are shown in{.a) and anti-neutrino induced data 
in (b). 
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Figure 4.21: Visible 8µ3 distributions of dimuon data (dots) and Monte Carlo 
{histogram). Neutrino-induced data are shown in (a) and anti-neutrino induced data 
in (b). 
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Figure 5.1: Neutrino-induced (a) and antineutrino-induced (b) opposite sign 
dimuon rates corrected for acceptance and kinematic cuts (Pµ > 9 GeV /c) (dots), 
and corrected for slow rescaling (squares) assuming that me = 1.5 Gev / c2

• The slow 
rescaling correction removes the charm threshold effects (see also Figure 5.9). 
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Figure 5.2: Neutrino-induced (a) and antineutrino-induced (b) opposite sign 
dimuon rates corrected for slow rescaling assuming that the charm mass parameter 
is 0.0 (squares), 1.3 (dots), and 1.9 (diamonds) GeV/c2 • The neutrino rates seem to 
exclude a value of zero for the charm mass parameter, me while the antineutrino rates 
prefer values lower than 1.9 GeV /c2. 
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Figure 5.3: Neutrino-induced opposite sign dimuon rates corrected for acceptance 
and kinematic cuts using the MC with me= 1.3 Gev/c2 (dots). The curves represent 
the predictions of the MC for different values of the charm mass parameter. The data 
prefers a value for me around 1.3-1.5 GeV /c2 • 
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Figure 5.4: Antineutrino opposite sign dimuon rates corrected for acceptance and 
kinematic cuts using the MC with mc=l.3 GeV /c2(dotes). The curves represent the 
predictions of the MC for different values of the channmass parameter. A statistically 
larger sample is required in order to predict me from the antineutrino induced rates. 
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Figure 5.5: Neutrino-induced opposite sign dimuon rates corrected for acceptance 
and kinematic cuts from: This experiment (CCFR-E744) (dots); the CCFR collab­
oration (NBB data) (squares); the CDHSW collaboration (WBB data)(diamonds). 
The CDHSW rates include systematic errors due to the fragmentation function. The 
three experiments agree well. 
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Figure 5.6: Anti-neutrino-induced opposite sign dimuon rates corrected for accep­
tance and kinematic cuts from: This experiment (CCFR-E744) (dots); the CCFR col­
laboration (NBB data) (squares); tlie CDHSW collaboration (WBB data)( diamonds). 
The CDHSW rates include systematic errors due to the fragmentation function. The 
three experiments agree well. 
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Figure 5.7: Neutrino-induced opposite sign dimuon rates corrected for slow 
rescaling from: This experiment (CCFR-E744) (dots); the CCFR collaboration (NBB 
data) (squares); the CDHSW collaboration (WBB data)(diamonds). The CDHSW 
rates include systematic errors due to the fragmentation function. Our data support 
the validity of the slow rescaling mechanism. For neutrino energies below 60 Ge V the 
CDHSW rates show some remanent threshold. 
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Figure 5.9: Neutrino-induced (a) and antineutrino-induced {b) opposite sign 
dimuon rates corrected for acceptance and kinematic cuts (Pµ > 9 GeV /c) (dots), 
and corrected for slow rescaling (squares) assuming that me = 1.5 Gev / c2 • The slow 
rescaling correction removes the charm threshold effects. 
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Figure 6.1: Bjorken zn. distribution of 11,a-induced opposite sign, background 
subtracted, dim.non data with P,a > 9.0 GeV/c (circles) and the single charm Monte 
Carlo predidion (histogram). The Monte Carlo prediction is the sum of contribu­
tions from a quarks, cl-valence quarks, cl-sea quarks, and contamination (dot-dashed 
histogram). 
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Figure 6.2: Bjorken Zvi• distribution of il"-induced opposite sign, background 
subtracted, dimuon data with P" ~ 9.0 Ge V / c (circles) and the single charm Monte 
Carlo prediction (histogram). The Monte Carlo prediction is the sum of contribu­
tions from s quarks, d-sea quarks, and contamination (dot-dashed histogram). The 
neutrino contamination is mainly at low Zvi• because low-z (small 6") events have 
very small difference in Pr between the two muons. 
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Figure 6.3: Bjorken z.u distribution of 11,,.4.nduced opposite sign, background 
subtracted, dimuon data with 1\ > 9.0 GeV/c (~)and the single charm Monte 
Carlo prediction (histogram). 'fhe dimuon data wt!ie corrected {or contamination 
using the charm Monte Carlo. 
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x-Distribulion of Antineutrino Dimuons Corrected for Contamination 
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Figure 6.4: Bjorken Zvi• distribution of ilµ-induced opposite sign, background 
subtracted, dimuon data with Pµ ~ 9.0 GeV/c (circles) and the single charm Monte 
Carlo prediction (histogram). The dimuon data were corrected for contamination 
using the charm Monte Carlo. 
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Figure 6.5: Bjorken z.a. distribution of 1111--induced opposite sign, background 
subtracted, dimuon data with P,. ~ 9.0 GeV/c (citcles) and the single charm Monte 
Carlo prediction {histogram). The Monte Carlo events were generated with the pa­
rameter a=O (strange sea has the same shape as the non-t1trange sea). The sum 
of MC events is split into cf.-quark, d.-quark, a-quark quark and contamination 
components. 
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x-Distribulion of Antineutrino Dimuons(a=O.O) 
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Figure 6.6: Bjorken :Z:vi• distribution of ii',.-induced opposite sign, background 
subtracted, dimuon data with P,. > 9.0 GeV/c (circles) and the single charm Monte 
Carlo prediction (histogram). Monte Carlo events were generated with the param­
eter a = 0 (strange sea has the same shape as the strange sea). The Monte Carlo 
prediction is the sum of contributions from i quarks, d-sea quarks, and contamination. 
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x-Distribution of Neutrino Dimuons Corrected for Contamination 
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Figure 6. 7 Bjorken Zvia distributions of v,.-induced opposite sign, background 
subtracted, dimuon data with P,. > 9.0 GeV/c (circles) and the single charm Monte 
Carlo (a= 0) prediction (histogram). The dimuon data were corrected for contami­
nation using the charm Monte Carlo. 
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Figure 6.8: Bjorken Zvi• distributions of i711-induced opposite sign, background 
subtracted, dimuon data with P,. > 9.0 GeV/c (circles) and the single charm Monte 
Carlo prediction (histogram). Monte Carlo events were generated with the parameter 
a = 0. The Monte Carlo was used here to correct the data for contamination. 
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Comparison between xs(x) and xq(x) 
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Figure 6.9: Strange quark momentum distribution, za(z) (circles), extracted 
from the v,.-induced dimuon data, and zq(z) = zu(z) + zd(z) + za(z) (squares) 
evaluated at the mean Q2 of the dimuon data for each z-bin. The za(z) was extracted 
from the dimuon data after correcting them for acceptance, kinematic cuts, missing 
energy, contamination, and charm threshold effects, using the charm Monte Carlo and 
assuming mc=l.5 GeV/c'. In order to compare the shapes of the two distributions, 
zs( z) is normalized to the integral of zq( z ). The line is the Buras-Gaemers fit to the 
CCFR structure functions. · 
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Figure 6.10: Normalized anti-strange quark momentum distribution, :z:s(:z:) (cir­
cles), extracted form the ii'µ-induced dimuon data, and zq{z) = zu{z)+zd{z)+zs{z) 
(squares) evaluated at the mean Q 2 of the dimuon data for each z-bin. The :i:s(z) is 
extracted from the dimuon data after correcting them for acceptance, kinematic cuts, 
missing energy, contamination and charm threshold effects, using the charm Monte 
Carlo and assuming me = 1.5 GeV /c2

• The line is the Buras-Gaemers fit to the 
CCFR structure functions. 
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Comparison between xs(x) and xq(x) 
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Figure 6.11: Normalized strange quark momentum distributions, z.s( z) (circles), 
extracted from the ,,,. dimuon data with En• > 150 GeV, and zq(z) = zu(z) + 
zd( z) + za( z) (squares) evaluated at the mean Q2 of the dimuon data for each z-bin, 
The za( z) is extracted from the dimuon data after correcting them for acceptance, 
kinematic cuts, missing energy, contamination, and charm threshold effects, using the 
charm Monte Carlo and assuming mc=l.5 Ge V /ti'. The line is the Buras-Gaemers 
:fit to the CCFR structure functio:m. 
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Comparison between xS(x) and xq(x) 
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Figure 6.12: Normalized anti-strange quark momentum distribution, :z:8(:z:) 
(circles), extracted form the il,_. dimuon data with Evi• ~ 150 GeV, and :z:q(:z:) = 
zu(z) + zd(z) + zs(z) (squares) evaluated at the mean Q 2 of the dimuon data for 
each z-bin. The :z:8( :z:) is extracted from the dimuon data after correcting them for 
acceptance, kinematic cuts, missing energy, contamination and charm threshold ef­
fects, using the charm Monte Carlo and assuming me = 1.5 Ge V / c2 • The line is the 
Buras-Gaemers :fit to the CCFR structure functions. 
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Comparison between xs(x) and xq(x) 
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Figure 6.13: Normalized strange quark momentum distributions, za(z) (circles), 
extracted from the v,,. dimuon data, and zq(z) = zu(z) + zd(z) + za(z) (squares) 
evaluated at the mean Q2 of the dimuon data for each z-bin, The za( z) is extracted 
from dimuon data after correcting them for acceptance, kinematic cuts, missing en­
ergy, contamination, and charm threshold effects, using the charm Monte Carlo and 
assuming mc=O.O Ge V / i'. The line is the Buras-Gaemers fit to the CCFR structure 
functions. 
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Figure 6.14: Normalized anti-strange quark momentum distribution, zs(z) (cir­
cles), extracted form the iiµ dimuon data, and zq(z) = zu(z)+zd(z)+zs(z) (squares) 
evaluated at the mean Q2 of the dimuon data for each z-bin. The zs(z) was extracted 
from the dimuon data after correcting them for acceptance, kinematic cuts, missing 
energy, contamination and charm threshold effects, using the charm Monte Carlo and 
assuming me = 0.0 Ge V / c2 • The line is the Buras-Gaemers fit to the CCFR structure 
functions. 
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Figure 6.15: Normalized strange quark momentum distributions, za(z) (circles), 
extracted from the vµ dimuon data, and zq(z) = zu(z) + zd(z) + za(z) (squares) 
evaluated at the mean Q2 of the dimuon data for each z-bin, The za( z) was extracted 
from the dimuon data after correcting them for acceptance, kinematic cuts, missing 
energy, contamination, and charm threshold effects, using the charm Monte Carlo and 
assuming mc=l.3 Ge V / i'. The line is the Buras-Gaemers fit to the CCFR structure 
functions. 
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Figure 6.16: Normalized anti-strange quark momentum distribution, zs(z) (cir­
cles), extracted form the i1,. dimuon data, and zq( z) = zu( z) + zd( z) + zs( z) (squares) 
evaluated at the mean Q2 of the dimuon data for each :i:-bin. The :i:s(:i:) is extracted 
from the dimuon data after correcting them for acceptance, kinematic cuts, missing 
energy, contamination and charm threshold effects, using the charm Monte Carlo and 
assuming me= 1.3 GeV /c2 • The line is the Buras-Gaemers fit to the CCFR structure 
functions. 
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Figure 6.17: No~alized strange quark momentum distributions, za(z) (circles), 
extracted from the ,,,. dimuon data, and zq(z) = zu(z) + :i:d(z) + za(z) (squares) 
evaluated at the mean Q2 of the dimuon data for each z-bin, The z.s( z) was extracted 
from the dimuon data after correcting them for acceptance, kinematic cuts, missing 
energy, contamination, and charm threshold eHects, using the charm Monte Carlo and 
assuming mc=l.9 Ge V / i'. The line is the Buras-Gaemers fit to the CCFR structure 
functions. 
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Figure 6.18: Normalized anti-strange quark momentum distribution, za(z) (cir­
cles), extracted form the il~ dimuon data, and zq(z) = zu(z)+zd(z)+za(z) (squares) 
evaluated at the mean Q2 of the dimuon data for each z-bin. The za(z) was extracted 
from the dimuon data after correcting them for acceptance, kinematic cuts, missing 
energy, contamination and charm threshold effects, using the charm Monte Carlo and 
assuming me= 1.9 GeV /c2 • The line·is the Buras-Gaemers fit to the CCFR structure 
functions. 
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Average Semileptonic Branching Ratio of Charmed Particles 
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Figure 6.19: Average semileptonic branching ratios of charmed particles cal-
culated using neutrino-emulsion data from the experiment FNAL-E531, and the 
charmed hadron lifetimes. First, by assuming the spectator picture for the decay of 
the charmed hadrons, we calculate the semifeptonic branching ratios of the charmed 
particles n°±, n., n°; and At into muons. Then using the measured composition 
of charmed hadrons produced in v-N interactions (E531) we calculated the average 
branching ratio for each energy bin. These data demonstrate that in the neutrino 
energy range between 30 and 600 GeV the average branching ratio, B,a does not 
change with energy. The some what smaller branching ratio calculated for the lowest 
energy bin (Evi• ~ 22 GeV) is due to the production of charmed baryons At which is 
significant(""" 353) at low energies. The energy range between 0 and 22 GeV is not 
accessible by our data. 
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Figure 6.20: The fraction of strange relative to the non-stra.nge quarks in the 
sea., "' a.s a. function of the visible dimuon energy, Evi•· For these fits the semilep­
tonic bra.nching ra.tio of charm was fixed to Be = 0.110 ± 0.009 a.s calcula.ted form 
the neutrino-emulsion de.ta. (E531), and the cha.rmed particles lifetimes. The errors 
include systematic uncertainties due to the fra.gmentation function, the charm mass, 
and the semileptonic branching ra.tio of cha.rm Be. 
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Figure 6.21: Q!i. distributions of background subtracted opposite sign dimuon 
data (dots) and charm Monte Carlo (histogram) for neutrino (a) and antineutrino 
(b) induced data. 
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Figure 6.22: Q!i. distributions of background subtracted, contamination cor­
rected, opposite sign dimuon events (dots) and charm Monte Carlo (histogram) for 
neutrino (a) and antineutrino (b) induced data. 
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Figure 8.1: The x2 of the charm mass fit, as a function of the charm mass 
parameter me. This plot was created by varying the charm mass parameter in discrete 
steps while letting the other three parameters, 1e, a, Be, to be determined by the data. 
As shown in the plot above, a change of me "' 0.35 Ge V / c2 causes a change of one 
unit in the x2 and this determines the statistical error. 
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Figure 8.2: The amount of strange relative to non-strange quarks in the sea, "' 
is correlated with the value of the charm mass parameter, me,as shown in the above 
plot. This plot was created by varying the mass of the charm in discrete steps while 
letting the data to fix the rest of the parameters (K., a, Be)· 
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Figure 8.4: Bjorken Zvi• distributions of opposite sign background subtracted 
dimuon data with Pµ. > 9.0 GeV/c {circles) and the single charm Monte Carlo pre­
diction (histogram) for Vµ. data (a) and 11µ. data (b). The Monte Carlo prediction 
is the sum of contributions from s (8) quarks (solid curve), d-valence quarks (dot­
ted curve), d-sea quarks (dashed curve), and contamination (dotted histogram). The 
Monte Carlo events were generated with " · 0.44, a = 3.9, Be = 0.109, and mc=l.31 
GeV /c2 as predicted by the 4-parameter x2 fit between the data and the charm MC 
(see Chapter 9). 
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Figure B.2: The trigger six logic. 
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