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ABSTRACT
A MEASUREMENT OF THE CROSS SECTION FOR W PRODUCTION AND
DECAY INTO ELECTRON AND NEUTRINO IN PP COLLISIONS AT VS =18
TEV
Marshall Miller

Dissertation Supervisor: H. H. Williams

The cross section for W production and decay into electron and neutrino was measured
at the Fermilab Tevatron at /5 = 1.8 TeV. The integrated luminosity used for the
study was 25.3 nb~!. We find o (pp —» WX — evX) = 2.5 & 0.6 (stat) + 0.5 (syst)
nb. We fit the transverse mass distribution from the W candidates to Monte Carlo
calulations to find Mw = 79.5 &+ 2.9 (stat) + 2.4 (syst) GeV. The cross section agrees
with theoretical predictions, and the mass measurement agrees with W mass values

quoted by the UA1 and UA2 experiments at CERN.
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Chapter 1

Introduction

This thesis describes measurements of W boson production at the Fermilab Tevatron
by the CDF collaboration [1]. The W and Z particles are massive vector bosons
which mediate the weak force. They were first detected at the CERN SppS by the
UA1L and UA2 experiments [2,3] confirming predictions of the Weinberg-Glashow-
Salam electroweak theory [4,5,6]. The W is short-lived, and only its decay products
are detected. W bosons have several decay modes; however, due to certain features
of the leptonic modes, the easiest to detect are the decays W — ev and W — puv .
Analysis of data from the 1987 colliding beam run at Fermilab has produced events
demonstrating both decay modes. This thesis will discuss only the W — ev events
from this run.

The detection of W bosons is aided by their often spectacular event signature.
W bosons are massive particles whose leptonic decays can result in very distinctive

events. In the W — ev decay, the electron deposits energy in the electromagnetic



calorimeter, and the neutrino goes undetected due to its extremely small interaction
cross section. The event signature is then a high pr electromagnetic cluster with
no detected particles to balance the momentum. At PP colliders, events with high
pr electrons are produced at very low rates, and large missing momentum is associ-
ated with the production of a high pr neutrino, calorimeter problems or mismeasured
energy, or new physics. Certain physics processes produce background to W produc-
tion, but these backgrounds can be shown to occur at much lower rates than the
W signal. The electron Er distribution from the sample of W — ev candidates may
be compared with theoretical expectations for further evidence that the candidates
constitute a clean W signal.

The W — ev sample selected from the 1987 colliding beam run at Fermilab con-
sists of 21 events and corresponds to an integrated luminosity of 25.3 nb~!. From this
sample we are able to determine the cross section at a new center of mass energy of 1.8
TeV, and we can confirm the W mass measurements of the UA experiments although
our present errors are larger. Details of the event selection from the 1987 run resulted
in our sample containing only W bosons whose electrons entered the central part of
the detector; consequently, our efficiency for W detection was significantly lower than
we anticipate in future runs.

The W boson has 2 charged states, the W+ and W~ . The specific decays involving

electrons or positrons are W+ — e*y, and W- — e 7.. The details of the cross



section analysis do not depend on the charge of the W or the specific decay - only
that an electron and neutrino are produced. In this thesis I will usually refer only to
W bosons, electrons, and neutrinos and not keep track of the particle - anti-particle
details.

Some details of the analysis contained in this thesis could not be studied directly
from data; therefore, we used Monte Carlo simulations of physics processes and detec-
tor performance to study these effects. Unless we specify otherwise, the term “Monte
Carlo” will always refer to version 6.10 of the Isajet Monte Carlo [7]. Detector sim-
ulations use a software package written explicitly to model the CDF detector and

based on extensive testbeam data.



Chapter 2

Theory

The standard electroweak gauge theory 8] is based on the gauge group SU, x U; and
contains 4 gauge bosons, 3 fermion generations, and neutral, scalar particles called
Higgs particles. The gauge bosons are the photon, which carries the electromagnetic
force, and 3 massive, vector particles known as the Z, Wt and W~ . The W+ and
W~ transmit charged current weak interactions in which one unit of electric charge is
exchanged while the Z transmits neutral current weak interactions where no charge

is exchanged. The fermions consist of 3 generations of leptons and quarks.

v, v, v,
leptons

e U o

u c t
quarks

d s b

Left-handed fermions (right-handed anti-fermions) transform as weak isospin doublets

and couple to the weak interaction whereas right-handed fermions (left-handed anti-



fermions) transform as weak isospin singlets and only couple to the neutral component
of the weak force. The standard model has no right-handed neutrinos. In order to
give masses to the fermions and gauge bosons, the Higgs field is introduced [9]. Its
self-interactions give rise to spontaneous symmetry breaking yielding fermion and
boson masses as well as Higgs particles. The terms in the Lagrangian which give rise
to fermion masses require both a left-handed and a right-handed fermion; therefore,
the neutrinos cannot acquire masses in this manner and are assumed massless.

The electroweak interaction Lagrangian involving fermions but excluding Higgs

interactions can be written:

g e g
L=—eJ* A, - 5 (Fiw + THWo) + —" JEZ, (2.1)

where Oy is the weak mixing angle, e and g are coupling constants related by e =
gsinfw, A is the massless photon field, Z is the massive neutral weak boson field,
W+ and W~ are the massive charged weak boson fields, and J..,, Jw, and Jz are the
various weak currents. The weak currents can be written in terms of fermion fields,

¥, the charge and weak isospin operators, Q and 7, and the gamma matrices, v*:

I = V2 TEVY, + V2 Gy Tiw,
Jg = py* [TaL - sinzﬂwQ} P

Jon = ¥7Qv

em



where %, is the quark field, 4, is the lepton field, and V is the Kobayashi-Maskawa-
Cabbibo mixing matrix. The weak isospin operators vanish on right-handed fermion
(left-handed anti-fermion) fields. From equation 2.1 and the currents, Ji;*, the
W+ and W~ couple to members of the same lepton weak isospin doublet (i.e. ev,,
vy, of Tv.) or, to any quark pair whose corresponding mixing matrix coefficient does
not vanish.

The basic parameters of the standard electroweak model are the coupling con-
stants, e and g, and the vacuum expectation value of the Higgs field, v. It is more
common to use a different parameterization involving the fine structure constant, a,
the Fermi constant, Gp, and sin?6w. Their values are:

2
€
= -— =1/137.036 [10
a = —=1 [10]

Gr = 1/vV2v® =1.6637 x 10~° GeV~?

sin’fw = (e/g)’ =0.230 [11]
Using this parameterization, the weak boson masses are:

MW = A/Sinaw

Mz = A/sinfw cos Oy
where

A = (1a/V2GF)? = 37.2810 GeV



Mz may soon be known to very high accuracy from experiments at SLAC [12] and
LEP [13]. At that point M will replace sin’fy as the third parameter.

To calculate the mass of the W, one must include higher order corrections to the
formula given above. These corrections are of order 4%. Using values for sin®fw from

deep inelastic scattering experiments, My = 80.2 + 1.1 GeV [14].

2.1 Hadronic W — ev Production

At pp colliders W bosons are produced through quark anti-quark interactions (see
figure 2.1). To determine the cross section for the process pp — WX — evX, we

first write the matrix element for the subprocess shown in figure 2.1:

B(@)7*(1 = 75 )u(q)a(v)ya(1 — 75 )v(e)
« §— M2 + iMyTy (22)

where v/3 is the center of mass energy of the 2 interacting quarks and 'y is the total
width of the W. After squaring and integrating over phase space, the spin-averaged

subprocess cross section can be written:

A\ 2
dé |Vial? (GFM‘?V)Z 5(1 + cosf) (2.3
(5 - '

~(gg > W — ev) =
dC050 (qq ) 87 \/i M{f’v)2 -+ (I.‘W]uw):2

where cosf is the center of mass angle between the lepton anti-particle (e* or 7) and

p. Integrating over all angles, the total subprocess cross section is:

§

_ Vel (GFJW‘%V (2.4)

2
o(qg - W — ev) =



Figure 2.1: Feynmann diagrams for lowest order W boson production and decay into

electron and neutrino at pp colliders. The u and d quarks dominate the interaction
cross section at center of mass energy of 1.8 TeV.



The quarks reside inside the colliding hadrons, and to calculate the cross section
from pp production of the W we must include all potential qg subprocesses. Since
the cross section depends on the subprocess center of mass energy, we must know
the distribution of the quark momenta inside the hadrons. The function, f2(xp, @%),
is called the parton distribution function and gives the probability that hadron p
contains a parton q which carries a fraction z, of the hadron’s momentum. These
distributions are functions of the variable, @? = 3. The cross sections in equations 2.3
and 2.4 do not include higher order QCD processes such as gluon emission; therefore,
to calculate the cross section for W production and decay into electron and neutrino
where higher order processes are allowed, we must include a correction known as the

K-factor. We can then write the total cross section as:

K 1 1 _ .
o(pp—» WX - evX) = ?Z/o d:c,,/o dzs f¥ (:cp,Qz) f:, (:cﬁ,Qz) o(qq — ev)
a9

(2.5)
Including first-order QCD corrections, the K-factor can be written
8w 9
K~1+-a, (M%) ~1.35 (2.6)

There are 2 significant sources of theoretical error in this calculation. The proton
and anti-proton parton distribution functions are not well known at the Fermilab
Tevatron center of mass energy of 1.8 TeV. Until they can be measured, they must be
calculated by evolving the distribution functions at lower Q?%. Also the cross section

depends on the W total width, I'w. The total width is the sum of all partial widths
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for specific W decays including the possible decay W — tb. The top quark has yet
to be discovered, and its theoretical mass range is large (~ 44 - 180 GeV) [15,16].
Figure 2.2 shows the dependence of the W total decay width on the top quark mass.
Assuming the top quark mass has a lower limit of 44 GeV, the total cross section can
vary by roughly 15%.

Two important W event properties which are measured experimentally are the
electron transverse energy, Er , and the missing transverse energy, Er , of the event.
The Er is the vector sum over all calorimeter towers of the transverse energy deposited
in the calorimeter. Since the neutrino doesn’t interact in the detector, the neutrino
energy and the detector resolution contribute to the Er . We can calculate the
expected electron and neutrino py distributions from W decay by transforming the

subprocess differential cross section dé/d cos § (equation 2.3) to dé/dpi.. We find

do &3 (1-2p%/3)

Sl (2.7)
dp% $2(1—4p3/3)

(N1

The distribution diverges at p = VE ~ s My with a characteristic Jacobian peak.
Integrating over the parton distribution functions removes this singularity, and includ-
ing higher order processes (W plus jet production) gives the W transverse momentum
which smears the Jacobian. Figure 2.3 shows the electron pr distribution from W
bosons generated by Monte Carlo calculation and simulated in the CDF detector.
If the neutrino were detected in the same manner as the electron, we could cal-

culate the invariant mass of the electron-neutrino pair and directly measure the W
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Figure 2.2: Dependence of the W and Z total decay width on the top quark mass.
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Figure 2.3: Distribution of the electron pr from the process W — ev . These events

were generated by the Isajet Monte Carlo. The electrons were required to deposit
> 5 GeV in active regions of the detector.
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mass. Since the neutrino is undetected, the only measure we have of its properties is
the event Er which, in a perfect detector, is equal to the neutrino Ep . The electron

Er and event E1 allow us to calculate the W transverse mass defined as:
mz (e,v) = (Iper| + por )’ = (per + pur)? (2.8)
We can rewrite equation 2.8 as:
m} (e,v) = 2Ep B (1 — cosg) (2.9)

where ¢ is the angle between the electron pr vector and the Et vector. The transverse
mass distribution is less sensitive to the transverse motion of the produced W than the
electron Er distribution and can yield more accurate mass estimates. Figure 2.4 shows
the transverse mass distribution for W — ev events in the UA1 experiment compared

to theoretical calculations which include acceptance and efficiency corrections [17].
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overlayed.



Chapter 3

The CDF Detector

3.1 Introduction

The CDF detector [1] is a general purpose 47 detector utilizing a solenoidal magnetic
field, charged particle tracking, and fine-grained calorimetry to study collisions at
the Fermilab Tevatron. Each detector sub-system will be described below; however,
since the analysis requires electrons from the decaying W bosons to be contained
in the central calorimeter, the sections of the detector relevant to central electron
identification will be emphasized. Figure 3.1 shows a perspective view of the full
detector, and figure 3.2 shows a cross sectional view with the major components
identified.

Since various coordinate systems are useful in discussing detector layouts, event
parameters, and W selection criteria, we will define commonly used coordinates here.
Theta, 8, is the polar angle measured from either the proton or anti-proton direction

along the beam line. Phi, ¢, is the azimuthal angle around the beam axis. Z is the

15
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Figure 3.1: A perspective view of the CDF detector.
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Figure 3.2: A cross sectional view of the CDF detector.
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distance along the beam line measured from the center of the detector, and R is the

radial distance from the beamline.

3.2 Calorimetry

The calorimetry was constructed in 3 regions each containing several sub-systems:
the central region extending out to rapidity of 1.1, the plug region covering rapidity
from 1.1 to 2.4, and the forward region reaching to rapidity of 4.2. Each region has
an electromagnetic shower counter in front of a hadron calorimeter. The calorimeters
were constructed in a projective tower geometry such that each tower points back
to the interaction region. The tower sizes are roughly 0.1 units in pseudorapidity, 7

where 7 = —log tan(6/2), and 15° (central) or 5° (plug and forward) in the azimuthal

angle, ¢.

3.2.1 Central Calorimetry

The central calorimetry consists of the central electromagnetic shower counter, the
central hadron calorimeter, and the endwall hadron calorimeter. There are 48 wedge
shaped modules, called wedges, which comprise the central EM and hadron calorime-
ters. They form 4 “C”- shaped arches which surround the solenoid coil. The endwall

calorimeter extends the rapidity coverage of the central hadron calorimeter.

The central electromagnetic shower counter



D
J

PHOTOTUBES \ 7

WAVE SHIFTER
SHEETS

LEAD ‘
SCINTILLATOR
SANDWICH — E R

STRIP i
cramper — L o
// o
4
Z

Figure 3.3: A central wedge containing the central electromagnetic shower counter.
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Figure 3.3 shows a view of the central electromagnetic shower counter [18]. It is a Pb-
scintillator sampling calorimeter 18 radiation lengths thick. The calorimeter is divided
into 10 towers each 0.11 units in 7 and 15° in ¢ . There are 31 layers of 5 mm SCSN-
38 polystyrene scintillator interleaved with 3.1 mm lead. To maintain a constant
thickness in radiation lengths as the polar angle varies, acrylic is substituted for
certain layers of lead. Three mm thick UVA acrylic doped with 30 ppm Y6 wavelength
shifters are mounted on each side of the stack. UVA acrylic rod lightguides pass
through the hadron calorimeter and connect to 10 ppm Y7 doped transition pieces.
The waveshifted light then enters 1.5 in diameter bialkali 10-stage photomultiplier
tubes.

The performance of the EM calorimeter was studied at the NW testbeam at
Fermilab. Typical light yields are greater than 100 photoelectrons/GeV /tube. The

energy resolution for electrons incident on the tower center is given by:

o(E)  13.5%
E  Esind

Figure 3.4 shows the resolution versus energy for a typical tower. In general the
response varies depending on where the electron enters the tower. At the testbeam
the response across the tower face was mapped by varying the position of the incident
electrons, and a detailed response mapping function was fit to the data [19]. Figure 3.5
shows this mapping function. With the tower center response set to 1.0, the map

varies between .92 and 1.08.
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Figure 3.4: Energy resolution for a typical tower in the central EM calorimeter versus
electron energy.
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Figure 3.5: The mapping function for a central EM calorimeter tower. The function
predicts the calorimeter response based on the position of the incident particle.
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Strip chambers are imbedded at shower maximum (5.9 radiation lengths) to help
measure the position and the transverse development of the shower. The chambers
are wire proportional chambers filled with a 95%/5% mixture of Ar/CO, with pulse
height readout in 2 directions. Anode wires give shower profiles in ¢, and cathode
strips give profiles along the rapidity axis. The position resolution is typically +2 mm
for 50 GeV electrons. Figures 3.6 - 3.7 show the relative pulse height and position

resolution as a function of beam momentum measured in the testbeam.

The central and endwall hadron calorimeter

The central hadron calorimeter [20] is a steel-scintillator sampling calorimeter stack-
ed immediately behind the EM calorimeter in the wedges. The steel plates are 2.5
cm thick, and the active medium is 1 c¢m thick sheets of acrylic scintillator doped
with 8% naphthalene, 1% butyl-PBD, and 0.01% POPOP. The wavelength shifters
are 0.5 x 1.0 cm? rods of acrylic material doped with Laser-dye 481 which form the
theta boundaries between towers. The wedge contains 8 hadron towers with the same
dimensions as EM towers, and the calorimeter is roughly 5.7 interaction lengths deep.

The endwall calorimeters have a similar arrangement of scintillator, steel, and
wavelength shifters. There are 6 endwall towers — 2 of which overlap with central
hadron towers, and the total rapidity coverage of the central hadron calorimeter is

—1.3 <75 < 1.3 . Light yields in the hadron calorimeters are roughly 15 photoelec-
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Figure 3.6: Strip chamber pulse height energy dependence. The pulse height is nor-
malized to 1.0 at 50 GeV/c. Error bars correspond to the rms width of the pulse
height distributions.
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trons/Gev/tube. The resolution is given by

() _ 7%

EVE

The response map for the hadron towers is qualitatively similar to the EM map.
Minimum ionizing particles deposit 1.9 GeV on average compared to 0.3 GeV in the

EM calorimeter.

Central calibration systems

Accurate calibration of the central calorimeter is critical for many electroweak mea-
surements. All wedges were initially calibrated in the testbeam by measuring the re-
sponse to 50 GeV electrons or pions and, immediately before or after, measuring the
response to a movable, radioactive source. The ratio of these responses was recorded
as the calibration constant for every central phototube. Subsequent source measure-
ments monitor changes in the energy response due to movement of the wedges, the
magnetic field of the solenoid, decay of scintillator, or other effects. Source calibra-
tions monitor changes over time scales of weeks. To check calibrations over shorter
time scales several different systems are used. The EM calorimeter uses 2 redundant
light flasher systems — a xenon flash bulb and LEDs. The hadron calorimeter uses a
CO, laser for both the central and endwall detectors. The physical calibration sys-
tems will be described below. More details of the calibration process can be found in

the appendix.
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Source calibrations for both central calorimeters are made with a 137Cs 3 mCi
source permanently mounted on each wedge [21]. The source is attached to a source
drive system which consists of a nylon covered steel wire loop, a set of pulleys, and
a motor which is remotely controlled. During calibration, the source is driven at
a constant rate through tubes mounted between two scintillator layers inside the
calorimeter. The photomultiplier currents are read out as the source passes through
the calorimeter such that each phototube response shows a characteristic peak (see
figure 3.8). Typically calibration of all wedges for either the EM or the hadron
calorimeter requires less than an hour, and under proper conditions (no circulating
beam) calibration may be done during the data taking period. A similar system is
mounted on the endwalls.

There are xenon flasher and LED flasher systems [21] mounted on each wedge.
The xenon flasher system simultaneously distributes light from a xenon flash bulb to
each waveshifter via quartz light fibers and to 3 monitoring PIN diodes. Since the
xenon bulb output varies somewhat from flash to flash, the PIN diodes are used to
normalize the photomultiplier response. The LED system distributes light from green
LEDs to the photomultiplier transition pieces and reference PIN diodes. The hadron
calorimetry uses a CO, laser which deposits light into the photomultiplier transition

pieces via quartz light fibers and into reference PIN diodes.
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3.2.2 Gas Calorimetry

The plug and forward calorimeters use proportional tube chambers. The towers are
read out by measuring the induced signals on cathode pads and the charge on anode
wires. The absorbers are the same as for the central calorimetry - Pb in the EM
calorimeters and steel in the hadron calorimeters. The chambers cover 90° in ¢ (a
quadrant) except in the endplug hadron calorimeter where structural supports are
placed every 30°.

The plug EM calorimeter [22] includes readout of the cathode pads in 3 depth seg-
ments integrating over 3.8, 14.2, and 3.0 radiation lengths. Each wire plane is read
out by quadrant yielding a detailed longitudinal shower profile for isolated electrons
or photons. The forward EM calorimeter (23] has 2 depth segments each 12 radia-
tion lengths and individual wire plane readout to give shower profiles. The energy

resolution in the plug EM calorimeter is:

_28%

o
E VE

The forward EM calorimeter energy resolution is:

o 25%
E VE
The plug (1] and forward hadron calorimeters [24] are read out in 1 depth segment,

but they have the wire planes digitized by quadrant to provide additional profile infor-

mation. The resolution at 50 GeV is roughly 20% for the gas hadronic calorimeters.
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|

Inner Outer Number of Spatial
Layer Layer (Sense) Precision
System Coverage Coverage Wires (per hit)

VIPC |-3.5<n<3.5]-26<n<2.6| 3072 wires 200 - 550 pm

3072 pads

CTC |-20<7<20]|-1.0<n<1.0]| 6156 < 200 pm (R — )

CDT -l0<n<10|-10<< 1.0 2016 200 pm (R — ¢)
2.5 mm (z)
FTC 24<n <40 | 24 <n<40 3024 150 um (R — ¢)

Table 3.1: Physical parameters for the CDF tracking chambers.

3.3 Tracking

The CDF detector utilizes several tracking devices to give tracking information over
the full rapidity region subtended by the calorimeters. A superconducting solenoidal
coil which produces a 15 kG magnetic field in the axial (beam) direction allows accu-
rate momentum determination for charged tracks in the central region. The central
region uses the central tracking chamber (CTC) with additional information from
central drift tubes (CDT). The forward tracking chamber (FTC) tracks in the far
forward region, and the vertex time projection chamber (VTPC) enables the deter-

mination of the event vertex and gives intermediate tracking information. Physical
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parameters for the tracking chambers are shown in table 3.1

The tracking systems provide many useful functions for electron analysis. The
electron trigger or offine code may require a high pr track pointing at an electro-
magnetic cluster in the calorimeter. Reconstructed tracks in the VTPC are used
to locate the event vertex and reject events with beam-gas interactions or multiple
beam-beam vertices. A significant background to electrons is the overlap of a charged
hadronic particle and a neutral electromagnetic particle such as a v or a w°. By de-
manding that the ratio of the energy in the calorimeter to the momentum of the track
pointing at the cluster, E/p, be near 1.0, this background may be effectively reduced.
Matching the position of the CTC track with cluster position information available
in the calorimeter can further reduce the background. Photon conversions can fake
prompt electrons. The conversion background can be reduced by using VTPC hits to
reconstruct secondary vertices and searching for oppositely charged CTC tracks with

negligible invariant mass.

3.3.1 Vertex Time Projection Chamber

Immediately outside the beampipe, there are 8 VTPC modules (25] each containing
8 octants in ¢ which give position information down to 3.5° from the beamline. The
8 modules extend 2.8 meters along the beamline to allow event vertex reconstruction

over the full interaction region (o(z) ~ 30 cm). The chamber contains 16 sense
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wires per octant for track reconstruction in the R — 2z plane, where R is the radial
distance from the beam, and pads to measure coordinates in the R — ¢ plane. The
z resolution varies between 200 and 550 ym depending on the drift distance, and the
R — ¢ resolution is roughly 350-450 pm.

Since all particles detected in the calorimeters and other tracking chambers pass
through the beam pipe and the VTPC, an effort was made to keep the mass of these
systems as low as possible. Larger masses in these systems decrease tracking accuracy
due to multiple scattering and increase the 7 conversion probability. The beam pipe
consists of a Be tube with a wall thickness of 500 pm. Figure 3.9 shows the number

of radiation lengths of material versus polar angle for critical detector components.

3.3.2 Central Tracking Chamber

The CTC [26] is a cylindrical drift chamber which provides momentum and position
information on tracks in the region 30° < § < 150°. The chamber contains 84 layers of
sense wires organized into 9 superlayers with five superlayers containing 12 axial sense
wires and the other 4 superlayers containing 6 stereo sense wires tilted 3° from the
beam direction. Figure 3.10 shows an R— ¢ view of the chamber layout. The chamber
uses a 50%/50% mixture of argon/ethane gas. The spatial precision is < 250 pm in

the R — ¢ plane, and the CTC momentum resolution is given by Ap/p = .002 p.
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Figure 3.9: Number of radiation lengths of material versus polar angle for the CDF
detector.
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3.3.3 Central Drift Tubes

The central drift tubes, CDT, [27] aid tracking by providing additional R — ¢ mea-
surements and more precise z measurements. The system consists of 3 layers of 1.27
cm diameter 3 m long tubes mounted on the outside of the CTC. Measurements of
drift times give R — ¢ information and charge division gives z information. An 5Fe
source is located near each end of the drift tubes for charge division calibration. The
tubes operate in limited streamer mode and use a 49.25%/49.25%/1.5% mixture of
argon/ethane/ isoproponol. Typical resolutions are 200 pmin R — ¢ and 2.5 mm in

Z.

3.3.4 Forward Tracking Chamber

The FTC [28] is a radial wire drift chamber which covers the angular region 2° — 10°.
The chamber consists of 72 cells containing radial planes of anode wires alternating
with planes of cathode strips. The planes are tilted 2° relative to the beam axis so
left-right ambiguities may be resolved. The anode planes have 21 sense wires strung
approximately along the radial direction. Four of these sense wires are instrumented
for charge division in order to get a 3-dimensional coordinate.

The FTC operates in the saturated avalanche region with a 50%/50% mix of
argon/ethane gas. The chamber has achieved a resolution of o — 145 pum per hit and

a 2-track resolution of about 2 mm in the ¢ — z plane.
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3.4 Muon Detection

Muon detection in CDF consists of 2 systems - the central muon chambers [29]
and the forward-backward muon system [30]. Each central wedge contains 3 muon
chambers which sit outside the hadron calorimeter, and cover the angular region
56° < § < 124°. The chambers run in limited streamer mode and contain a 49.9%/
49.9%/0.2% mixture of argon/ethane/ethyl alcohol. There are 4 wire layers which
measure the azimuthal position to an accuracy of 250 pum per layer and through
charge division measure the z position to 1.2 mm per layer.

The forward/backward muon spectrometers each consist of two 1 meter thick steel
toroids sandwiched between 3 sets of drift chambers. The toroids produce a magnetic
field of 20 Kgauss at the inner radius and 1.6 Kgauss at the outer radius. The
chambers measure the muon trajectory to 5° in ¢ and 200 um in R. The spectrometers
cover the angular region 3° to 16° and the momentum resolutjon is 13% for tracks

with pr > 8 GeV.

3.5 Trigger counters

A plane of scintillation counters, called beam-beam counters (BBC), positioned in
front of the forward and backward calorimeters provide luminosity monitoring and
act as part of the hardware trigger. There are 16 counters, mounted in a rectangular

pattern around the beam pipe, which cover the angular region from 0.32° to 4.47°
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(324 < 7 < 5.90). Timing signals from the 2 photomultiplier tubes connected to
each counter pass through a mean-timer to a Fastbus latch. In order to determine
if a real beam-beam interaction occured, there are 2 gates - a beam-halo gate and
a beam-beam gate. The beam-halo gate is 100 ns wide and closes 10 ns before
the beam crossing time (30 ns before outgoing particles reach the counters). The
beam-beam gate is 15 ns wide and centered 20 ns after the beam crossing time (when
the outgoing particles reach the counters). The trigger requires hits in at least one
counter on each side of the interaction region during the beam-beam gate and no
beam-halo hits. The counters have a timing resolution of < 200 psec. The counters
give the best measurement of the interaction time and yield a crude estimate of the

vertex position.

3.6 Data acquisition and Trigger hardware

The CDF detector has roughly 100,000 electronics channels with 60,000 in the calor-
imeters and almost all the rest for tracking. The calorimeters requires a very large
dynamic range extending from a few MeV to several hundred GeV, and a custom-
built data acquisition system [31] was developed to read out the calorimeters. This
system consists of a crate-based analog front-end device called the RABBIT crate
(32] which is read out by intelligent scanners called MXs. The tracking data is read

out by a second intelligent scanner called SSPs [33].
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At the Fermilab Tevatron design luminosity of 103°cm~2s~1 the event rate is 50
kHz. The CDF trigger system [34] was designed to reduce this rate to the maximum
event tape writing rate of roughly 1 Hz. The trigger is a 4 level system with the
BBC:s serving as level 0, hardware decision logic serving as levels 1 and 2, and finally
software modules which make decisions based on various event properties as level 3.
Since the luminosity during the 1987 run was about a factor of 10 under the design
and the trigger was unfinished, levels 0 and 1 were combined and no other trigger
levels were utilized.

The hardware trigger exploits the projective geometry of the calorimeters. A trig-
ger tower is 0.2 x 15° (An x A¢) with EM and hadronic energy stored separately.
The photomultiplier tube signals are brought from the RABBIT crate to the trigger
electronics on cables that bypass the data acquisition hardware and then are weighted
by sinfl to form the transverse energy, Ep . The voltage levels remain on the cables
until a level 1 decision is made. Individual tower energies are compared with pro-
grammable threshold levels, and all towers passing the threshold are summed to form
the total Er . Decisions can be made based on individual tower energies, sum Erp ,

or both.



Chapter 4

Event Selection

4.1 Introduction

Strategies to search for W bosons depend on W production and decay properties.
This thesis discusses only events where the W decays leptonically into an electron
and neutrino. Since neutrinos are not detected, a prominent event property is the
presence of missing transverse energy, Er . The electron will deposit energy in the
calorimeter, and because the W has a relatively high mass, the electron pr is usually
large. Aside from the neutrino and electron, there are other particles created in the
pp interaction which we will collectively refer to as the “underlying event”. The vast
majority of these particles have very little energy, and their numbers are small enough
that they contribute little to the event signature. The electron then is isolated — there
is little energy in the surrounding calorimeter towers. In general, search strategies for
W bosons require events to have a high pr electron candidate and significant Er.

W bosons can be produced in higher order processes where the W is produced

39
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with a gluon or quark. In this case there is a jet added to the event signature. Since
the pr of the W tends to be small compared to the W mass, the electron receives only
a small boost, and the electron and jet positions are not highly correlated. The event
still has Er due to the neutrino, and the electron has a high probability of being
isolated. There is some chance that the jet and the electron enter the calorimeter
back-to-back in ¢, and the event has a topology similar to 2 jet events. This possibility
becomes important when considering certain cuts to eliminate background due to 2
Jjet events.

The CDF collaboration used two separate strategies to search for W candidates.
In one strategy, called the Er analysis, strict Et cuts are used to get a small sample
of interesting events and subsequent weak electron cuts are used to find the final
W candidates. The other strategy, called the electron analysis, used the opposite
approach of imposing strict electron cuts to produce a small, interesting sample and
later used weak Er cuts to find W bosons. This thesis describes only the electron
analysis.

A brief overview of the electron analysis will be given here, with the details pre-
sented below. After selecting electromagnetic clusters with the hardware trigger,
there were 3 passes through software cuts. The first pass utilized an electron find-
ing algorithm which used loose cuts to select a set of inclusive electron candidates

based on calorimeter response. Electrons deposit over 95% of their energy in the EM
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calorimeter with little hadronic leakage. Requiring the hadronic energy fraction to
be small significantly reduces the number of Jets entering the electron sample. The
second pass imposed much stricter cuts to find high Er isolated electrons. A tracking
requirement was added, and the electron candidate was required to be isolated in the
calorimeter. The third and final pass used global event properties. This pass included

a Er cut and a restriction on jets to reduce the multijet background.

4.2 Triggers

The CDF experiment ran with several triggers during the 1987 data taking period,
but only two are relevant to this analysis. The beam-beam counters served as both a
minimum bias trigger and luminosity monitor. The “electron” trigger selected events

with significant electromagnetic energy deposited in the calorimeter.

4.2.1 Minimum Bias Trigger and Luminosity

The minimum bias trigger required at least one hit in both the east and west beam-
beam counters. These triggers were used to calculate the luminosity on a run by run

basis. The integrated luminosity is given by the following equation:

(4.1)

/Edt _ Number of BBC triggers

OBBC

where ogpc is the part of the total cross section that the BBC can detect. During

the 1987 run, we were unable to measure the total PP cross section, and therefore, we
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could not directly calculate the BBC cross section.

To estimate oppc [35] we divided the total cross section into its various components
— elastic, diffractive, and hard core (i.e. inelastic minus single and double diffractive),
and determined these values by extrapolating from measurements at lower energies.
We then used Monte Carlo simulations to calculate the BBC efficiency for the cross
section components. The total cross section may be extrapolated from lower energies
by assuming that the cross section either evolves proportionally to log?s or is asymp-
totically constant at high energies but locally proportional to log2s [36]. Taking the

mean of various predictions we estimate:
Otot = 77 + 6 mb

Using measurements of the ratio Oet/Tior from UA4 [37] and UAS5 [38] at lower

center of mass energies, we extrapolate to estimate Oel/0tor = 0.23 + 0.01 at /8 ==
1.8 TeV. Then

0 = 17.6 £ 1.6 mb

We can then calculate the inelastic cross section as:
Oin = Otot — Og] = 59.4 + 6.2 mb

Extrapolating the single and double diffractive cross sections from lower energies en-

tails significant error; however, these contribute relatively little to cggc. We estimate:

Osd = 15.0 + 5.0 mb
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Odd = 4.2+ 1.0 mb

We can then calculate the hard core, 0,, contribution:

0o = Oipn — Opq — 0gq = 40.2 + 6.9 mb

Using the Monte Carlo efficiencies, we find

opc = 0.170,5 4+ 0.71044 + 0.960, = 44.1 + 6.7 mb

From this cross section we calculated the integrated luminosity of the runs used in
the W analysis to be 25.3 + 3.8 nb-!. The error in the BBC cross section is 15%
and dominates the systematic error in the W cross section. In determining errors
from other terms in the cross section calculation we will often be conservative and

overestimate since the effect on the overall error is negligible.

4.2.2 Electron Trigger

The other relevant trigger is the “electron” trigger which consisted of a single trigger
tower threshold combined with a sum Ep threshold (see section 3.6). The single tower
threshold required that there be at least one trigger tower with EM Er greater than a
minimum level. The sum Et threshold summed the EM Er for all the trigger towers.
The trigger thresholds varied during the run due primarily to changing luminosity
conditions. Table 4.1 lists the different triggers, their thresholds, and their percentage

of the total luminosity.



44

Trigger Type  Single Tower Er  Sum Et % Total Luminosity

Buffet low 7.4 7.0 2.2
Buffet medium 9.0 9.0 12.4
Buffet high 10.0 9.6 24.2
Buffet burn 12 11.6 29.1
Buffet 30 5.0 15.0 32.1

Table 4.1: Triggers used during the 1987 run. Listed are the electron trigger single
tower thresholds, the sum E , and the percentage of the total luminosity for each
trigger type. The term Buffet refers to a mix of various triggers including the electron
trigger.

4.3 Electron Cluster Algorithm

All events which passed the electromagnetic trigger cuts were run through offline code
to look for electrons. The offline code used a simple electron cluster algorithm to select
events with energy deposition in the calorimetry that was consistent with electron
testbeam data. Electron signatures in the central, plug, and forward calorimeters
differ, primarily in the number of towers needed to contain the shower; therefore, the
cluster algorithm varies depending on where the cluster is found.

Electrons deposit energy in matter in a well understood process [39]. All the
electromagnetic shower counters are relatively deep in number of radiation lengths
so electrons are expected to deposit only a few percent of their energy in the hadron

calorimeters. Electromagnetic showers are well contained in a single tower, and only
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particles entering the calorimeter near a tower border will deposit appreciable energy

in an adjacent tower.

The ratio of energy deposited in the hadron calorimeter to that deposited in the
EM calorimeter for 50 GeV testbeam electrons incident on tower center is shown in
figure 4.1. Figure 4.2 show transverse energy leakage across the ¢ boundary. Since
wedge boundaries physically separate towers adjacent in ¢, electrons in the central
calorimeter do not deposit energy into 2 such towers unless they are incident very near
the tower border. Electrons are more likely to deposit energy in towers adjacent in 8
because there are no physical boundaries in this direction. Central electron clusters
therefore consist of electromagnetic energy deposition in one or two towers from the
same wedge.

The clustering algorithm searched all the electromagnetic towers to find potential
seed towers where seed towers were required to have > 3 GeV Er . These seed
towers were then sorted such that clustering would begin with the highest energy
tower and proceed in descending order. Once a tower (the parent) was selected,
all its neighboring towers (daughters) were tested to see if they should be included
in the cluster. A daughter tower must have > 0.1 GeV Et , and the ratio of the
daughter tower Er to the parent tower Ep must be less than 1 in order to include
the daughter in the cluster. The parent - daughter ratio requirement insures that 2

overlapping clusters may be resolved rather than merged into one cluster. Clustering
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Figure 4.1: Distribution of the ratio of energy deposited in the hadronic calorimeter
to the energy deposited in the EM calorimeter for 50 GeV testbeam electrons.
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Figure 4.2: Transverse Energy leakage across the ¢ boundary from testbeam mea-
surements. The inactive region between two wedges (¢ crack) is indicated. Electrons
entering the active region of a given wedge deposit very little energy in adjacent
wedges.
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continued by checking all possible daughter towers until the maximum cluster size
was exceeded. This size varied for the different calorimeters essentially because the
physical tower size varies. The maximum cluster size for the various calorimeters
is— central: 3 towers n x 1 tower ¢, plug: 5 towers n x 5 towers ¢, forward: 7
towers 77 x 7 towers ¢. Clusters were required to pass 2 final cuts. The summed EM
Er for all the cluster towers must exceed 5 GeV. Finally, the ratio of the total hadron
cluster energy to the EM cluster energy, Had/EM, must be less than 0.1. All events
with electron candidates satisfying these requirements were written to Electron Data

Summary Tapes (DSTs). We wrote roughly 140 tapes with 4 x 105 events.

4.4 High Ey isolated Electron Cuts

We then used the kinematics of W decay and electron detection properties to impose
further selection criteria and reduce the sample. The following 5 cuts produced a

sample of high Er isolated central electron candidates.

4.4.1 Calorimeter Cuts

Rapidity

Electrons were required to enter the central EM calorimetry which covers the region
—1.1<np < 11. Tower 9 (the last tower on the 45 degree side of the central wedges

- see figure 3.3) has a profile significantly different from the other towers, and the
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electron response is affected especially in the parameter Had/EM. Since the response
is not understood as well as the other tower responses, electrons with their seed tower
in tower 9 were dropped from the sample. The rapidity acceptance then becomes

-1.0 < < 1.0.

Transverse Energy

Light produced in the scintillator by the showering electron may be absorbed be-
fore reaching the wavelength shifter. The calorimeter response may then differ for
electrons which deposit the same amount of energy in the scintillator because the
electron position in the tower varies. Using testbeam electrons the detector response
was mapped out across the face of the towers to produce a response map (see fig-
ure refmapping). Knowing the event vertex from the VTPC and the electron cluster
centroid from strip chamber readings, the electron trajectory may be calculated, and
the response map can then be used to correct the cluster Er . Electron clusters were
required to have Etr > 15 GeV. This value is both high enough so that the all electron
triggers were almost fully efficient and low enough so the acceptance for W decays is
large. Figure 4.3 shows the Monte Carlo generated E1 spectrum for central electrons

from W decays. A cut at Egr > 15GeV accepts roughly 96% of central W bosons.

Had/EM

The Had/EM ratio was tightened to require clusters to have Had/EM < 0.05.



50

120

LA | I T U T T 1 ! i

100

80

60

40

Events / 2 GeV

Illlllllllllllllllllllll—

20

llllllllIlllllllllIlllllllll

V17T

Figure 4.3: Monte Carlo electron Er spectrum from W decays with an electron cluster
in the central detector.



51
Isolation

Since in general W decays produce electrons with very little activity near them, we
imposed an isolation requirement on W candidates. The CDF calorimeters are highly
segmented and can localize electron showers. This segmentation can be used to detect
the energy deposited in a relatively small region of 7 — ¢ space around the electron
and yield a good measure of how isolated the electron is. To specify the region around

the electron cluster, we used a cone in n — ¢ space. Then isolation is defined as

Er(Cone) — Ey(cluster)
Er(cluster)

Isolation = (4.2)

where Er (Cone) is the sum of the Er within the cone and Ep (cluster) is the electron

cluster Er . The cone radius, R, was 0.4 where R is defined as

R=/(An) + (Ag) (4.3)

and ¢ is measured in radians. Isolation is required to be less than 0.1. The number
of towers included in the isolation cone varies depending on exactly where energy
is deposited in the various towers of the cluster and its neighboring towers, but the

number is usually 12-14 in the central calorimeter.

4.4.2 Tracking

The above cuts use calorimetry to select electron candidates. The central tracking

chamber gives excellent position and momentum information for charged particles
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over the rapidity region —1.0 < 7 < 1.0; consequently, it is useful in detecting high
momentum electrons by finding high pr tracks and associating them with electromag-
netic clusters in the calorimetry. The offline tracking code searched for high pr tracks
which extrapolate to any of the electron cluster towers. Tracks were required to have
Pr > 2GeV. If such a track was found, we formed the ratio of the Er of the electron
cluster to the pr of the track (E/p) . We required E/p < 2.0 . These isolated, high
Er electron cuts selected 137 events. The vast majority of all events cut have no
track with pr > 2 GeV (2967 out of 3753). Figures 4.4- 4.5 show the distribution of

the parameters Had/EM, E/p, isolation, and Et for these events.

4.5 Global Event Cuts

The cuts in the previous section have used properties of the electron or the immedi-
ately surrounding region. This section will discuss cuts which look at properties of
the whole event. As mentioned earlier W events should have relatively little activity
opposite the electron cluster because the momentum of the electron is not balanced

by a detected particle.

4.5.1 Dijet Veto

The largest background to W — ev events are multijet events where one jet fakes

an electron and another jet is mismeasured in the calorimeter causing an apparent
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momentum imbalance. Jets fail the electron cuts for several reasons. Jets are pri-
marily hadronic particles such as pions which tend to deposit significant energy in
the hadronic calorimeter and, thus, fail the Had/EM cut. Jet fragmentation tends to
produce many particles such that no single particle carries over 50% of the momen-
tum; therefore, E/p will be greater than 2.0. Finally, jets tend not to be contained in
the dimensions of an electron cluster so there will be excessive energy in the isolation
cone. Hard fragmentation does occur, however, so occasionally a single charged parti-
cle carries the vast majority of the jet momentum. If this fraction is high enough, the
jet may be contained in a small number of towers, and energy in the isolation cone
may be small. Charged pions can interact via charge exchange, and if this interaction
occurs early enough in the electromagnetic calorimeter, a shower similar to electron
showers can result. The probability that all these requirements are met by jets is very
small; however, the jet cross section is enormous and leads to significant background.

In theory any multijet event can contribute to the W background, but the cross
section for 2 jet events dominates the other cross sections by a factor of at least a,.
We therefore reduced the jet background by using a “dijet” veto. In 2 jet events we
expect another jet roughly 180° in ¢ from the fake electron. We ran a jet cluster
algorithm [40] to find all potential jets, and required that there be no cluster with
Er > 5 GeV within 4 30° in ¢ opposite the electron cluster. This cut reduces the

sample to 61 events. Figure 4.6 is a 2-dimensional plot of FEr versus Er for these
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events.

4.5.2 Missing Er

Since W — ev events have a neutrino which is not detected, there should be significant
missing energy in the calorimeters. The final cut required events to exhibit this large
missing energy. We define Fr as the vector sum of the Er corrected for the position
of the vertex over all towers in the rapidity range —3.6 < 7 < 3.6. The calorimeters
did not have complete azimuthal coverage in the region | 7 |> 3.6 due to the intrusion
of low-beta quadrupole magnets. Calorimeter towers were included in the sum if
their energy exceeded the threshold values of 0.1 GeV (central EM), 0.2 GeV (central
hadron), 0.5 GeV (plug and forward EM), and 0.8 GeV (forward hadron).

Since noise and detector inefficiencies change the true event Et , the Fr calcula-
tion must include corrections. There are several effects which can significantly change
the Er . Calorimeter electronics channels may be “hot” (always measuring energy )
or “dead” (always off), thus adding or subtracting energy from the event. Individual
“hot” channels were removed by offline routines, but clusters of “hot” channels were
much harder to identify. At Fermilab, beam is accelerated in the “main ring” and
then injected into the Tevatron for collisions. The main ring passes above the CDF
detector, and occasional spray from this beam entered the detector and deposited

energy in the calorimeter. Large effects such as these typically show up in many
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W Cuts Events passing cuts

Electron DSTs ~ 4x10°

Had/EM < 0.05

isolation < 0.1

Et > 15 GeV

-l<p <l 3753

E/p <20 137

Dijet veto 61
BCT > 25 GeV 21

Table 4.2: Cuts used in the selection of W candidates. The number of events passing
each set of cuts is listed.

events from a single run rather than sporadically.

In order to find these effects, the average event Er for minimum bias triggers was
calculated on a run by run basis (this value is called the Fr offset). Runs whose
average Er was larger than 5 GeV were excluded from the data sample. For all other
runs, the Er offset is subtracted vectorially on an event-by-event basis to correct the
Er . We then require Er > 25 GeV and are left with 21 W candidates. Table 4.2

lists all the cuts made and the number of events passing each set of cuts.
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4.6 The W Sample

Figures 4.7- 4.9 show pictures from a CDF display package of a typical W candidate.
Figure 4.7 is a “lego” plot of the calorimeters showing a rectangular view of the
detector in 7 — ¢ space. The height of each vertical column is proportional to the
Er deposited. There is a cut on Et of 0.5 GeV such that any tower with less than
this amount is plotted with no energy. In the central region each column represents
a single calorimeter tower. This event contains a single cluster with roughly 36 GeV
and very little else in the calorimeter. The electron candidate is well isolated, and
the event Er is 37 GeV.

Figure 4.8 shows an R — ¢ display of the CTC hits and reconstructed tracks.
Energy in the central calorimeter is displayed as shaded areas immediately outside
the CTC ring. This event has a high pr track pointing at the electron cluster. There
is relatively little activity in the chamber with all other tracks having pr less than 2
GeV and no obvious clustering. Charged particles with Pt < 250 MeV have a radius
of curvature too small to reach the calorimeters.

Figure 4.9 shows a display of the central wedge in which the electron candidate
deposited its energy. Each phototube for the 10 towers is displayed separately with
the shaded part of the column representing hadronic energy. The shower is mostly
contained in one tower with very little transverse leakage into adjacent towers and

small longitudinal leakage into the hadronic calorimeter. The wedge display also
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calorimeter for a typical W candidate.
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Figure 4.8: CDF display package view of the hits and reconstructed tracks in the
central tracking chamber for a typical W candidate.
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shows the shower profile found in the strip chamber. There are clear clusters in
both the wires (¢) and the strips (7). The strip chamber cluster positions match the
calorimeter energy deposition.

Figures 4.10 -4.12 show event distributions for the 21 W candidates. The Had/EM
and isolation plots show these distributions falling off well before the cut value. The
E/p plot shows a sharp peak near 1.0 with two events at relatively high E/p. Electrons
from W decays can radiate photons (bremsstrahlung) as they pass through matter
in the detector. If the photons are radiated before the CTC, the track pr may be
significantly less than the cluster Ep resulting in a large value for E/p. The two events
at high E/p are considered likely bremsstrahlung candidates. Figure 4.11 shows the
distance along the ¢ coordinate between the extrapolated CTC track position and
the electron strip cluster wire position. Although we do not use this parameter to
select W candidates, this plot indicates that the CDF detector is capable of matching
track-strip positions to within roughly 3 mm. Finally, figure 4.12 shows the electron

Er spectrum. The plot shows the expected Jacobian shape with a peak near 36 GeV.
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Figure 4.9: CTC display package view of a single wedge where the electron from a
typical W candidate deposited its energy.
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Chapter 5

Acceptance and Efficiencies

To calculate a cross section we must understand the acceptance of the detector, the
trigger, and our software in selecting W events. The study of these acceptances falls
into 2 categories: acceptances we can study directly from colliding beam data and
those we must study using Monte Carlo simulations. In general, we prefer acceptances
based on colliding beam data, and whenever possible, use the numbers which come
from those calculations. In some cases we are faced with the dual problem that
studies based on data are plagued by low statistics whereas Monte Carlo predictions
are uncertain because they haven’t been well tested in the new energy region (/s =
1.8 TeV). In cases such as these, we would like to check our results from colliding
beam data with results from Monte Carlo studies to increase our confidence in the
acceptance values.

We studied the Had/EM, isolation, E/p (tracking efficiencies), and dijet cuts

directly from either testbeam or 1987 colliding beam data. Due to low statistics, the

67
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isolation and dijet cuts were checked with Monte Carlo results for consistency. We
used Monte Carlo simulations to calculate acceptances for the trigger, electron offline
code, rapidity, Er , and E1 cuts. We also used Monte Carlo simulations to study the

probability that electron bremsstrahlung would cause the E/p cut to fail.

5.1 Monte Carlo acceptances

The Monte Carlo simulations consisted of generating W — ev events with version
6.10 of the Isajet Monte Carlo program and modeling the detector response with the
CDF detector simulation software package. The acceptance calculations followed the
flow of the data analysis as much as possible. We first studied the trigger acceptance.
Then, using only the events which passed the trigger cuts, we ran the offline electron
cluster algorithm and applied cuts on the electron 7, the electron Et , the event Er .
In order to check the results of the acceptance studies from colliding beam data, we
then studied the remaining W selection criteria.

There is some uncertainty in the Monte Carlo parameters such as W mass and
the proton structure functions which affect acceptance calculations. The dominant
error in the acceptance calculations is the error associated with the 7 acceptance.
This error is large due to the uncertainty in the structure functions and the sharp
falloff in the electron % distribution. Figure 5.1 shows the 7 distribution for electrons

from W decay generated by the Isajet Monte Carlo simulation. Since the distribution
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falls off sharply near our cut value of | n | = 1, small changes in the distribution can
have significant effects on the acceptance. Theoretical calculations in lowest order
perturbation theory using several structure functions and varying the W mass yield
acceptances from 0.47-0.51 [41]. Monte Carlo studies with various structure functions
give acceptances in the range 0.48-0.53. We take the acceptance in the region -1.0
<7 < 1.0 to be 0.50 & 0.3. Table 5.1 shows the acceptances as a function of the
various trigger thresholds for the W selection cuts.

The trigger acceptances show a significant dependence on the trigger thresholds
used in the electron trigger (see table 4.1). Since the Et and the Et cut are large
compared to the trigger thresholds, this variation is essentially eliminated by the
time the Er and Er cuts are imposed, and we do not have to weight the acceptance
by the percentage of the total luminosity for each trigger table. The acceptance for
the trigger, electron algorithm, 5, Ex y and Er cuts is 0.38 + 0.03 where the error

combines the acceptance error and the statistical error for the Monte Carlo events.

Results from table 5.1 allow us to check acceptances found from data against the

Monte Carlo simulation. We then estimate the following acceptances:

dijet 0.95
Had/EM 0.98
Tracking efficiency 0.98

Isolation 0.99
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Trigger Table

Cut Low | Med | High | Burn | 30

Trigger 818 | .680 | .553 | .535 | .618

Production | .752 | .641 | .537 | .520 | .583

-1 <p <1 | .470 | 468 | .465 | .454 | .447

Er 436 | .436 | .436 | .434 | .433
ET .380 | .380 | .380 | .379 | .380
Dijet 361 | .361 | .361 | .360 | .361

Had/EM 354 | 354 | .354 | .353 | .354

"E/p 347 | 347 | 347 | 346 | .347

LIsolation 344 | 344 | 344 | .343 | .344

Table 5.1: The cumulative fraction of W bosons passing the cuts based on Monte Carlo
simulations. Detector noise and radiative decays of the electron are not included.
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A W event may fail the dijet cut because there is a Jet recoiling off the W and into the
dijet region or because detector noise simulates a jet in the dijet region. The detector
simulation does not explicitly put in detector noise; therefore, the acceptance shown

above only indicates failures due to real jets in W events.

5.1.1 E/p

There are two ways a real W event can fail the E/p cut. A stiff track may not be
reconstructed by the tracking program due to inefficiencies in the CTC or the tracking
software. A second failure mode involves radiative W decays. If the electron from
the W decay radiates a photon of sufficient energy, the momentum of the electron as
measured by the CTC may be less than half the cluster energy, and E/p will be larger
than 2. Tracking efficiencies will be discussed below in section 5.2.3. The probability
that radiative decays will cause the E/p cut to fail will be considered here.

The radiative decay process was studied using an algorithm developed by Berends
and Kleis [42]. The study was performed in 3 steps: first, the initial state W was gen-
erated; second, the W was allowed to decay into ev or evy (internal bremsstrahlung);
finally, the detector response and external bremsstrahlung were simulated. W bosons
were generated using the Glick, Hoffmann, Reya parametrization [43] for the struc-
ture functions. To properly decay the W bosons, one must choose a minimum energy

for the radiated photons. This “cutoff” energy was defined in the W center-of-mass
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frame such that photons below this energy would not affect the decay kinematics or
the E/p ratio. For this study the cutoff was chosen near 200 MeV [44]. With this
cutoff, 22.9% of all generated W bosons decayed into evy. The CDF detector simu-
lation package then adds external bremsstrahlung. At 8 = 90° there are roughly 0.03
radiation lengths of material before the active region of the CTC (see figure 3.9).
After internal and external bremsstrahlung were simulated, the E/p response was
calculated, and the probability that the E/p cut would fail was determined. Figure 5.2
shows the E/p distribution for our sample of 21 W events with the normalized dis-
tribution from simulated decays overlayed. The main contribution to the broadening
comes from detector resolution and not radiative decays. Radiative decays produce a
tail in the distribution at high E/p values where the photon has carried off a signif-
icant fraction of the cluster energy. From the E/p distribution of simulated decays,

we estimate the radiative part of the E/p acceptance to be 0.97 + 0.01.

5.2 Acceptances from data

5.2.1 Had/EM

There are 2 ways to determine the Had/EM response of the central calorimeter. One
can use the extensive testbeam data taken at several energies or select a clean sam-
ple of electrons from the 1987 run data. The testbeam approximated the detector

response, but there were subtle differences between testbeam conditions and those
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during the run. The testbeam measures the response to single electrons whereas real
electron clusters may contain energy from other particles in the event. A typical
500 MeV pion can double the hadronic energy in an electron cluster from W decay.
All testbeam data was taken with the electrons originating from an event vertex at
the center of the detector. During data taking at the Tevatron, the distribution of
event vertices was gaussian with a sigma of ~ 30 cm in the beam direction. Electrons
entering the detector from a vertex off center will pass through a different number of
radiation lengths of material in the EM calorimeter than one from a vertex at detec-
tor center, and the Had/EM responses may differ. Because of these considerations,
we would like to check the Had/EM response of a clean electron sample with that
predicted from testbeam studies.

There are several potential electron samples from the 1987 data. There are elec-
trons coming from W decays, inclusive electrons (any event with an electron candi-
date), and electrons from photon conversions. Since higher energy electrons have a
greater longitudinal leakage than lower energy electrons, the Had/EM response varies
with energy. Ideally, we’d like an electron sample with roughly the same energy spec-
trum as electrons from W decays. The electron analysis W sample is a biased set;
however, the Er analysis sample uses only a very weak longitudinal leakage require-
ment (the EM fraction was required to be greater than 85%) and is essentially unbi-

ased. This sample has too few events to make reasonable comparisons with testbeam
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data so we must look elsewhere.

We may select a sample of inclusive electrons by imposing strict electron cuts
excluding a Had/EM cut, and this sample has the best statistics of any electron
sample. Unfortunately, inclusive electrons candidates contain pion background which
is essentially impossible to remove. Pions may interact via charge exchange after only
a short distance in the EM calorimeter and closely simulate an electromagnetic shower.
Strict isolation requirements vastly reduce the jet background; however, the huge jet
cross section coupled with the non-negligible fraction of jets which undergo hard
fragmentation into a single stiff charged track and other low energy particles ensure
that jets can pass isolation cuts. Testbeam studies with pions show their Had/EM
distribution is essentially flat between 0.0 and 0.1 . The Had/EM distribution of
inclusive electron samples show a long tail which is presumably heavily contaminated
with pion background. Although one could try to estimate the background and
subtract it from the sample, the conversion sample seems more promising.

A sample of conversion electrons was found using an inclusive electron sample
which was then scanned in detail for evidence of conversions. The scanning process
consisted of looking for 2 oppositely charged CTC tracks one of which pointed accu-
rately at the electron cluster. The tracks were required to have a near zero opening
angle indicating decay from a massless particle. The Vertex Time Projection Cham-

ber hits were searched either for evidence of no track matching the extrapolated CTC
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track position or evidence of a track beginning inside the chamber and matching the
CTC track position. A sample of 56 good conversion candidates were selected.

The Had/EM response for electrons is sensitive to the event topology. Electron
clusters from W decays contain very little energy from other particles in the event;
therefore, their Had/EM response should be similar to testbeam electrons. Conversion
electrons may be found in events with significant energy flow near the electron. These
other particles may “contaminate” the electron cluster and raise the Had /EM value.
Since we are using the conversion sample to understand the Had/EM response of
electrons from W decays, we would like the event topology in the region near the
electron cluster to resemble W events; therefore, we used an isolation requirement in
the conversion sample similar to that used for the W selection.

The Et spectrum of the conversion candidates is shown in figure 5.3. The spectrum
peaks near 15 GeV; therefore, we compared the Had/EM response to 15 GeV testbeam
electrons. Figure 5.4 shows the Had/EM response for the conversion candidates with
a curve showing the response of 15 GeV testbeam electrons. Clearly the testbeam
data does not fit the conversion data very well for low values of Had/EM. At higher
values (above 0.02) there is much better correspondence. A x? fit for all bins gives
x?/DOF (degrees of freedom) = 3.11; however, if the first 2 bins are combined, the
x*/DOF = 1.15. There are details of the Had/EM response at low values which

need to be understood better, but for higher values the testbeam data should give a
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Energy(GeV) Acceptance

15 0.97
25 0.96
37.5 0.96
50 0.94
75 0.92
100 0.90

Table 5.2: Electron acceptance for the cut Had/EM < 0.05 from testbeam data at
various energies.

reasonably accurate measure of the Had /EM acceptance for electrons. Table 5.2 shows
the electron acceptances for the Had/EM cut from testbeam data at various energies.
Since the acceptances do not vary strongly with energy, we expect the response of
37.5 GeV testbeam electrons to give an accurate measure of the acceptance of the
Had/EM cut for electrons from W decays. A upper limit on the error comes from the
assumption that the acceptance could be 100% at Had/EM values of 0.05. Then the
error would be 1.00 — 0.96 or 0.04. We then take the Had/EM acceptance to be 0.96

+0.04.

5.2.2 Isolation

The isolation parameter is a measure of the energy deposited in the calorimeter near

the electron cluster. Monte Carlo predictions for energy in the underlying event for
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W boson production at v/s = 1.8 TeV have not been tested; therefore, we would like
to measure the distribution of the isolation from real data. Unfortunately, our W
sample contains too few events to gather reasonable statistics. In order to bypass this
problem we make the following assumption: in W events the electron position in 57— ¢
space is independent of the energy flow in the rest of the event. This assumption is
not strictly correct, but the error is small compared to other acceptance errors. The
assumption is valid for W events with no jets since the rapidity distribution of tracks
from the underlying event is flat with no ¢ structure. For W events with jets, the W
recoils off the jet with some py . In general the pr is much smaller than the W mass,
and the decaying electron receives very little boost. There is, however, a tendency
for the electron to decay away from the jet due to this boost. Therefore, energy from
jets will more likely be deposited outside the W isolation cone than inside the cone.

The isolation study began by selecting a sample of W bosons with strict cuts
to eliminate backgrounds as much as possible. For each W event, we translated
the actual electron cluster position to various locations in the central calorimeter and
calculated the isolation value. We replaced the tower energies in the new location with
the tower energies of the electron cluster leaving all other tower energies unchanged.
The procedure ensured that no 2 cones overlapped (i.e. no towers were sampled more
than once for any event) and no cone overlapped the original electron cluster towers.

Regions inside the original W isolation cone were sampled less frequently than regions
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outside this cone since cones which might contain these towers are sometimes thrown
out because they also contain the electron cluster towers. We then sample regions
with some energy from jets more frequently than we should, and the isolation values
will be somewhat higher than actual W isolation values. Our acceptance value is
therefore an underestimate.

There are 21 W bosons in the W sample used for cross section calculations; how-
ever, this sample comes from a subset of the full data. As mentioned earlier, some
runs were thrown out due to various problems. These problems did not necessarily
effect every event in those runs. In order to get the maximum useful W sample to
study the isolation cut, we chose to select W bosons from the entire data set with
a combination of strict cuts and scanning to ensure that the events were not back-
ground. The cuts used are shown in table 5.3. The cut Ag¢ is the distance in the ¢
direction between the extrapolated CTC track position and the strip chamber cluster
position. In addition to adding this cut, the Ep and Had/EM cut were made tighter.
The isolation cut was loosened because requiring a small isolation value could bias
the overall energy flow in events. In fact, due to the stricter W cuts used in this
study, no events passed all the other cuts and had an isolation value larger than 0.1,
the W selection cut value. There were 26 W events selected in this manner.

To some extent the radius of the isolation cone is arbitrary. The cut is used

to remove jets and other objects whose cluster size exceeds that of electrons. A



83

Cut value
ET > 20 GeV
Er > 25 GeV

Had/EM <  0.03

E/p < 2.0

isolation < 0.3

Ag < 1.0 cm
Dijet veto

Table 5.3: Cuts used to select W bosons for the isolation acceptance study

larger cone will have a greater chance of including the excess energy of these objects;
however, it will also have a greater chance of excluding W events with a jet near the
electron. We studied 2 cone radii, 0.7 and 0.4. The smaller cone contains roughly 12-
14 calorimeter towers after eliminating the towers of the electron cluster. The larger
cone has about 3 times as many towers. Based on considerations of W acceptance
and background rejection, we chose to use a cone of radius 0.4, but results from both
acceptance studies will be given here.

The underlying event for W bosons is similar to minimum bias events in the
number of charged tracks and the energy deposition in the detector. We repeated
this study on a sample of minimum bias events to compare results with W events.

Using the Isajet electron Er spectrum from W decay, we simulated an electron cluster
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at various positions in the central calorimeter and overlayed the cluster on minimum

bias events. We required the electron cluster to have Er > 15 GeV.

Figure 5.5 shows the isolation values for both cone sizes from the various studies.
The actual isolation values for the 26 W bosons are shown with normalized, smoothed
results from minimum bias events and from the W isolation study. For both cone sizes
the minimum bias curve closely follows the W curve. Since the number of charged
tracks in W events is larger than in minimum bias events (see figure 5.7), we expect
higher isolation values from W events. The differences are small, and only in the
0.7 radius case does the minimum bias curve noticeably fall off more sharply. These
isolation values are ratios where the energy in the cone is normalized to the W electron
Er , and they are only relevant to electron samples whose Er spectrum is similar to
the W electron Et spectrum. Figure 5.6 shows the energy in the isolation cone,
excluding the electron cluster energy, for the W isolation studies and both cone sizes.
These distributions show the expected energy deposited by the underlying event for
isolated electron clusters.

Table 5.4 gives acceptances for both cone sizes with statistical errors. The accep-
tance for the isolation cut used in the cross section analysis (cone size = 0.4 and cut
value = 0.1) is 0.99 + 0.01. From table 5.1 the acceptance for the isolation cut from

Monte Carlo studies was also 0.99.
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Figure 5.5: Isolation values for W events (crosses). Cone size = 0.7 (top). Cone size

= 0.4 (bottom). The dashed line represents the Monte Carlo distribution and the
solid line represents the W isolation study results.
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[

Cone size | Cut value | Acceptance

0.4 0.1 0.99 + 0.01
0.2 1.0
0.7 0.1 0.94 £+ 0.02

0.2 0.99 + 0.01

Table 5.4: Acceptance values for the isolation cut. Errors are statistical.

5.2.3 Tracking

Since the W selection criteria require a track in the CTC pointing at the electron
cluster, we must understand the efficiency of the CTC track-finding algorithm. W
bosons differ from many hadron collider events because they are so “clean”. The
production of the W and its subsequent decay into an electron and neutrino often
produces a single detected particle with Eg significantly larger than 1.0 GeV. The
underlying event looks similar to a minimum bias event. In order to study the tracking
efficiency, the most useful events then are minimum bias events.

In this case the relevant feature of the event types is the density of tracks.
Figure 5.7 shows the quantity dN/dn for both W and minimum bias events as a
function of . W events have roughly 50% more tracks per unit of rapidity; however,
since the number of tracks is small and tracks are reasonably well isolated, we would
expect track finding efficiencies to be similar.

Two studies were done to determine the tracking efficiency for minimum bias
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Figure 5.7: dN/dn for W events and minimum bias events as a function of 5. The
circles are W event data, and the squares are minimum bias data.
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Track pr (GeV) Efficiency

0.300 0.665 £ 0.02
0.400 0.913 + 0.02
0.500 0.973 £+ 0.01
1.0 0.995 + 0.004
2.0 0.995 + 0.004
5.0 0.981 £ 0.01

Table 5.5: Track finding efficiency from Monte Carlo study simulating tracks. The
errors are statistical.

tracks. The first involved scanning a large number of minimum bias events to find all
tracks. The tracking program was then run, and the efficiency was calculated as the
percentage of number of tracks found by the tracking program divided by the number
of tracks found through scanning.

The second study used a Monte Carlo program to simulate tracks. The study
superimposed CTC hits of a simulated track over the CTC hits of a real minimum
bias event. The tracking algorithm was then run to see if the simulated track was
found. The ¢ distribution of the simulated tracks was uniform and the rapidity
distribution was flat from -1 < 5 <1. Table 5.5 shows the tracking efficiency for
tracks of varying pr.

Both studies calculated efficiencies at various track pTs. Minimum bias events
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contain mostly low pr tracks. Since electrons from W decays have high pp , we
should use the tracking efficiency for minimum bias tracks with the highest pr . The
efficiency from the scanning study for tracks in the range 3 - 10 GeV/c was 0.99 +
0.01. The Monte Carlo study with tracks of 5 GeV/c gave an efliciency of 0.98 +
0.01. The errors in each case are statistical. We take the tracking efficiency for W

events to be 0.98 + 0.02.

5.2.4 Dijet

There are 2 effects which contribute to events failing the dijet cut. As mentioned
earlier, W bosons may recoil off quarks or gluons which form jets in the calorimeter.
If the W decays such that the electron is roughly 180° in ¢ from the jet, then the
event may be vetoed. This acceptance may be studied from the data, however, once
again statistics is a problem. The other contribution to the dijet acceptance comes
from noise in the gas calorimetry yielding spurious jets. Several effects give rise to
anomalous clusters including electronic noise generated in cables, high voltage dis-
charge in gas calorimetry, and low energy particles (often neutrons) which produce
large calorimeter response due to the combination of high gain and sampling fluc-
tuations. Noise may produce jet-like clusters with sufficient energy in the proper ¢
sector to veto the event. Software noise filters which eliminate many of these spurious

clusters have been written. These filters help us to discriminate between real clusters
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and noise.

To study the dijet cut acceptance, we used a method similar to that used in study-
ing the isolation acceptance. We used the same W sample described in section 5.2.2
for the isolation study. The dijet cut vetos events with clusters within a 60° sector
opposite the electron cluster ¢. There are 6 such sectors per event; however, since the
W sample used for the isolation study was selected with the dijet cut to reduce back-
ground, there are only 5 available ¢ sectors for Jets. If jets were evenly distributed in
¢, there would be a 1 in 5 chance that a given jet of sufficient energy would cause the
event to fail. We could simply count the number of jets found in the W sample and
divide by the number of potential 60° sectors in the events (5 x number of events)
to find the probability that W events will fail the cut. Noise clusters are produced
roughly independent of ¢ so we may use this method to calculate the probability that
a W event will fail the dijet cut due to noise. Real jet production in W events is
correlated to the electron ¢. The ¢ difference between Jets and the electron peaks
near 180° because the W recoils against the jet and the decay electron receives a boost
opposite the jet direction. Since real jets and noise have different ¢ distributions, we
study them separately.

Running the noise filters on the W sample determines which jets are likely to be
generated by noise and which are probably real. There are 7 noise clusters and 6 real

Jets in the 26 events. The dijet failure rate due to noise is then simply 7/(5 x 26) or
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Cuts Acceptance

Trigger, Rapidity

Er, Er 0.38 & 0.03
Had/EM 0.96 + 0.04
Isolation 0.99 + 0.01
Dijet 0.90 + 0.03
E/p (Tracking) 0.98 + 0.01

E/p (Radiative decay) | 0.97 + 0.01

Overall Acceptance (¢) | 0.31 = 0.03

Table 5.6: Summary of values used in cross section calculation.

5.3% (the acceptanceis 0.95 + 0.02). The same type of calculation for the contribution
of real jets yields 4.6%. The real jet value is suspect due to the jet ¢ distribution
so we used Monte Carlo simulations to check our result. Various simulations yield
acceptances between 0.93 and 0.96. We take the dijet acceptance due to real jets to
be 0.95 + 0.02. Combining the 2 acceptances, we find the dijet acceptance is 0.90 +

0.03.

5.3 Summary

Table 5.6 summarizes the acceptances for the various W selection criteria. The dom-

inant contribution to the error comes from our estimate of the rapidity acceptance.
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This error is probably overestimated, and as mentioned, if the whole calorimeter is

used to detect W bosons in the next data run, the acceptance will be higher and the

error will drop considerably.



Chapter 6

Backgrounds

Backgrounds to the process W — ev must contain the two features which make the
W decay signature distinctive - a high pr isolated electron candidate and significant
Er . The background process does not have to produce either a physical electron or
particles that always go undetected in the calorimetry such as neutrinos. Under the
proper conditions a jet may fake an electron, and particles which enter cracks in the
calorimeters will cause an energy imbalance in the event. There are three processes
which can contribute to the background: W bosons decaying to taus, light quark
production (referred to as QCD background), and heavy quark (i.e. b and possibly
t) production.

The decay W — 7v with the subsequent decay T — evv gives almost the identical
signature as W — ev. The electron from the decaying tau has a lower pr spectrum
because it must share the tau’s energy with two neutrinos, but on an event by event

basis, these two processes cannot be distinguished. Light quark jet production can

94



95

contribute to the background through a two step process. First, one jet must fake
an electron (see section 4.5.1). Second, at least one other jet in the event must
be mismeasured such that there is significant Er . Heavy quark production differs
from light quark production in that heavy quark decays can directly produce high
pr isolated electrons instead of faking them. The background calculations for these

3 processes will be discussed in the sections below.

6.1 QCD Light Quark Background

To estimate the QCD light quark background we need to understand the probability
that a jet will fake an electron in events that have kinematic properties similar to W
events. We loosened our W selection cuts slightly to find samples of events that have
a high probability of containing jets rather than electrons. Using these samples, we
then extrapolated into the W signal region to estimate the QCD background. We did

several studies all using this approach but differing in the details.

6.1.1 FE1 - Er extrapolation

Our first study involved defining 2 regions in Er - Er kinematic space. The first
region, called the “control” region, has the following cuts: Er > 10 GeV and Er <20
GeV. The second region, or “signal” region, is defined by the cuts: Er > 15 GeV

and Er > 25 GeV. This “signal” region has the same kinematic cuts as the W
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Event Type |

Cut QCD1 QCD2 Isolated electron
Had/EM | 0.03 - 0.1 0.03 - 0.1 < 0.05

E/p < 2.0 < 2.0 <20
isolation 0.1-0.3 <0.1 <0.1
LSHR e > 0.2 -

Dijet no no yes

LRapidity l<np<l -1<p<1 <<l

Table 6.1: Cuts for the various event types used in QCD background study.

selection criteria. The “signal” region’s high Er cut should exclude all light quark
multijet events except those which contain an unusually large amount of energy either
mismeasured or lost in calorimeter cracks. On the other hand, the “control” region
should be dominated by background.

We then defined 2 types of events: those which pass all the isolated electron cuts
and those which pass similar cuts modified to select QCD background and reject
electrons. Events that pass the isolated electron cuts and fall in the “signal” region
are precisely our W candidates. We used 2 mutually exclusive sets of cuts to select
QCD background events. These are shown in table 6.1 along with the isolated electron

cuts for reference.
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The cut LSHR is a localized isolation requirement and is used to discriminate
between electrons and jet background. Testbeam data and Monte Carlo calorimeter
simulations enable us to predict how electrons will deposit their energy in the central
calorimeter. Knowing the electron pr and the trajectory into the wedge, we can
calculate the relative amounts of energy expected in the different towers of an electron
cluster. LSHR is a measure of the difference between the predicted energy deposited
in each tower of a cluster and the actual energy measured in the towers. Electron
candidates with more than a single particle depositing energy in the cluster will
usually fail a tight LSHR cut because the tower energy profile will not match the
expected profile for a isolated electron.

The cuts listed in table 6.1 differ from the W selection cuts in the Had/EM range
and the isolation requirements. Pions have a flat Had/EM response in the region
below 0.1, but few electrons have Had/EM > 0.03 (roughly 5 - 10% depending on
the energy). Isolated electrons from W decay have a very low probability of having
isolation > 0.1 or LSHR > 0.2. The 2 samples, QCD1 and QCD2, are mutually
exclusive because the isolation requirements do not overlap.

Using the “control” and “signal” regions and the 2 types of events, we estimate

the QCD background with the equation:

NW
QCD background = —N%CE x N (6.1)
QCD

where the superscripts refer to the region (signal or control) and the subscripts refer
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to the type of event (QCD or electron). Equation 6.1 essentially equates the ratio of
QCD-like events to electron-like events in the two regions.

There are two reasons why we expect this estimate for the QCD background to
be an upper limit. First, we know from testbeam studies that the T /e rejection gets
better as the energy increases so fewer pions will fake electrons. The energy of clusters
in the signal region tends to be higher than those in the control region (see figure 4.6);

therefore,

N¢ N¥

[ e

>
Nch N&VCD

where the term N¥ is the QCD background. Second, since equation 6.1 is intended
vto estimate only QCD background, ideally only real QCD events would be included;
however, there is contamination from other sources. This contamination is dominated
by electrons, which may come from W — ev decays, W — 7v decays, b decays, or
other sources. These electrons will increase the term N¢ in equation 6.1 and tend to
increase the background estimate.

Table 6.2 shows the results of this study along with the background calculation

for each type of QCD event.

6.1.2 Isolation — Er extrapolation

The second study involved defining regions in isolation — Et space and preforming a

similar extrapolation. We defined the 4 regions:
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Quantity Number | Background

N¢ 113

QCD1  Ngop 1

NScp | 120 | 0.79 £ 0.79

QCD2 N¥p | 4

Nch | 680 0.56 + 0.28

Table 6.2: Results from the Fr - Er extrapolation study on QCD background

region 1 : W cuts
region 2 : 10 GeV < Er < 20 GeV
region 3 : 10 GeV < Ep < 20 GeV
0.1 < isolation < 0.3
region 4 : 0.1 < isolation < 0.3
where the cuts listed are the only differences from the W selection criteria. We then

use the equation

QCD background = %g—; N(2) (6.2)

where N(x) refers to the number of events found in region x. We found
N(2) = 69

N@3) = 88
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Substituting into eq 6.2 yields a background estimate of 0.68 & 0.68. This estimate
should also be an upper limit. The term N(3) will contain some electrons from b
decays while the term N(2) will contain electrons from b decays, W — ev decays,
and W — tv decays. From Monte Carlo studies we can make rough estimates of the
contributions to these terms and determine that the electron background in N(2) is
larger. Since N(3) > N(2), subtracting the effect of the electron contamination will
lower the background estimate.

To calculate the QCD background we used a weighted mean and sigma from the
results of the 3 background studies. We then estimate the QCD background to be

0.6 £ 0.3.

6.2 Heavy quark background

Heavy quarks can produce background to W — ev events by decaying semi-leptonicly
into a lepton, neutrino, and a lighter quark which we will refer to as the daughter
quark. The pr of the electron and neutrino are determined by the initial pt of the
heavy quark and by the boost given to the leptons from the decay process. The
leptons must be produced with large pr for the event to pass the W Ey and Er cuts
(mismeasured energy and neutrinos from semi-leptonic decays of other quarks in the
event can increase or decrease the Er ). The W selection cuts include an isolation

requirement; consequently, the electron and daughter quark must receive enough
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pr transverse to the heavy quark py to insure that the daughter quark does not
deposit too much energy in the isolation cone. Finally, there is a large probability
that decay products from the quark which doesn’t produce the isolated electron will
cause the event to fail the dijet cut.

The relevant event characteristics depend significantly on the heavy quark mass.
Heavy quarks are produced with pr roughly equal to their mass [45]. B quarks have
a much lower py distribution than t quarks, and the electron spectrum from b decays
falls off more sharply than the spectrum from t decays. Figure 6.1 shows the lepton
spectrum from b and t quark decays normalized to the same integrated luminosity.
As the top mass increases, its lepton spectrum broadens due both to the increased
pr of the t quark and to the increased boost the lepton receives. A heavier quark
mass will also produce more isolated electrons because the electron and daughter
quark have a higher pr spectrum in the heavy quark center of mass. On the other
hand, heavy quark cross sections fall off with increasing mass. The bb cross section
at the Tevatron is estimated to be 14-30 ub [46], whereas the ti cross section is at

least a factor of 1000 smaller (see figure 6.3).

6.2.1 Bottom quark background

Since we expect the background from bb production to be low, we must generate the

equivalent of several times our integrated luminosity of 25.3 nb~! for an adequate
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Figure 6.1: Lepton spectrum from b and t quark decays normalized to the same inte-
grated luminosity. The 3 unlabelled curves are the lepton spectra from ti production
at top masses of 40, 70, and 90 GeV (90 GeV curve is the lowest).
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study. Assuming a cross section of 20 pb, there were roughly 500,000 bb events
produced during the 1987 run. Generating and simulating several times this number
of events requires too much computer time; therefore, we reduced the task by applying
several cuts. W candidates were required to have an electron with Er > 15 GeV.
During Monte Carlo event generation, we required a b quark with greater than 10
GeV pr , and after the quark decay, we required an electron with greater than 15 GeV
Pt . Only events satisfying these criteria were run through the detector simulation.
Using these cuts, we were able to generate and simulate a sample of 389 bb events
corresponding to 304 nb~!., We then ran this sample through the W selection criteria.
The number of events passing various stages in the analysis is shown in table 6.3.
The largest factor causing these events to fail the selection criteria is the event Er .
Figure 6.2 shows the Er distribution for the bb events which have clusters found by
the electron algorithm. Since b quarks are not in general produced with high pr , the
neutrino in a semi-leptonic decay will not have large enough pr to pass the Bt cut.
No events passed all the W selection criteria; therefore, we can put an upper limit

on the bb background of

25.3
2.3 x — = 0.19 events 90%C.L.
304
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W Selection Cut Events
Total Sample : 389
Electron Cluster Algorithm | 325
1<y<l 211
Er 150
Er 3
Dijet 0
Had/EM 0
E/p 0
Isolation 0

Table 6.3: Number of bb events passing the W selection cuts. The bb sample was
required to have an electron with pr > 15 GeV.
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Figure 6.2: Distribution of Er from the Monte Carlo bb sample. Events in this plot
were required to have an electron cluster reconstructed by the electron algorithm.
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6.2.2 Top quark background

Top quarks may be produced directly as tt pairs or through the decay of a W to tb or
bt . Theoretical estimates of the cross sections for these processes as a function of
the top mass are shown in figure 6.3 [47]. For low top masses, the tb cross section
contributes significantly, but as the top mass increases, the available phase space
decreases and the cross section falls off sharply.

Since we don’t know the top quark mass, we simulated t{ and tb decays at various
top masses and ran the W selection cuts to estimate the contribution to the back-
ground. Table 6.4 shows the results of the Monte Carlo simulation and analysis of
the top background. The backgrounds from the 2 production processes are summed
and displayed in figure 6.4. The background peaks at a top mass of 60 GeV.

If the top quark mass is large enough, the cross section becomes too small to allow
any contribution to the W — ev background. The limits on the background are then
0.0 - 0.3 events with no best estimate. We, therefore, take the top background to be

0.0%0:3 events.

6.3 Tau decay

To estimate the background from the process W — 7u we use a Monte Carlo program
to generate the production and decay of the W and simulate the detector response.

The Et spectrum for electrons from the tau decay which enter the central calorimeter
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Figure 6.3: Top production cross section as a function of the top quark mass. The
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section for tt production.
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Figure 6.4: Background from top events versus the top mass.
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Quarks Integrated Events
Top Mass | Produced | o (nb) | Luminosity (nb~1 | Passed Background
40 tt 9.4 183 2 0.28
tbor bt | 4.75 421 0 < 0.05 (90% C.L.)
50 tt 3.1 453 4 0.22
tb or bt | 3.38 593 1 0.04
60 tt 1.2 676 6 0.22
tborbt | 1.9 527 2 0.1
70 tt 0.56 890 10 .28
tborbt | 0.63 1600 1 0.02
80 tt 0.28 900 6 17
tb or bt - - - -
90 tt 0.15 1675 6 .09
L tb or bt - . - .

Table 6.4: Summary of the results of top background studies.
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is shown in figure 6.5. Also shown in this figure is the spectrum of the electrons from
a direct W decay. Since the electrons from tau decays must share the energy with
the extra neutrinos, the Et spectrum is shifted to lower values and broadened.

To calculate the tau background we start with the equation

Weana = W + W, + Boep (6.3)

where Wi ,nq is the total number of W candidates in our sample, W, is the number of
W bosons in our sample decaying directly to electrons, W, is the number of W bosons
in our sample decaying to taus and then electrons, and Bgcp is the QCD background.
We have assumed that heavy quark background is negligible as calculated above. If
we let W, designate the number of W decays into any one type of lepton, then from

lepton universality we may rewrite the terms W, and W, as

We =W, x e, (6.4)

W,=W, xe, (6.5)

where €, and €, are the efficiencies for detecting the processes W — ev and W — 7v
with subsequent tau decay to an electron.

The term, €., is a product of 2 factors. First, the tau must decay to an electron
and neutrinos so we must include the probability for this decay. Averaging data
from recent experiments gives this probability as 0.177 + 0.004 (48]. Second, our W

cuts must select the event as a W candidate. The Monte Carlo studies estimate this
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Figure 6.5: The Er distribution for electron clusters in the central calorimeter for
W — 7 and W — ev events.
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probability as 0.045 + 0.005 where the error is statistical. The term €- is then 0.008

+ 0.001. From section 5.3 we estimated the efficiency, €. to be 0.31 + 0.03.

Substituting equations 6.4 and 6.5 into equation 6.3 and rewriting, we find

W, = Weand — Bocop (6.6)

€e + €,

Using the QCD background estimate, 0.6 + 0.3, from section 6.1 we find W, = 64 +6.
Finally, we may then substitute back into equation 6.5 and find W, = 0.5 £+ 0.1.

Since the number of W — 7v decays in our sample is so small, we can’t see the

contribution to the Et spectrum.



Chapter 7

Results

7.1 Cross Section

The cross section for W production and decay into electron and neutrino is given by:

o (pp— WX — evx) = W 2 eV)Ca;dZi;:tesx—eBackground (7.)

where € is the product of all efficiencies and acceptances. Table 5.6 gives a summary
of the terms in equation 7.1 measured at v/s = 1.8 TeV at the Fermilab Tevatron

during the 1987 data run. Substituting, we calculate the result:
o(pp = WX — evX)=25+0.6+0.5 nb (7.2)

where the first error is statistical and the second error is systematic.

Figure 7.1 shows our cross section measurement with curves from theoretical
calculations by Alterelli, Ellis, and Martinelli 149] and the cross section measure-
ments from UA1 and UA2 at 630 GeV [50]. The theoretical prediction agrees with

our measured result. The theoretical calculations assume a top quark mass of 50

113
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Earameter Value 1
W — ev candidates 21 N
Luminosity 25.3 £ 3.8 nb!
Backgrounds

QCD 0.6 £ 0.3
W - rv 0.5+ 0.1
Heavy Quark 0.0133
Efficiencies
Had/EM 0.96 = 0.04
Isolation 0.99 £ 0.01
| Dijet 0.90 + 0.03
Tracking 0.98 + 0.01
Radiative 0.97 + 0.01
LMonte Carlo Acceptance 0.38 + 0.03
LOverall Acceptance (e) | 0.31 + 0.03

Table 7.1: Summary of values used in cross section calculation
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W decay Z decay [ Ldt

Experiment | ev pv 7v |ee pp | 546 GeV 630 GeV

UA1 299 67 3233 19 |136nb™! 568 nb!

UA2 248 | 39 142 nb™! 768 nb~?!

Table 7.2: World’s present published W and Z sample.

GeV. If the top quark mass is larger, the W — tb branching ratio decreases, and the
W — ev branching ratio increases. The maximum W — ev branching ratio occurs
when the top quark mass exceeds the W mass so the decay W — tX is kinematicly
forbidden. In this case the theoretical cross section shown in figure 7.1 would increase
by 13%.

The integrated luminosity for the 1988-89 colliding beam run at Fermilab should
total 2-4 pb~'. Using a reasonable efficiency estimate which includes the full detector
acceptance, we should select between 2500 and 5000 W — ev events. Table 7.2 shows
the world’s published sample of W bosons and Z bosons through 1987 [53,54]. The
UA2 experiment will have 2 runs during 1988-89 and hopes to write 10 pb™" to tape
[55]. Based on their measured cross section and efficiencies, they can then expect to
have roughly 2500 W — ev candidates. Similarly, the 1988-89 CDF data run should
produce a significantly larger number of Z, W — pv ,and W — 7v candidates than
the present sample. CDF’s current cross section value has an error dominated by

statistics. The 1988-89 results will contain errors limited only by the luminosity
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energy. The curves represent theoretical predictions with error bars.
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measurement. Certain interesting results depend on the ratio, R, of the 2 cross
sections, o (pp — WX — evX)and o (pp — ZX — eeX). The top mass, the number
of light neutrinos, and R are related such that knowing any 2 determines the third
[56,57]. Many systematic errors, such as those associated with the luminosity and
electron identification, cancel when calculating this ratio. The large samples expected

from the 1988-89 run will enable a much more accurate measurement of R.

7.2 Mass measurement

We can measure the W mass by fitting the electron pr spectrum or the W mry spec-
trum to Monte Carlo generated distributions. The my spectrum is less sensitive to the
W pr than the electron pr spectrum, and therefore, can yield a better measurement
of the W mass.

To fit the mr spectrum, we simulated the mt spectrum of W bosons with masses
76, 78, 80, 82, and 84 GeV. The decay W — 7v with the tau decaying to an electron
and neutrinos can affect the mass measurement by adding events on the lower tail
of the mr distribution; therefore, we reduced this effect by requiring the mr to be
greater than 52 GeV. We calculated the x? for the W candidates and the Monte
Carlo distributions using 8 GeV bins beginning at 52 GeV. Figure 7.2 shows these
x? values as a function of the generated W mass. We fit these points to a quadratic

function which has a minimum at 79.5 GeV with a statistical error of 2.9 GeV. The



118

error is determined by varying the minimum x? value by one unit and finding the
corresponding mass values.

There are several contributions to the systematic error. The overall energy scale
may have an absolute error associated with it. We can estimate the potential error
in the overall energy scale by comparing calorimeter electron cluster energy and the
CTC electron track pr . The mean of the E/p distribution (see figure 4.10) excluding
the events with E/p > 1.5 is 1.029. Electron bremsstrahlung will result in average
pr values slightly lower than cluster E values; consequently, the E/p ratio will have
a mean greater than 1.0. This effect is on the order of 1.0%. We can place an upper
limit on the energy scale error by ignoring the 1.0% effect and taking the error to be
2.9%.

The Er error is caused by the electron cluster energy resolution, the E1 energy
resolution for the “underlying event”, and the Er offset errors (see section 4.5.2). The
energy resolutions are included in the Monte Carlo detector simulations. An upper
limit on the offset error was obtained by assuming the error is equal to the value of
the offset. We then recalculated the my of the W candidates and repeated the x?
analysis to find mr = 78.9 GeV. We then estimate the mrt error due to the FEr offsets
as 0.6 GeV.

The Er offset error is in principle only a lower error; however, since it adds very

little to the energy scale error, we add it in quadrature. Our W mass measurement



119

]_O I | T i I 1 H 1 1 { I i T ] I i i
8 [ —
6 |— =
N - i
>< - —
4 -]
2 - ]
O i ] 1 | | ‘ 1 1 1 1 I { 1 1 t I ] | )| 1 ]
70 75 80 85 a0

W Mass (GeV)

Figure 7.2: x? values from fitting Monte Carlo my distributions to W candidates with
the requirement mr > 52 GeV. The curve is a quadratic fit to the x? points and has
a minimum at 79.5 £ 2.9 GeV.
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then becomes 79.5 4+ 2.9 + 2.4 GeV where the first error is statistical and the second

is systematic. This measurement agrees with values from the UA experiments at

CERN:

Wn = 80.2 £ 0.6 (stat) = 0.5 (sys;) + 1.3 (sysy) GeV UA2 [51]

Wuy = 83.5710 £ 2.7 (syst)GeV  UA1 [52]

Figure 7.3 shows the transverse mass distribution for the 21 W candidates with a

curve from Monte Carlo events generated with My = 79.5 GeV.
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Appendix A

Calibration of the Central Electromagnetic Calorimeter

A.1 Introduction

The design goal for calibration of the central EM calorimeter js 1% accuracy over the
course of the experiment. In order to meet this goal several calibration systems and
procedures were implemented. The systems are the ’Cs source and its associated
drive, the xenon flasher, the LED flasher, and electronic charge and current injection.
These systems are described in some detail in chapter 3 and in greater detail in ref-
erence [21]. Experience gained from other experiments indicated that quality control
during construction of the calorimeter greatly aids accurate calibration. Large varia-
tions in response from channel to channel require more difficult and time consuming
calibration procedures. Considerable effort was given to reducing response variations
during construction [18]. Instead of calibrating some wedges in a testbeam and ex-
trapolating this calibration to all the other wedges, we chose to calibrate every wedge

in the testbeam. We also wanted the ability to calibrate frequently and accurately
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during data taking periods. This requirement led us to design a source calibration
system which contained a remote controlled, movable, radioactive source which would
allow us to calibrate while the detector was sealed in the collision hall.

The basic philosophy of the central EM calorimeter calibration is that calorimeter
response to radioactive sources can be used to accurately monitor changes in the
energy response to incident particles. Each phototube on every wedge was initially
calibrated by measuring both its response to electrons of a known energy and its
response to the 37Cs source as it passed through the tower during a source run.
Changes in the calorimeter response for energy deposited by incident particles are
proportional to changes in the calorimeter response to the source. Subsequent source
runs may then be used to track calorimeter response changes.

There are several ways the calorimeter response can change. Scintillator may
deteriorate due to damage to the fluors or a decrease in the transparency of the scin-
tillator base. The light collection efficiency may change either because the wavelength
shifter or lightguide deteriorate or because the optical coupling between components
may vary over time. Phototube gains depend strongly on the high voltage applied
across the dynodes. This high voltage may drift and cause gain changes. Finally, the
intrinsic phototube gain may vary with time.

There are some subtle effects which can result in source runs not accurately mon-

itoring the calorimeter response. 137Cs undergoes beta decay and emits electrons and
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photons with energies 1.2 MeV maximum and .66 MeV respectively. Since the decay
particles have relatively little energy, they will not penetrate to deposit energy in
many layers of the calorimeter, and therefore, will only “sample” a small fraction
of these layers. While it’s unlikely that individual scintillator layers will deteriorate
at a significantly different rate than others, small changes in the coupling of light
from the scintillator to the wavelength shifter may result from transporting and han-
dling the wedges. Preliminary results indicate that effects of this type are small (see
section A.5).

Source runs provide gain monitoring on time scales of weeks or longer, but photo-
tube gains may change significantly on time scales of days. The flasher systems (xenon
and LED) are used to monitor short term variations. The flashers deposit light ei-
ther in the wavelength shifter (xenon flasher) or the phototube transition piece (LED
flasher), and consequently, do not monitor scintillator changes. For this reason they
cannot be reliably used to measure long term variations. Flasher runs can be taken
immediately after source calibration, and then subsequent flasher runs may monitor

the gain changes until the next source run.

A.2 Calibration Measurements

During physics runs, front-end scanners read out calorimeter channels after digitiza-

tion. The read out for each channel is multiplied by its corresponding calibration
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constant which corrects for channel to channel gain variation. The constants are di-
vided by a nominal gain such that the result is near unity, therefore, retaining a large
fraction of the original 16-bit dynamic range of the ADC. Later, each channel can be
converted to units of energy by multiplying by the nominal gain.

We have verified that the integrated charge, q, measured through the charge chan-
nels remains proportional to the 37Cs source peak current, i, measured through the

current channels. Therefore, for 2 different times, ¢; and 2, we can write:

#h) _ alts) (A1)

The energy gain (58], G, for a phototube (GeV/count) can be written in terms
of the testbeam energy gain found at time to, source run measurements I (counts),
charge channel electronic gains G (fC/count), and current channel electronic gains

Gr (nA/count):

Gi(t) = Zt) I{to) Gilto)

= Golte) 1(t) Guft) CE) (A.2)

The source current terms contain correction factors for the decay of the source. The

dimensionless channel to channel gain G’ is then defined as:

G(t) = a—(—Gfrf)—l) (A.3)

where Ge(nominal) is a constant for all calorimeter channels. Short term corrections

to source calibrations taken at time ¢; can be made with the flasher systems using
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the equation:

Go(t) Qs(th)

%)= Gt 0,0

GEg(t) (A.4)

where Q; is the channel response in counts to the flasher rux.
After calibration runs, the responses are stored in a calibration data base, and the
latest version of the dimensionless gain, G, is downloaded to the front-end scanners.

Details of testbeam measurements and calibration results are discussed below.

A.3 Testbeam Measurements

During testbeam operation, many studies were performed to understand the detector
response. These included varying the electron energy to measure the linearity of the
detector response, varying the incident electron position to find the tower response
map, determining the response near ¢ boundaries, and performing the basic energy
calibration.

During 1984 and 1985, the 50 central wedges (48 for the detector and 2 spare)
were calibrated in the Fermilab NW testbeam. The EM calibration consisted of 50
GeV electron runs and a corresponding '*’Cs source run. Each phototube has a
calibration constant given by the charge response to the electron run divided by the

current response to the source runs. A description of these calibration runs follows.
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A.3.1 Electron runs

Electron runs consisted of measuring the phototube charge response to 50 GeV elec-
trons incident on tower center for towers 0-8. Tower 9 has a significantly different
shape from the other towers, and we decided not to calibrate at tower center. We
scanned across the tower in the 4 direction and used the position where the response
was highest as the calibration point. The electron response was recorded separately
for both tubes in the tower.

We made several cuts on electron events to ensure the electron position was close
to tower center and to ensure that the electron momentum was well measured. We
used strip chamber position information to require the electron to be within 1 ¢cm
in ¢ of tower center. The 2 photomultipliers collecting light from each tower will
then share the deposited energy equally. The electron momentum was determined
by 2 beam chambers on either side of a dipole bending magnet. If the electron
momentum could not be reconstructed, the event was discarded. The energy response
was then normalized to a 50 GeV/c electron. Roughly 200 events were taken at each
calibration point. The energy resolution of the EM calorimeter is o/E = 0.14%/vE
so the statistical error on the calibration value is roughly 0.15%. The systematic error
on the electron momentum resolution is 0.3%. Errors due to uncertainties in the gains
of the charge channels which measure the electron response and the current channels

which measure the source response are less than 0.25% and 0.15% respectively.



128
A.3.2 13Cs source runs

For each electron run, there were one or more source runs taken within a few hours of
the electron run. A source run consisted of moving the source through all 10 towers
such that a current peak could be measured for each phototube (see figure 3.8) Various
schemes were tested to determine how best to measure the peak current value. We
chose an algorithm which subtracts off the dark current (the flat region of the current
response which occurs when the source is not in the tower) and fits the points in the
top 20% of the signal to a 6 order polynomial.

This procedure works very well; however, there are certain features of source runs
which may result in an inaccurate fit or no fit. To ensure that the testbeam source
calibration runs produced reliable data, runs were taken until at least one pair agreed
to better than 1% for every phototube channel. In some cases this requirement was
dropped if many runs were taken with no such agreement. In general 4-6 source runs
were taken for each electron calibration.

To produce a single calibration current value for each phototube, we averaged
all runs, throwing out any values which differed from the meaﬁ by over 5 standard
deviations. Since the 37Cs sources decay, we must correct for the decay by adjusting
the peak current value taking into account when the run was done. The systematic
error from run to run dominates the error from fitting the source peak and the current

channel gain error; therefore, we used this systematic error as the calibration error.
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A.4 Maintaining the Calibration

The use of remote controlled, permanently mounted sources has several advantages.
Source calibration may be done easily and quickly. All 48 wedges are calibrated
simultaneously, and source runs on the EM calorimeter can be completed in under an
hour. Source runs may be taken regularly during data taking periods; however, the
current channels can register large noise spikes from beam spray so source runs cannot
be taken when there is beam in the Fermilab Main Ring or Tevatron. In general,
source calibration is done every 2-4 weeks during data taking periods. Typically

flasher runs are taken 3-4 times per week.

A.5 Results

The gain of the calorimeter should remain essentially constant over periods of minutes.
We can then determine the reproducibility of the various calibration systems by taking
several runs within a short time span and comparing them. During data taking, we
generally do 4 EM source runs spaced roughly 10 min apart. Figure A.l shows a
comparison of 2 such runs. The results from all 956 phototubes in the EM calorimeter
are included except for a few channels where the algorithm which fits the current peak
failed due to cosmic rays or electronic noise. The percentage difference has a standard
deviation of 0.6%.

Attempts were made to understand if there were systematic effects due to the
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Figure A.1: Comparison of 2 '37Cs source runs taken minutes apart. The distribution
is the percentage difference defined as (Run2 - Run1)/Runl x 100.
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construction of the source drive apparatus which contribute to the run to run variation
in the current response. During installation of the source drive system, a cylindrical
brass capsule was tied to a nylon covered, steel wire loop which transports the source
through the wedge. The sources were then placed inside cavities in the capsule, and
solder filled the cavity to keep the source in place. As the source travels through
the wedge, the wire twists rotating the capsule. Since the source tube sits directly
over the strip chamber, the source deposits more energy in the layers of scintillator
above the tube than those below the tube. Asymmetries in the cavities drilled in
the capsules coupled with uneven solder flow on the capsule surface can result in
asymmetric energy deposition.

This possibility was tested by driving the source into a fixed position in the wedge
and measuring the source current while twisting the wire. The variation in response
as a function of the source orientation in the tube was a significant fraction of the run
to run error. Given the existing design, there was no clear way to prevent the source
from rotating as it passed through the wedge, and therefore, this contribution to the
run to run variation could not be eliminated.

The xenon flash bulb output varies considerably from flash to flash (see fig-
ure A.2a). The mean light deposited also varies for different bulbs and corresponds to
a 20-40 GeV electron depositing all its energy in the tower. To reduce the spread in

the distribution, the bulbs are monitored by PIN diodes. Normalizing the raw pho-
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totube distributions to the PIN diode outputs reduces the standard deviation from
roughly 15% to values around 2% (see figure A.2c). The light output from the LED
flasher has a much narrower spread in energy with a standard deviation of 0.8%, and
the light deposited is equivalent to a 200-300 GeV electron.

Flasher runs generally consist of 200-250 events so statistical errors on the normal-
ized phototube signal for the xenon flasher and the raw phototube signal for the LED
flasher are near 0.15% and 0.05% respectively. Figure A.3 shows the reproducibility
of flasher runs taken roughly a day apart.

All 50 wedges were calibrated with at least one electron run and one set of corre-
sponding source runs. Most wedges were kept at the testbeam long enough to perform
2 such calibrations and these values were combined to form one calibration constant.
Three wedges were calibrated, removed from the testbeam area, and brought back
roughly one month later to be calibrated again. These studies allowed us to test
the assumption that source runs accurately track the overall calorimeter response to
particles incident on the calorimeter.

Figure A.4 shows the percentage difference in calibration constants measured
about one month apart for the 3 wedges. The constants are the ratio of the elec-
tron charge response to the **’Cs current response. There is an overall 0.2% shift
in the mean which corresponds to the decay in the 137Cs source over the one month

period (¢, = 30.17 years). The distribution shows a sigma of 0.7%, and since each
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Figure A.2: Typical xenon flasher distributions. (a) Distribution of raw phototube
signals. (b) Distribution of the PIN diode signals. (c) Distribution of the ratio of raw
phototube signals to PIN diode signals (in dimensionless units).
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point represents 2 measurements, the calibration reproducibility is 0.4%. The source
tracks the calorimeter gain accurately, and handling of the wedges does not appear
to result in variations in individual scintillator layer response.

We would like the channel to channel variation in gain to be small. Uniform
gain maximizes the dynamic range available, simplifies the triggering scheme, and
allows easier and more accurate calibration. Although attempts were made during
construction to minimize the variation between wedges and between towers in a single
wedge, individual channel gains differ due to tower non-uniformities. The phototube
high voltages on all channels were set to yield 2 pC per GeV of energy deposited in the
tower. One method of achieving this gain is to use testbeam electrons of known energy
and vary the high voltage to give the proper output. This method was rejected because
1t wastes too much valuable testbeam time. Instead we used radioactive sources
and varied the high voltage until the current channel output during the source run
equalled the fixed target value. Since a different source 1s mounted on each wedge,
we must measure the source activity and correct for this variation. The accuracy
of the source run method is limited by the tower-to-tower variation in calorimeter
response, the reproducibility of source runs, and the error in the measurement of the
source activity. The source activity was measured to 1.7% accuracy. Averaging 4
37Cs source run current values gives roughly a 0.3% error. From these numbers and

the distribution of gains from testbeam data, we can calculate the tower to tower
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0.2% shift in the mean corresponds to the decay of the 37Cs source.
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variation in calorimeter response. Figure A.5 shows the calorimeter charge channel
response to 50 GeV testbeam electrons from calibration runs on 20 wedges. The mean
of the distribution is 2.04 pC/GeV, and the standard deviation is 2.91%. Unfolding
the errors from source activity and source run reproducibility yields a tower to tower
variation in construction of roughly 2.35%.

Figure A.6 shows the calorimeter response uniformity during calibration in the
testbeam and after monitoring for several years. The results are given as a ratio of
the channel gain to the nominal design gain (equivalent to 100 pC per phototube
for a 50 GeV electron times the design electronic charge channel gain). Figure A.6b
indicates that the mean of the calorimeter gains is 1% off the design value with a
sigma of 4%. There is a tail on the upper end of the distribution which consists
almost entirely of phototubes in tower 9. Tower 9 has a significantly different shape
from the other towers (see figure 3.3) and the response to electrons is lower. If
phototubes from tower 9 are eliminated from the distribution, the mean is 1.00.

Figure A.6a shows how the calorimeter uniformity has changed with time. This
distribution comes from calibrations taken during the 1987 run. The mean and rms
are 1.03 & 0.08. The mean has changed due to deterioration of the response caused
by aging, and there is a slight increase in the spread. Figure A.7 shows the percentage
change in the gains between the testbeam values and those measured during the 1987

run.
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variation for all central EM calorimeter channels measured in May 1987. (b) Distri-
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All calibration runs are kept in a database, and we are able to look at trends in
channel gains by looking at the channel history. Figure A.8 shows the calibration
history for 4 tubes chosen to exhibit typical trends. The source current is plotted
versus run number over a period of about 9 months. The vast majority of phototubes
exhibit a flat response with time as shown in figure A.8a. A small number of tubes
exhibit slowly rising or falling responses and occasionally abrupt changes are seen.
The main cause for these variations are changes in the phototube gains either through
high voltage changes or intrinsic phototube changes.

During testbeam calibration, there was no magnetic field present; however, during
data taking the solenoidal magnetic field is turned on. A simple magnetic field model
of the detector predicts a field in the EM calorimeter which is essentially parallel to
the scintillator layers and which varies from 120 G to 860 G. Near the outside of
the arches where the phototubes sit, the field should be roughly 20-40 G. The EM
phototubes have sufficient iron and mu-metal shielding to prevent the solenoidal field
from affecting the tubes.

Studies of the calorimeter response to the !37Cs source as a function of the
solenoidal field show a significant increase in gain (see figure A.9). Similar stud-
ies with the LED flasher show no such increase. The LED flasher deposits light into
the photomultiplier transition pieces whereas the source deposits energy directly into

the scintillator. These studies indicate that the magnetic field affects the scintillator
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output. Increases in scintillator response to ionizing radiation with magnetic fields
present has been observed in other organic scintillators [59]. The calibration constants

measured when the field is on enable us to correct for this phenomenon.

A.6 Summary

All channels in the central EM calorimeter were calibrated in a testbeam where the
basic measurement was the ratio of the charge channel response to 50 GeV electrons
to the current channel response to a 13’Cs source. Studies on wedges brought back
for repeated calibration indicate a 0.4% error on this measurement. Future testbeam
studies and colliding beam data will allow us to continue to monitor the calibration

performance.
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