
Abstract 

A measurement of three jet angular distributions is made at JS = 1.8 TeV in proton­
antiproton collisions at the F'ermilab Tevatron using the Collider Detector _at Ferm.ilab 
(CDF). Results are presented for three different center of mass variables, cose-, ,,p•, and { 
and are compared to QCD predictions. 
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Chapter 1 

Introduction 

The topic of this thesis is angular distributions in three jet events at the Fermilab Tevatron 
Collider. Angular distributions are comparatively easy and reliable measurements because 
the biggest detector uncertainties, those involving the jet energy scale, are largely unimpor­
tant. The same is true of uncertainties in the hadronic structure functions. On the other 
hand, jet angular measurements do provide us with essential information about the stan­
dard model, and QCD in particular - the spins of quarks and gluons and the nature of the 
force between them are a few good examples. High energy physicists have been measuring 
angular scattering distributions since Rutherford, and we're not about to stop. 

Hadronic jet physics has come a long way since its birth in the 1970s. In those days of 
low Pt, it was not always clear just when a jet was a jet, even though it had been rigorously 
defined by Stephen Sondheim [1] as early as 1954. However, when Manhattan plots of jets 
from the UAl and UA2 experiments began to appear at talks in 1982, jet physics changed 
forever. A two jet event might feature more than a hundred charged tracks but there was 
no longer any question of the essential parton scattering skeleton. The UAl [2, 3] and 
UA2 [4] experiments were able to define events with two, three, or more widely-separated, 
unambiguous jets and we have followed the spirit of their work in our analysis, and UAl 
in particular, in our decision to make radical cuts on the data to obtain uniform geometric 
acceptance at a severe cost in statistics. Ironically, our final 3 jet sample is not a great 
deal larger than the. W and Z sample obtained from the same data, a curious fate for a 
background process. We have not attempted, however, to make a measurement of the 
strong coupling constant, a.,, from our data set. While it is true that the calculation of 
second order corrections to three jet production may soon be finished, eliminating the need 
to express a., in terms of the notorious k factors, the extraction of the coupling constant 
from the three to two jet ratio is still a very dubious undertaking. The number of two and 
three jet events depends critically on experimental jet definition, and comparison with a full 
shower Monte Carlo like ISAJET, which doesn't handle multijet physics too well anyhow, 
is at best an exercise in fitting parameters for a Monte Carlo. The other, more practical 
point is the size of our data sample, which is only a little more than half the size of that 
used by UAL Repeating a dubious procedure with less statistical significance struck us as 
unwise. 

1 



This thesis will follow a traditional path. Chapter 2 discusses the CDF detector and 
chapter 3, the data acquisition system. There is an appendix on the the Fermilab Tevatron 
Collider itself. Chapter 4 is a sketch of the theory of hadronic jet physics. Chapter 5 
describes our jet reconstruction procedure. Chapter 6 explains the geometric acceptance 
cuts, for which you may find it convenient to construct a small 3-jet model out of cardboard, 
and chapter 7 presents the final results. There are also appendices on the the Altarelli-Parisi 
equations, three jet matrix elements, and our fast Monte Carlo program. 
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Chapter 2 

The CDF detector 

2.1 Introduction 

An isometric view of the CDF detector [9] is shown in figure 2.1. Like Gaul, the detector 
is divided into three. The biggest part is the central region, which features calorimetry 
and tracking coverage over a large piece of the central solid angle. This 2000 ton monster 
rolls into the collision hall for the long data taking periods, (the latest run lasted about a 
year), and rolls out again at the end, for easy access during fixed target running. Covering 
the smaller polar angle regions and permanently fixed some 6 meters from the interaction 
point are the forward and backward systems The basic philosophy in designing the detector 
was to provide good lepton identification and 4-momentum measurement over as much 
of the solid angle as possible. On its way out from the vertex, the average particle will 
first encounter tracking chambers, where its momentum will be measured but its energy 
will remain unchanged, followed by two very thick calorimeters where its energy will be 
measured, and finally, if it is a muon or particularly enterprising pion, muon chambers 
which measure its momentum again. CDF is not exactly a hermetic 411' detector. Not 
surprisingly, the decision to include a solenoid for momentum measurement and inevitable 
financial constraints made this a very difficult task. It is a good detector, nonetheless and 
one that has operated successfully for more than a year of high intensity running. 

The CDF calorimeters are far more important in this analysis than the the tracking 
detectors. Three principal features should be kept in mind: 

• Energy resolution - The jet energy resolution averages about 100 percent over the 
square root of the energy in Ge V 

• Angular coverage - CDF calorimetry covers the entire azimuthal range and, in polar 
angle, from 0 to 178 degrees with only small areas of significantly reduced response 

• Spatial resolution - The calorimeters' fine segmentation in rr</> space makes it possible 
to distinguish clusters easily at an rr</> separation of 1. 

3 



2.2 The CDF Coordinate System 

Before describing the detector in detail, we should explain the CDF coordinate system. 
The origin x = y = z = 0 is at the nominal collision point in the geometrical center of the 
detector. The positive z direction is that of the protons, eastward at the collision hall, the 
positive'!/ direction is up and the positive x direction, northward. We will generally use the 
angular coordinates <P and 1J to describe both particle kinematics and the detector. </J is the 
azimuthal angle about the z-axis and <P = 0 is the positive x-axis. The variable T/, known 
as the pseudorapidity is directly related to the polar angle 8 by the relation 

e 
1J = lncot -

2 

1J is a very useful variable in discussing relativistic particles, being nearly equal to the 
particle's true rapidity 

_ ~l E + Pz 
'!/ - 2 n E- Pz 

11 = 0 corresponds to the x-y plane. Negative 1J refers to the west side of the detector, 
8 < 90 degrees and positive 11 to the east, 8 > 90 degrees. CDF Calorimetry is divided up 
into projective towers, angular segments in 7J and¢ which point back to the origin. 

I referred to the nominal vertex system because the finite length of the proton and 
antiproton bunches means that not all collisions take place at z = 0. Instead, the z vertex 
is distributed in a Gaussian fashion with standard deviation 31 cm and, in fact, its mean is 
slightly offset from·o. Moreover, the range of z vertices implies that our detector geometry, 
that is, the 17 position of detector towers, is not fixed. For each z vertex, we must calculate 
a set different set of 17s to describe the detector. I will occasionally employ the term detector 
17 by which I mean the 7J assigned to a particular tower, assuming the collision took place at 
the nominal vertex. When I do, I will generally be discussing the detector itself, in which 
case 17 should be thought of as a label and its association with the true rapidity of relativistic 
particles, temporarily ignored. 

2.3 '!racking Detectors at CDF 

2.3.1 The Beam-Beam Counters 

One detector which might more properly be described in the section on the CDF trigger, 
and where, in fact, all triggers started, is the Beam-Beam counters(BBC) (10]. The BBC 
are a series of paddle shaped scintillators placed around the beam pipe, just in front of the 
Forward Electromagnetic Calorimeter, about 6 meters from the nominal CDF vertex on 
both the east and west sides. (See figure 2.2.) There are 32 in all : 16 in each side, east 
and west, four per quadrant. They cover an angular range of(}= .317 to 8 = 4.47 degrees, 
5.89 to 3.24 in 17. 

Although they serve a variety of purposes, tagging incoming beam halo, providing a fast 
vertex determination and a time-zero for the tracking chambers, this analysis is concerned 
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Major systems of the CDF detector are shown here. Tracking includes 
the vertex time projection chambers (VTPC), the centra.l tracking chamber (CTC), 
forward tracking chamber (FTC), and central muon drift tubes (CDT). Calorimeters 
include the central electromagnetic (CEM), central hadron (CHA}, wall hadron (WHA), 
plug electromagnetic (PEM), plug hadron (PHA), forward electromagnetic (FEM) and 
forward hadron (FHA). 

Figure 2.1: The CDF Detector 
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mainly with their most important function: providing the signal for a relatively unbiased 
event trigger. The beam-beam trigger conditions were simple. We demanded hits on both 
the east and west sides during a brief time window just following the the nominal pp collision. 
A study of the BBC performance during the 87 run indicated that the trigger was about 
943 pure. 6% of a sample of about 1000 events were found to be background, mainly from 
beam-gas interactions. 

2.3.2 The Solenoid 

The major tracking detectors of CDF lie inside a superconducting solenoid. It is 3 meters in 
diameter, 5 meters long and its axis lies along the beam line. It carries a normal operating 
current of 4500 amperes and generates an axial magnetic field of 1.5 tesla. The steel of the 
endwall and endplug calorimeters provides a return path for the magnetic flux. 

2.3.3 The Vertex Time Projection Chamber 

The most important tracking detector used in this analysis is the Vertex Time Projection 
Chamber [12], or VTPC, shown in figure 2.3. The VTPC, which is about 3 meters long, sits 
around the nominal GDF vertex, just inside the Central Tracking chamber. Each side of 
the detector, east and west, is divided in z into two back-to-back drift volumes separated by 
a central high voltage grid, and in </>,into 8 separate chambers. In each of these chambers 
the drift field, which lies along the z axis, is formed by a central high voltage grid and two 
cathode grids at either end. Outside the two cathode grids of each octant lie 24 sense wires, 
strung along chords of circles centered on the beam pipe, and 24 cathode pads, segmented 
in </>. The wires are instrumented with an amplifier-shaper-discrminator circuit and Lecroy 
Fastbus TDCs, the pads with Lecroy FET preamps, pulse shapers, and Flash ADCs. To 
minimize multiple scattering and early showers, every effort was made to make the VTPC 
mass as small as possible. 

The goals of the VTPC were to provide a general view of each event, help with z-vertex 
determination, provide all the tracking in the intermediate angular region {10-30 degrees) 
and assist in tracking; in the forward region. In the central region, where the angular 
coverage of the CTC and VTPC overlap, their functions are complementary : the VTPC 
provides good tracks in r and z and the CTC, in r and </>. The z of a point on a track is 
given by the drift time of the electrons, once the drift velocity is known, its r is given by 
the wire coordinate, and its</>, by the cathode pad, the last of which was not used in 1987. 

As is the case with a few other of the CDF detectors, this analysis is concerned with 
only one of its functi<>ns, the ability to find the event z vertex. Ultimately, so as not to 
strain unduly our projective geometry, we will cut out all events whose z vertices were more 
than 60 cm from the nominal. Moreover, because of its good resolution in the r-z plane, the 
VTPC can also tell us if there are multiple vertices in the event, to make sure, for example, 
that our three jet event is not the overlap of a real 2-jet event with a beam gas interaction. 
Multiple beam-beam interactions were comparatively rare at 1987 luminosities, only about 
23 of the jet triggers had overlapping "minimum bias" events. 
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2.3.4 The Central '!racking Chamber 

The Central Tracking Chamber, or CTC [13], is a barrel-shaped drift chamber which lies 
around the beam pipe just outside the VTPC. It is about 3 meters long and has inner and 
outer radii of .3 and 1.~{ meters respectively. Its 3000 odd wires are strung from end to end 
along the z axis and are read out with multihit TDCs. The wires are grouped into 84 radial 
layers, which are, in turn, grouped into nine superlayers. Five of the superlayers contain 
cells in which the sense wires have been rotated by either 3 or -3 degrees with respect to 
the beam line. These cells help provide a stereo view of tracks, helping to establish the z 
coordinate. The r - ¢ cells are themselves rotated around z by 45 degrees and the electric 
field of the wires is set so that the drift direction is purely radial. With the aid of the 1.5 
tesla solenoid which surrounds it, the CTC can achieve a dPt/ Pl of .001 to .002 in the 
central region and slightly worse, .003-4, in the intermediate region (10-30 degrees from the 
vertical). 

As pointed out earlier, the CTC provides good tracking accuracy in the r-¢ view, com­
plementing the r-z view given by the VTPC. Another detector with a role complementary 
to the CTC is the Central Drift Tubes, or CDT [14], which are arranged around the CTC 
like the staves of a barrel. Like the CTC, the CDT sense wires are stretc.hed along the 
z-axis. Their principal function is to provide a good point in r,z and ¢ to match with an 
r-</> track from the CTC. 

2.4 Calorimetry 

Electromagnetic and hadronic calorimetry cover the full range in azimuth,0-360, for polar 
angles between 2 and 178 degrees: 4.2 to -4.2 in T}, where, as noted above, the pseudo­
rapidity TJ is an angular variable defined by 

The calorimeters are divided up in a projective tower geometry in TJ - ¢ space, where 61} 
is generally about .1 and 6¢ is 15 degrees in the scintillator and 5 degrees in the gas. 
See figure 2.4. The central rapidity region, -1.1 < TJ < 1.1 is handled by scintillator 
calorimetry and the more forward regions, named the Plug, 1.1 < ITJI < 2.4, and Forward, 
2.4 < ITJI < 4.2, by gas calorimetry. Gas was chosen over scintillator for the plug and 
forward regions because of the fear of radiation damage in the hotter regions close to the 
beam. Segmentation .in (relatively) constant intervals of T} and ¢ is ideal for jet physics, 
since we expect jets to have the same shape in TJ-¢ space no matter what their longitudinal 
momentum. And in minimum bias events we expect the number of particles to be uniform 
in TJ, out to some high value. 

As calorimetry will prove the most important part of the detector in the physics analysis 
presented later, I have listed in Tables 2.1 and 2.2 some critical properties of the CDF 
calorimeters. For the more curious among you, here are a few of the details, starting with 
the central rapidity region. 
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Central End wall 
Electromagnetic Hadronic Hadronic 

1'71 coverage 0-1.1 0-0.9 0.7-1.3 
Tower size (~'7 x ~</>) 0.1x0.26 0.1 x 0.26 0.1 x 0.26 
Longitudinal samples lt 1 1 
in tower 
Active medium polystyrene acrylic acrylic 

scintillator scintillator scintillator 
Scintillator thickness 0.5 cm 1.0 cm 1.0 cm 
Number of Layers 31 32 15 
Absorber Pb Fe Fe 
Absorber Thickness 0.32 cm 2.5 cm 5.1 cm 
Typical phototube -1100 v -1500 v -1100 v 
high voltage 
Typical phototube gain 1.2 x 105 6 x 105 1.0 x 106 

Typical tower signal -4 pC/GeV -4 pC/GeV -4 pC/GeV 
Energy resolution 2Y, llY. 14Y. 
(u/E at 50 GeV) 
Typical position resolution 0.2x0.2 cm2t 10x5 cm2 10x5 cm2 

at 50 GeV 
Characteristic total 
width of azimuthal 3.5 cm 4.1 cm 3.8 cm, 8.9 cm 
boundary region alternating 
t An imbedded proportional tube chamber at shower maximum gives 
additional information. The quoted position resolution is measured 
with this chamber 

Table 2.1: Summary of CDF central calorimeter properties 
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End plug Forward 
Electromagnetic Hadronic Electromagnetic Hadronic 

1771 coverage 1.1-2.4 1.3-2.4 2.2-4.2 2.3-4.2 
Tower size 0.09 x 0.09 0.09 x 0.09 0.1x0.09 0.1 x 0.09 
(/:i77 x lief>) 
Longitudinal samples 3 1 2 1 
in tower 
Active medium Proportional tube chambers with cathode pad readout 
proportional tube size 0.7 x 0.7 1.4 x 0.8 
(cm2 ) 

Number of Layers 34 20 
Absorber Pb Fe 
Absorber Thickness 0.27 cm 5.1 cm 
Typical wire high +1700 v +2120 v 
voltage 
Typical wire gain 2 x 103 2x104 

Typical tower signal +1.25 +1.3 
(pc/GeV) 
Energy resolution 31. 201. 
(u /Eat 50 GeV) 
Typical position 0.2x0.2 cm2 2x2 cm2 

resolution at 50 Ge V 
Characteristic total 
width of azimuthal 0.9 0.8 
boundary region (cm) 
t The first number is for the vertical boundary. 
The second number is for the horizontal boundary. 

1.0x0.7 

30 
94Y.Pb,6Y.Sb 
0.48 cm 
+1900 v 

5 x 103 

+2 

4.51. 

0.2x0.2 cm2 

0.7;3.2t 

Table 2.2: Summary of CDF gas calorimeter properties 
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2.4.1 The Central and Wall Calorimeters 

The Central and Wall Calorimetry, including the Central Electromagnetic Calorimeter 
(CEM), the Central Hadronic Calorimeter (CHA), and the EndWall Hadronic Calorimeter 
(WHA), cover the pseudo-rapidity range from about -1.1to1.1. Like all the calorimeters in 
CDF, they are segmented in a projective 17-</> geometry, here with o</> = 15 degrees and 017 
= about .1. The CEM covers the 17 region from -1.1 to 1.1, the CHA not quite as far, only 
from -.7 to .7 and the WHA, from .7 < 1111 < 1.2. The CEM and CHA, which are packaged 
together, with the Central Muon chambers outside, form a barrel around the beam pipe, 
about 1.3 meter at its inner and 2.2 meters at its outer radius. Structurally, the central 
calorimetry (the CEM and CHA) is divided into four large units, called arches, east and 
west, north and south, that make up the barrel. Each arch is divided into 12 azimuthal 
segments known as we:dges making 48 in all. Because of mechanical considerations, the 
arches were designed with faces parallel to the BO x-y plane. There is therefore, of necessity 
more extensive 17 coverage in the CEM, which lies at a smaller radius than the CHA. To 
extend the hadronic coverage, the Wall Hadronic Calorimeter was placed just beyond the 
CHA. It shadows the CHA for .1 unit in rapidity and then covers its remaining 17 alone. 

All three calorimi~ters use scintillator as their active element. Scintillator has the 
nice feature that the sampling fraction, that is the amount of light energy produced by 
the scintillator relative to the total energy lost by the particle in that layer, is very high, 
which in turn makes the energy resolution very good. This is important in the central 
rapidity regions where E and Et and their respective resolutions are comparable. In the 
higher rapidity regions, the same Et corresponds to a much higher E and therefore a better 
resolution in Et.. 

2.4.1.1 The Central Electromagnetic Calorimeter 

Each wedge of the CEM [15] consists of a series of layers of Pb-scintillator sandwich. A 
single module from a wedge is shown in figure 2.5. Figure 2.6 is a corresponding close-up 
side view. Notice the strip chamber which sits at layer 10. It is used to make precise shower 
measurements, to distinguish, for example, direct photons from those produced in 11"0 zero 
decay, but will not bE! used in this analysis. Another interesting feature are the dummy 
layers, shaded in black. Those in the first few layers ensure that the number of radiation 
lengths from the interaction point to the strip chamber is independent of polar angle. Those 
in the back ensure that this equality is preserved overall through the detector. The depth 
of the detector is 18 radiation lengths. 

In the seams between the towers are wave shifters which turn the blue light produced 
by the scintillator into the green light favored by the Photomultiplier tubes. There are two 
for each projective tower, taking in photons from each layer of scintillator at either</> tower 
boundary. After much work was done to compensate for the different optical properties of 
the various tower types, non-uniformities in the light collection scheme were greatly reduced, 
to the order of a few percent. Finally, light guides attached to the ends of the wave shifters 
provide a path through the CHA portion of the wedge into photomultiplier tubes, where 
the signal is amplified. 

13 



Figure 2.5: A CEM Module 
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Figure 2. 7: CEM energy resolution 

The three parts of the CEM assembly are monitored separately [17]. The response of 
the scintillator in each tower is checked by means of a cesium source which can move over 
the face and side of the wedge and also services the CHA. The results can be compared 
with response during test beam running to maintain the original calibration and test for 
signs of ageing. The wave shifters are tested with a blue light injected by xenon flashers 
and the phototubes with green light emitted by green LEDs, both of which are mounted 
onto the wedge assembly. Few problems have been seen. There was no sign of radiation 
damage during the run. There was a problem with errant signals in the PM bases, but the 
associated trigger rate was small and the spurious energy could be removed off line. 

Each wedge was tested in two environments. The first was a cosmic ray test stand where 
minimum ionizing signals were used first for basic debugging and then to create response 
maps. Calibration was done in a 50 Ge V electron beam at Fermilab. A variety of studies 
were made, including response maps, energy dependence, and non-linearity. The energy 
resolution for electrons striking the center of a tower was 13.53/(v'Esin8), as shown in 
figure 2.7. Variations in response over the face of the modules were largely the same in each 
module, and small. The energy response for electrons was linear to 43 with the bottom end 
a little low. Between the 1985 "instrumentation" run and that in 1987 most of the wedges 
were recalibrated. The response to electrons tracked that to the cesium sources to less than 
13. 

2.4.1.2 The Central and Wall Hadron Calorimeters 

The CHA [16] modules sit in the back of the same wedges as the CEM, but a little further out 
from the beam pipe. Their active area consists of 30 layers of iron-scintillator sandwich ( a 
total of 6 interaction lengths in all) and wave shifters at the <P tower boundaries to transport 
the light to photomultiplier tubes. The Wall Hadron Calorimeter (WHA) resembles the 
CHA in many ways, but its modules fit into the yoke of the magnet and are part of the 
return flux path. Like the CHA, it consists of steel-scintillator sandwich, but because 
particle energies are greater for the same Et, the steel is twice as thick. Figure 2.8 shows a 
side view of the two detectors. Figure 2.9 shows how the central, wall, and plug detectors 
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Ccnlral calorimeler module. A light guide is skelchcd: 
scintillalors in successive layers arc read from opposite 8-sides. 
For each lower lighl is collecled by lwo symmelrically posi­

lioned guides. 

TONER TOWER TOWER TOWER TOWER TOWER 
6 7 8 9 10 . II 

Endwall calorimcler module. Module side faces are 
equipped with steel lubes positioned on lhe cenler lines of the 
towers and used for insertion of linear -y sources (section 4.2). 
The movable point source (section 4.3) is also schematically 
drawn: the source, moving inside a steel tube, traverses all lhe 
towers al a fixed longiludinal depth along scintillator center-

lines. 

Figure 2.8: CHA and WHA modules 

fit together. 

As in the CEM, great effort was made to equalize the light output of each tower and that 
being done, to monitor the phototube ga.ins and possible degradation in the performance 
of the scintillator, wavelength shifters, and light guides. A nitrogen laser system is used to 
check the ga.in of the photomultiplier tubes. There are also two source systems to irradiate 
the scintillator. The optical system can be checked for ageing by comparing its response to 
the laser pulses with that of the whole system to source irradiation. 

As mentioned above, each wedge was tested in a Fermilab test beam. In addition to 
those 50 GeV electron runs done for the benefit of the shower counters, runs with pion beams 
of between 10 and 150 GeV were also made. Source calibrations were done concurrently 
and the individual pion momenta were measured with proportional wire counters to account 
for a significant beam energy spread. The energy resolution in several hadronic towers for 
100 GeV pions is shown in figure 2.10. (As you can see from figure 2.9, towers 1 and 5 
are in the CHA and tower 10 is in the WHA.) The energy of pions which showered in the 
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Figure 2.10: Energy Resolution of the CHA and WHA 

CEM compartment are included in the total sum. The response is fairly linear in the range 
shown but leakage at high energies and droop at low energies should make the response 
rather non-linear in those regions, which were not accessible in the test beam. Energy 
resolution will depend on (} but can be approximated by 

u(E) = .04 + ·~ 
E vE 

Non-uniformities over the face of the calorimeter, notably from the cracks, were of order 
10%. 

As an absolute calibration, a couple of modules were exposed to 50 GeV pions and 
their PM tube voltages were set to yield 100 PC/pion. Simultaneously, the response in each 
layer of a tower to a moving Cesium 137 source was measured. The voltages for succeeding 
modules were then set to produce that same response. Each tower of the new modules was 
then subjected to the 50 GeV pion beam. Source calibrations were performed both before 
and after. Owing to the uniform longitudinal response of the towers, the source calibration 
was sufficient to track the scintillator response to 5%. 

A similar method was used to calibrate the endwall (WHA) modules to similar accu­
racy. In addition, because the endwall modules are part of the magnet, the effect of the 
magnetic field on light output was measured. Tests made with source irradiation showed a 
5% increase, those with just the laser light, bypassing the scintillator, only 1%. Evidently, 
the production of scintillator light increases with the strength of the magnetic field. 

One other test should be mentioned, that of the attenuation length of the scintillator. 
When photons are produced in the scintillator, they propagate to either end. Because the 
scintillator absorbs some of the photons the relative size of the signal at the left or right 
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end will depend on the site of the initial shower. In fact, the location of the shower can be 
determined by the simple expression: 

< L/ R >= e-2x/>.. 

where L and R are the signals in the left and right phototubes, x is the distance of the 
shower from the tower center and >. = 164cm is the attenuation length of the scintillator, a 
result which is of more than mere academic interest. Among the unfortunate discoveries in 
the early running was the fact that showers impinging on the waveshifters could produce 
Cerenkov light which, upon amplification, would appear as a truly enormous energy deposit. 
However, because the face of the scintillator is only half an attenuation length, for any real 
shower the ratio should not be too big or too small, with an uncertainty which is given by 
photostatistics. Towers which have unphysical ratios of R to L can thus be rejected offi.ine. 
Although tungsten "crack chambers" have largely eliminated hot spots from electromagnetic 
showers, those from charged pions remain a problem and the technique described above is 
included in the cleanup code for all the scintillator calorimetry. 

2.4.2 Gas Calorimeters 

The gas calorimeters cover the 1111 range from 2.4 to 4.2, the left side of figure 2.11. Although 
the details vary slightly from detector to detector, the forward and plug detectors are all 
essentially the same. All use gas sampling calorimetry with proportional tubes and cathode 
readout. Figure 2.12 shows part of a layer of Plug Electromagnetic calorimeter tubes in 
cross section. Running down the tube, perpindicular to the plane of the paper, is an anode 
wire held at high voltage. The tube is made of resistive plastic. Above and below the tubes 
are layers of GlO. The lower surface of the upper layer of GlO is clad with copper, etched 
into pads. Each pad is connected to a charge integrating amplifier. At D.C. the wire is 
at high voltage and the resistive plastic and copper are all near ground. When a charged 
particle passes through, leaving behind a cloud of ionization, the electrons head for the 
wire, multiplying as they go. As the electrons get swallowed up on the wire, the relatively 
slow-moving positive ions, (marked +Q) which are still left in the gas, induce a charge on 
the copper cathode pad (the resistive plastic acts as an insulator on these short time scales), 
which, in turn induces a charge on the feedback capacitor of the charge integration circuit. 
The charge on the capacitor must be digitized before it has a chance to leak off. In actual 
practice, there are two capacitors in the circuit, which sample the stored charge before and 
after beam crossing, to compensate for possible pile-up effects. The wire signal can be read 
out through a high voltage coupling capacitor. 

2.4.2.1 The Plug Electromagnetic Calorimeter(PEM) 

The plug calorimeters earn their name from their shape and location : if the ends of the 
CDF central detector are the openings of a bottle, the plug calorimeters, east and west, are 
the stoppers. Actually, together the two calorimeters look more like an Apollo spacecraft 
than a cork. The PEM [18] consists of 34 layers of proportional tubes planes separated by 
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2. 7 mm of lead. Each plane is divided into four quadrants with tubes running vertically. 
The tubes are made of resistive plastic and a gold plated tungsten wire runs down the 
center of each. One side of each layer is a copper cathode etched into pads .1 units in 1J by 
5 degrees in </>. Projective tower layers are ganged into three groups, 1-5, 6-29, 30-34 and 
read out separately. Signals from the middle group are used in the CDF trigger. The wire 
signals from each of the 34 planes in a quadrant are ganged and read out as well. In layers 
6 through 15, finely etched theta and </>strips were placed on the other face. These Plug 
Electromagnetic Strips were not used in this analysis and will not be further described. 

The chambers runs on a 50-50 mixture of argon-ethane bubbled through methanol. 
Each plug, east and west, is one gas volume. Because the gain of the chambers is a sensitive 
function of several hard-to-control factors, temperature, pressure and gas quality, small 
proportional tube monitors (of similar design to those in the calorimeter) are placed at the 
inlet and outlet of each side. The monitor tubes are irradiated by Fe55 sources and held 
at the same high voltage as the chamber. Shifts in the peak postion reflect gain changes of 
the calorimeter gas. Gas gain spectra in the plug were taken periodically, between collider 
runs. Radioactive sources were also placed inside the calorimeter but were not used in the 
spring 1987 run. 

The two PEM halves were tested at the Fermilab M-Bottom beam line, which provided 
electrons from 20 to 200 GeV. Particle momenta were measured to less than half a percent 
using a PWC system located upstream in the beam line near the momentum selection 
magnets. The calorimeter was mounted on a hydraulic table which could he rotated such 
that the beam would be sent down along the axis of any projective tower. The response 
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across the face of the calorimeter varied by only 1.3% over the polar region from 30 degrees 
to 13.4 degrees and the energy resolution was 28%/../E. 

2.4.2.2 Plug Hadronic Calorimeter(PHA) 

The Plug Hadronic Calorimeter [19] has 20 gas sampling layers separated by 5 cm of steel, 
an average of about 6.5 interaction lengths. The sampling layers are constructed of resistive 
plastic tubes with cathode pad readout. The tubes and corresponding wires lie along the</> 
direction in twelve 30 degree wedges. The twenty layers of wedges at the same </> are known 
collectively as a stack. The pad signals from all 20 layers of each tower are ganged together. 
The wires from each of the wedges in each layer are also ganged and form the 20(layers) x 
2(east and west) x 12(wedges per layer) = 480 anode wire signals, which can be used to 
study the longitudinal development of showers. The calorimeter runs on a 50-50 mixture 
of Argon-Ethane gas, bubbled through methanol. Each stack constitutes a separate gas 
volume. The gas gain is monitored by the external proportional tubes mentioned above. 

The energy response of the PHA was measured in 2 ways. Before each chamber was 
shipped to Fermilab its response to a Cd109 source was measured on a tower-by-tower basis. 
In theory, then, the response of a tower can be best predicted by weighting the measured 
shower profile by each of the gain constants. Preliminary results indicate that this is so, 
and a gain map has been implemented in our reconstruction code. 

The PHA calibration used in offiine reconstruction was calculated from testbeam data 
gathered at Fermilab's M-Bottom beam line. 60 degrees of steel and two 30 degree chamber 
stacks were mounted on the hydraulic lift system described above. The energy scale was 
set by the response of the calorimeter to 200 Ge V pions shot down the center of a tower. 
The average response was linear over the energy regime measured, with about a 5% loss 
to leakage at 200 GeV. Systematic variations over the face of the calorimeter were about 
5%. The energy resolution as a function of pion energy is shown in figure 2.14 and can be 
described by the relation 

O"( E) = 132% + 23 
E VE 

2.4.2.3 The Forward Electromagnetic Calorimeter 

The Forward Electromagnetic Calorimeter [20], hereafter referred to as the FEM, covers 
the polar angle region from 2 to 10 degrees at both ends of the CDF detector. Both sides 
are divided azimuthally into four quadrants, each of which consists of 30 layers of gas 
proportional tube plane/lead radiator sandwich. The wires of each layer, which are kept at 
1900 volts, run vertically and are ganged into 5 groups of 25. Showers in the proportional 
tubes induce cathode signals in a layer of etched copper, which covers one face of each 
plane. The etchings are made in a projective tower design with 617 = .1 and 6</> = 5 degrees. 
Signals from the first fifteen planes and the last fifteen planes are ganged together, to give 
two signals per tower. The 5 groups of high voltage wires on each plane are also read out 
through blocking capacitors, and provide information about shower development. 
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Figure 2.15: FEM Energy resolution versus E-1/ 2 

The chamber runs on a 50-50 mixture of argon-ethane gM, bubbled through isopropynol 
to limit glow discharge. As with the other gM calorimeters, gM monitor tubes keep track of 
gas gain. Test beam measurements indicated that the monitor tubes and calorimeter gain 
track to within 23. More than half of the FEM quadrants used in the CDF detector were 
calibrated in a test beam at Fermilab. The meMured energy response is linear up to 160 
GeV and the resolution, shown in figure 2.15 can be described by 

u(E) = 2~ + _53 
E vE 

2.4.2.4 The Forward Hadron Calorimeter (FHA) 

The Forward Hadron calorimeter [21], which covers the same angular region, was con­
structed using chambers with essentially the same design M the FEM. Each quadrant con­
sists of 26 layers of chambers separated by 2 inch steel plates. The chambers themselves are 
a bit thicker than whose used in the FEM and being further from the nominal vertex, are 
also a little wider and taller. The cathode pads are segmented Min the FEM. Originally, 
there were to be 6 wire regions per plane but this WM changed to 2 because of a shortage 
of front end electronics. Moreover, because many of the chambers were not ready for the 
1987 run, there were chambers in only every other layer, or 13 per quadrant. The gM was 
the same 50-50 argon ethane mixture used by the FEM and its quality was monitored by 
the same sorts of tubes described just above. 

The FHA had little opportunity for test beam calibration. That part of the calorimeter 
which did find its way in front of the pion beam showed a linear energy response up to 200 
Gev, with no sign of saturation. Its meMured energy resolution, shown in figure 2.16 
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Figure 2.16: FHA Energy resolution versus E-1/ 2 

at 2.1 kV, and 
u(E) 125% 
e= n 

at 2.2 kV, although these resolutions should be multiplied by a factor of ../2 when examining 
BO data, where there were only half as many modules per quadrant as in the test beam. 
(The remaining chambers have since been installed.) 

2.4.3 'Iransferring Gas Calorimetry Calibrations to BO 

Transferring the calibrations described above to the actual experiment was was done as 
follows. First, an average scale factor was chosen to convert picocoulombs of charge de­
posited into GeV. The choice of test beam data used to compute the average depended on 
the individual detector, but usually the scale factor was based on data taken in a few points 
near the center of the detector and at several different energies. The response of "golden" 
monitor tubes, (special because they were used in the test beam) was recorded, as well as 
the temperature and pressure when the test beam data was taken. Other monitor tubes 
which were to be used at BO were then cross-calibrated with the golden tubes, to take into 
account geometrical and electronic variations among the tubes. A multplier Rican then be 
defined using each tube's response during data-taking at BO: 

Ri = Q(to, Eo) 
a+ biqi(t) 

26 

.. 

-

-

-

-

-

.. 



Q is the response of the calorimeter under standard conditions and qi is the gas gain 
measured by tube i. a is an offset term, non-zero only for the PHA. bi describes the cross 
calibration constants. Clearly, if for some reason qi should rise, as it does with increasing 
pressure, Ri should fall, and clearly it does. Moreover, we hope that the Ri of eac.h system 
be identical: i.e. the cross calibration takes out all instrinsic tube to tube differences. 

Although the monitor tubes at BO did not show the variations that they did in the 
test beam, largely because they were much better shielded from the weather, it was still 
necessary to keep track of the drifting gas gains. We therefore set up a gas gain monitoring 
system at BO. It consisted of the monitor tubes on the detectors, just a couple on each, 
hardware to collect spectra, an LSI microprocessor to read them out, and VaX software to 
manage the system. Gas gain data was taken continuously on the forward system but in 
the plug, because of noise problems, only during breaks from data taking. 

The data collected was stored in a Gas Gain Database and used to correct the response 
of each detector. It was also sent to the trigger system to make sure that gain drifts did 
not result in a significa,nt increase or decrease in gas calorimetry triggers. Over the course 
of the spring run, gas gains showed a range of nearly 30 %. Since jet Pt spectra fall off as 
about pt-6

, it is clearly very important to adjust gas gain constants in the trigger, at least 
for any analysis that includes events triggered by jets in the gas calorimeters. 

The gain of the calorimeters can be tracked reasonably well. From studies made on the 
PHA [22], the spread in the ratio of the tube-by-tube multipliers described above to their 
average is about 3 %. Much of that spread can be attributed to inaccuracies in the cross 
calibration procedure. No dependence between a tube's average response and its position 
on the detector was seen. We therefore feel that using one multplier for each gas detector, 
derived from an average of several tubes is a sensible way to track gas gain and that when 
the cross-calibration procedure is improved, the uncertainty in this measurement will be 
much reduced, to less than one percent. Whether we managed to successfully transfer our 
absolute calibrations from the test beam to BO is another matter, one which we will have 
to turn to the data itself for an answer. 

2.5 Detector boundary regions 

Largely because of design constraints, CDF calorimetry coverage is not hermetic. There are 
few actual holes, but response is often degraded in the regions close to detector boundaries, 
especially bands in </> for a given 17. Among these regions are: 

• The 90 degree crack - The gap between the east and west arches of the central detector 

• The 30 degree crack - A region oflow response where the central and plug calorimeters 
meet 

• The 10 degree crack - A region oflow response at the inner (close to the beampipe) 
edge of the plug calorimeter plus the gap between the plug and forward calorimeters 

The angular size of the gap between the plug and forward detectors is a function of the 
z vertex position. As can be seen from figure 2.11, particles originating from vertices far 
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from the nominal center can pass out through the hole in the plug detector and miss the 
forward. Fortunately, the kinematic cuts made in this analysis severely limit the number of 
jets in the 10 degree crack. 

The importance of limited response in the crack regions depends on the particular 
analysis being done. Because the shower from an electron does not have a wide angular 
extent and can easily be lost in one of the cracks, most CDF physicists who are interested 
in electrons must eliminate these regions from their acceptance. Jet showers are far broader 
and don't disappear as easily. In the interest of keeping our acceptance high, we have 
therefore constructed a jet energy correction function for the detector which, among other 
things, attempts to compensate for the reduced energy response in the crack regions. It 
will be described at length in chapter 5. 
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Chapter 3 

Data Acquisition 

3.1 The CDF '!rigger 

The CDF trigger [25] is a flexible multilayered system that quickly determines which events 
should be written to tape. As tape writing speed is no more than a few Hz (and CDF 
offiine computing power is just sufficient to analyze those events) and,· as interactions came 
almost once per crossing in 1987, the trigger had to make an intelligent selection of about 
1 event in 105• Most of the system uses analog signals and the digital portions are built of 
fast, ECL components. As the signals of most interesting physics processes (Top, W, and 
Z for example) involve large scalar L,Ei, or large missing Et, the trigger was designed to 
form rough global estimates of these quantities. 

A diagram of the CDF trigger system in its 1987 incarnation is shown in figure 3.1. 
Originally designed as a 4 level system, only the 0th and 1st levels were implemented in the 
1987 run and I will limit my discussion of the trigger to its state at that time. It should be 
pointed out, however, that Levels 2 and 3 are being successfully used in the 1988-1989 run. 

We ran with a complex, "buffet-style" trigger, which consisted of the Level 0 signal 
(strictly speaking, the beam-beam counters were not a separate level), that is, in-time hits 
in the east and west BBC hodoscopes, plus any of a list of other criteria. These included: 

• A L, Et calorimetry trigger 

• An "electron trigger' based on L,Et in the Electromagnetic calorimetry 

• A muon trigger in the central region 

• A rate limited forward muon trigger 

• A rate limited "minimum bias trigger" which demanded only the level 0 accept 

The Level 0 trigger was generated by the beam-beam counters. We demanded hits on both 
the east and west sides during a brief time window around nominal but no indication of a 
beam halo interaction. Level 1 comprised a series of possibilities, any one of which could 
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trigger the detector: large "L,Et, large electromagnetic "L,Et, hits in the muon chambers 
and late in the run, stiff tracks. A rate limited minimum bias trigger, just the level 0 Accept 
from the beam-beam counters, was also included. 

The "L,Et triggers, which include all the events used in this analysis, are derived from 
the CDF calorimetry. which appear in the top portion of diagram 3.1. Groups of towers are 
ganged together in the front-end electronics to form fast out signals, which go directly into 
the trigger elctronics. In the central calorimetry, where the ¢ segmentation is 15 degrees, 
trigger towers are made up of two calorimeter towers adjacent in T/· In the forward and plug 
calorimeters, where the </> segmentation is 5 degrees, trigger towers consist of 6 calorimetry 
towers, 3 in ¢by 2 in T/. Thus, in both parts of the detector's calorimetry, scintillator and 
gas, trigger towers are 15 degrees wide in ¢ by (roughly) .2 units in T/· Each trigger tower 
contains information on both electromagnetic and hadronic energy. 

The trigger electronics, Receive and Weight and Compare and Sum cards and the Level 
1 sum boards use the fast out signals to generate global missing Et and scalar Et for four 
sets of single tower thresholds. The Level 1 sum boards produce eight digital levels : for 
each of the four single tower thresholds, whether or not the "L,Et or missing Et exceeded 
a programmable value. If so, a module named FRED (for Final Decision Logic), informs 
the Trigger Supervisor. The Trigger Supervisor then sends out a Start Scan message to the 
Front end scanners (MXs and SSPs) to start reading out the detector, and lets FRED know 
when the readout is complete. 

Trigger conditions changed with luminosity. In the early days, with modest stores, there 
were three thresholds: high, medium and low. While the store was young and the luminosity 
high, we demanded 40 Gev "L,Et with a single trigger tower threshold of 1 Gev. As the 
store aged and withered, and calorimetry triggers came less often, we relaxed the "L,Et 
requirement to 30 (medium) and 20 (low). Naturally, some stores never needed anything 
more than medium trigger conditions, while others were lost before declining luminosity 
brought them to the less stringent trigger conditions. Later in the run, as the luminosity 
increased, another classification was added - burn, which required 45 Gev "L,Et. 

The efficiency of the Level 1 trigger was measured in trigger studies at low "L,Et. It 
was discovered that for desired single tower and "L,Et thresholds of the trigger one should 
set the hardware thresholds a few counts low. The discrepancy in real energy vs. trigger 
energy was traced to the fact that the trigger signal were uniformly 200 MeV low when 
compared to the energy read out in the MX. 

Although the CDF detector was capable of triggering throughout its entire pseudora­
pidity range during the 1987 run, it soon became apparent that there were serious problems 
in the gas calorimeters. While running with one of the calorimetry triggers, the forward and 
plug hadron calorimeters were responsible for nearly all the triggers. The events themselves 
had characteristic features, which, since they dominated the CDF display screens, soon 
became all too familiar. The forward Hadron triggers generally consisted of large isolated 
energy deposits, often confined to just a couple of towers. Their imposing profiles earned 
them the alliterative nickname Texas Towers, in honor of the detector's home state. The 
plug hadron triggers had a less formidable look: generally they were smaller Et deposits in 
each of 6 towers. They were traced to noise on the signal cables, of which all six towers were 
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members and were thus referred to as cable noise. Although Texas Towers and cable noise 
were the biggest trigger problems, discharge in a few towers in the low TJ region, (outer ring) 
of the PEM contributed a great many spurious triggers: the so-called PEM spikes, before 
they were masked out of the trigger. 

The frequency of Texas Towers in the FHA and cable noise in the PHA resulted in 
those two calorimeters being removed from the trigger. The trigger signals from their EM 
counterparts were therefore weighted more heavily in order to compensate for the lack of 
hadronic trigger coverage. Even then, with PEM spikes still around, about half the gas 
triggers were spurious. The members of the Harvard group decided, therefore, what with 
the obvious difficulties involved in understanding a trigger which sa.mpled only roughly half 
the event energy, it would make its first analyses on events which triggered in the central 
detector. Although we thus managed to avoid spurious triggers, there remained the problem 
of how to cleanse the data of problems created by detector deficiencies, a subject to which 
we will return. 

3.2 Front end electronics 

The CDF front end electronics [23) are asked to accomodate an enormous dynamic range, 
from several MeV to hundreds of GeV, with stability and accuracy better than 1%. To 
keep noise pickup to a minimum, all analog signals, apart from the trigger, are digitized 
in the collision hall before being transferred upstairs. Because the front end electronics 
are unavailable except during infrequent accesses, power supplies and readout systems had 
built in back-ups in case of failure. Moreover, because of the enormous event size and the 
frequency of collisions, they have to be very fast. The front end electronics a.re of two 
types. The various strip, wire and pad chambers and photomultiplier tubes are handled 
by the Redundant Analog Bus Based Information Transfer System, or RABBIT. The drift 
cha.mber signals are handled by commercial FASTBUS TDC modules. 

The RABBIT system, developed at Fermila.b by the Particle Instrumentation Group, 
consists of three principal parts: front end electronics cards, RABBIT crates to put them 
in, and scanners to transfer data. to the FASTBUS Data Acquisition system. The front 
end electronics for the calorimetry a.re thousands of charge amplification and digitization 
circuits. Ea.ch calorimetry channel contains two charge storing capacitors which sample the 
amplified signal before and after bea.m crossing. The double sampling ensures that any 
charge pileup between events is properly accounted for. 

The smartest module in the RABBIT crate is the Event Write Encoder or EWE. The 
EWE is a crate controller, interpreting messages from the DAQ system. At pp collision time, 
it multiplexes the signal from each amplifier channel onto a. threshold circuit. H sufficiently 
large, the channel's charge is digitized by a 16 bit ADC and stored in an on-board memory. 
Another reasonably intelligent module on the RABBIT crate is the Before After Timer or 
BAT, which generates timing signals for the crate. 

The event record from the EWE is read out by a. large device called the MX, where 
pedestals are subtracted out from ea.ch signal and scale factors applied. Each MX is ac-
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companied by another module, the MEP, which handles the MX's relationship with the 
FASTBUS network on which it sits. Scanners known as SSPs perform a similar function 
for the drift chamber signals. 

On the whole the front end system was fairly accurate and reliable. The gains of the 
Rabbit Photomultplier cards for the central detector could be monitored to about .1 3. 
Their pedestals were stable to about 1 count. Charge Amplification for Rabbit Read Out 
and Trigger, or CARROT, cards in the gas system were generally stable to several tenths of 
one percent but the pedestals of some channels had very serious problems that we corrected 
offi.ine. The EWE ADC is very linear, to .01 %, and its test over threshold circuitry has 
a jitter of less than .1 3 of full scale. On the average more than 99 3 of the calorimetry 
channels were functional. Most bad calorimetry channels were in the gas detectors. 

3.3 The Fastbus System 

Access to the detector signals is made via a FASTBUS based data acquisition system [24]. 
Refer to figures 3.1 and 3.2. A CDF data run starts with an elaborate initialization 
procedure. To begin with, a partition must be defined. Various parts of the detector 
can be reserved and read out separately and simultaneously. This is most important during 
calibration and detector checkout time. Data runs generally featured a single partition which 
included the whole detector. The trigger table: 'l:Et, missing Et, BBC, and fast tracking 
requirements are downloaded to CDF FRED. Readout lists, gain and pedestal factors for 
the front end electronics and gas gain factors, if necessary, are sent from databases to the 
MXs. SSPs are prepared in a similar manner. The trigger supervisor is initialized, as 
are Crosspoint modules, which transfer timing signals among the various elements of the 
partition. When these initializations are complete, the scanners are tested with a checkout 
Start Scan message to make sure that every scanner in the partition is responding. 

Figure 3.2 shows the data flow pipeline of CDF. When an event passes the trigger, 
the trigger supervisor inhibits further triggers and sends out a real Start Scan message 
to the scanners, the MXs and SSPs, to read out the front end electronics. After all the 
scanners say that they're done the Trigger Supervisor tells the Buffer Manager that there is 
a New Event, and allows triggers again, unless all four scanner buffers are full. The Buffer 
Manager, now a micro VaX, was then a process on one of the host VaXes. 

When the Event Builder tells the Buffer Manager that it is ready, the new event is 
Pulled from the scanners to the Event Builder where it is put into standard CDF form. 
During the 1987 run, the event builder was a program running on a VaX 730. There is now 
a dedicated processor, the Hardware Event Builder, which performs the same task much 
faster. When the Event Builder is done, it informs the Buffer Manager that the event can 
be Pushed to the lext level. In the 1988 run that's a group of processors which evaluate 
the full event and decide whether or not to write it to tape. Back in 1987, it was sent off 
through the UPI, (an interface between computers and the FASTBUS system), either to 
one of the host computers to be written to tape, or to a waiting consumer process such as 
one of the online monitoring programs. The typical data taking rate during the 1987 run 
was on the order of .61 Hz. 
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3.4 The 1987 Rw1 

The first full scale run of the CDF detector was made in the spring of 1987. With the 
exception of half the forward hadronic calorimeter chambers, and the Level 2 and Level 
3 triggers, all systems were fully operational. Fewer than 1 percent of the channels were 
dead or otherwise unusable. The Tevatron Collider provided about 70 inverse nanobarns 
integrated luminosity with 33 of those being written to tape. The instantaneous luminosity 
grew throughout the run. By May, the starting luminosity was typically 1029cm-2sec-1• 

The average store lasted about 12 hours with a lifetime of about 8 hours. The usual setup 
time between p shots was 4 or 5 hours, during which time pedestal and charge injection 
runs could be done. Transfer efficiencies grew throughout the run. Two of the most critical 
stages were at coalescing, when many buckets of antiprotons are turned into one large bucket 
and at injection of the antiprotons into the Tevatron. Both were only 70 3 efficient. 

Figures 3.3 and 3.4 show the progress in peak luminosity and integrated luminosity for 
the entire run. Early running was marked by frequent beam loss due to magnet failure. As 
magnets were fixed or replaced, this became less of a problem. Our overall percent live-time 
was about 50 3. This, too, improved with time and apart from occasional hardware failures, 
was limited by tape changing, run initialization, the downloading of gas gain constants, and 
Main Ring Blanking, a procedure that will be explained later. 
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Chapter 4 

Theory 

4.1 Introduction 

Anyone who spends a significant amount of time in the CDF control room watching events 
on the color monitors is familiar with jets. A typical two jet event, seen in transverse 
projection on the CTC display, might look like the one shown in figure 4.1. Note the typical 
dijet structure - two clusters of tracks, back to back in </>. Figure 4.2 is a calorimetry plot 
of another dijet event. The size of a shaded box corresponds to the amount of Et deposited 
in the 11-<I> cell, that is E sin 0, where 0 is the angle between a line drawn from the collision 
vertex to that cell and the z-axis. Hard scatterings, which involve large momentum transfers, 
generally leave large amounts of Et in the detector. The two clusters balance in Pt, (where 
the subscript t refers to a projection of the momentum vector onto the transverse plane) 
within 4 GeV. 

A novice could probably deduce most of basic jet phenomenology from a few hours 
looking at CDF event displays. The essentials are 

• Jets are formed in, and dominate the cross section for, high Pt scattering. 

• The general direction of particles in a jet reflects the initial direction of the scattered 
part on. 

• The particles in a jet have limited Pt with respect to the jet axis. 

• On the average jets, appear as circles in '1-<I> space, the natural coordinates of jet 
physics. 

It's a shame, but the sheer abundance of jets in high Pt scattering has led some physicists at 
high energy hadron colliders to grow bored with them. There was a time, however, when jets 
were more exotic than they are now, when their very existence was open to question. Let us 
briefly retrace the history of jet physics, and see how jet physics moved from controversial 
cutting edge research to a background process which nearly everyone takes for granted. 
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Figure 4.3: Deeply Inelastic Scattering 

4.2 The Naive Parton Model 

Jet physics has its origins in the deeply inelastic scattering experiments done at SLAC in 
the late 1960s. Among the many remarkable discoveries was that of scaling, the fact that 
the inclusive differential scattering cross section for 

that is 

e(k) + N(p) - e(k') + X 

d2<1 

dfldkO' 

could be expressed as functions of a single kinematic variable, z, where 

-q2 Q2 
x=--=--

2Mv 2Mv 

Mis the proton mass, r1 is the energy lost by the electron and q2 is the square of the change 
in the electron four-momentum. I will use Q2 wherever possible to avoid confusion with q, 
the quark momentum distribution functions. Q2 , an invariant mass of sorts, is often used 
to refer to the how hard, that is how much momentum transfer there is, in a collision, or 
collision subprocess. 

To explain this remarkable result Feynman proposed his Parton Model in which the 
proton is pictured as an ensemble of quasi-free, massless, point-like particles. Viewed in 
a frame where the proton possesses infinite momentum, the electron interacts with one of 
the partons, which carries a momentum fraction, w, of the proton, the two scatter at a 
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reasonably wide angle, and the rest of the proton recoils. If the parton remains massless 
through the collision 

Since 

then 

k12=(k+q)2 

= q2 + 2k. q 

k=wP 

P·q=Mv 

-q2 
w=--

2P ·q 

Q2 
=--

2Mv 

:x 

In a sense, Feynman's idea was simply a repetition of Rutherford's insight in the first part of 
the century: hard scattering could be explained by the existence of point-like constituents 
in the target, unobserved in less energetic collisions. Scaling was a simple kinematic result. 

Although Feynman's original model has gone through numerous modifications, parton 
models have, in general, three key ingredients : 

• Functions wh,ich describe the momentum distribution of the partons 

• A hard scattering prescription 

• Some means to form stable particles from the outgoing scatterered partons 

The first and last are characterized by much longer times than the hard scattering. More­
over, the fragmentation should not obscure the essential hard scattering skeleton of the 
event. 

Another prediction of the parton model was the formation of jets. Although partons 
are said to be quasi-free within the nucleon, since the nucleon itself is fairly stable, the forces 
between the partons must grow larger as they are separated. We might expect, then, that 
the recoiling parton would leave a trail of particles in its wake( the jet), formed by the energy 
in the stretching field lines between parton pairs. Most of the Pi fl.ow in a hard scattering 
event should therefore lie in an angular region around the recoiling parton. Moreover, since 
the momentum tmnsverse to the jet azis of particles in the jet should be limited, the angular 
extent of a jet should grow smaller as its total Pi increases. 

The same ideas can be extended to hadron-hadron collisions. See figure 4.4. The two 
nucleons are highly relativistic. The colliding partons carry momentum fractions x1 and x2, 
respectively, with probability determined by the hadrons parton momentum distribution 
functions. The center of mass energy, s, of the two partons is· given by 
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and the total longitudinal momentum P1, by 

The energy and longitudinal momentum of the jets can be used to determine x1 and x 2• 

Their rapidities can be used to determine the only dynamical variable in the system, the 
center of mass scattering angle, 8*. 

* (Y1 - Y2) tanh y = tanh 
2 

= cos 8* 

One other interesting relation is that between the jet rapidities and that of the center of 
mass. 

1 E + Pz Y1 + Y2 
Yboost = 2 ln E _ Pz = 2 

partons, where E and Pz are the total energy and longitudinal momentum of the two 
colliding partons. 

The first unmistakeable signs of jet activity, clusters of hadrons back to back in polar 
angle and azimuth werE! seen in e+e- collisions at SPEAR in 1975 [30, 31]. It was shown 
that with increasing Pt, hadronic events became less and less spherical, that the energy 
of the event tended to duster more and more along a single a.xis. Moreover, the angular 
distribution of the jets indicated that if their origin lay in the fragmentation of hadronic 
partons, those partons were spin ! objects. 

Not long afterwards, events at the ISR displayed jet activity as well [32]. Single particle 
Pt spectra were much harder than one would have believed from low energy data. Despite 
experimental difficulties, inadequate detectors and trigger bias, jet structure slowly emerged: 
the clustering of energy in small cones, back to back in azimuth, but not, because the lab 
frame is not necessarily the center-of-mass frame of the two colliding partons, in polar 
angle. The hadronic coilider experiments also demonstrated that along with the jets there 
was an underlying event, created by the proton remnants, which behaved qualitatively as 
a 'minimum-bias' collision typical of much less energetic, softer collisions. If experiments 
at the ISR failed to convince skeptics of the existence of jets in hadronic collisions, the big 
beautiful jets found by UA2 [26, 27] left no doubt. UA2 also demonstrated that the jettiness 
of events increased with increasing scalar Pt in the event. 

While the parton model and its variants proved successful in describing the emerging 
phenomenology of jet physics, there remained the task of giving it a firmer theoretical basis, 
which involved several nagging questions. In some sense the partons were tightly bound in 
the nucleon, for it was surely a very durable object. Yet the results of the parton model 
depended critically on the partons being free within the nucleon. In attempting to describe 
this duality, the nucleon was variously pictured as a bag of partons or a bundle of partons 
linked by slack rubber bands, but a true theory was a long time coming. 

43 



Y1.Pt1 

timet 
proto anti proton 

Figure 4.4: A two jet event : Naive parton model 

4.3 Quantum Chromodynamics 

4.3.1 Lagrangian Density 

It might seem natural that Feynman's partons should be identified with Gell-Mann's quarks 
but that connection was not made immediately. Quarks were invented to explain the zoology 
of hadrons but were considered more as mathematical devices than physical objects. They 
were never intended for use in high energy scattering dynamics. Quantum chromodynamic's 
great advance was to take the quarks, give them an additional degree of freedom, called 
color, and use the associated local gauge symmetry to provide the dynamics [34]. 

The Lagrangian density of QCD is shown below. 

1 n1 
LqcD = -2 trGµv + ~qi(i1" Dµ - mi)qi 

a=l 

where 

The covariant derivative is 

and 
8 

Aµ= LA~..\11
/2 

G=l 

The matter fields, q, are the quarks. They are four component Dirac spinors with two kinds 
of indices: flavor indices (up, down, strange, charm and so on), which are suppressed above 
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and will not be affected by QCD interactions, and color indices, ranging from 1 to 3 for blue, 
red and green in some notational system. The gauge fields Aµ are the gluons. Being vector 
particles, they carry Lorentz indices as well as color indices. Both fields have kinetic energy 
terms. Note that the gluon kinetic energy term is antisymmetric on its Lorentz indices, 
and therefore includes no explicit mass terms. It also includes 3 and 4 gluon couplings. 
The term with the covariant derivative describes the coupling between quarks and gluons. 
There is an explicit mass term for the quarks. (We will generally ignore quark masses). 
The Lagrangian is invariant under local gauge transformations such that 

and 

where Tare the Gell-Mann matrices, the generators of the adjoint representation of SU(3). 
As mentioned before, the gauging of the SU(3) symmetry is responsible for QCD dynamics. 

The experimental evidence supporting this basic outline is considerable. The quarks 
are identified with the partons of Feynman and, as far as flavor goes, with the quarks of 
Gell-Mann. The existence of the color quantum number is confirmed by the otherwise 
symmetric wavefunctions for the baryons, the 11'0 lifetime and the cross section for e+e­
into hadrons. Deeply inelastic scattering showed that not all the proton's momentum was 
contained in the quark, hinting at the existence of the gluon. Whatever the other properties 
of the force between the quarks its Van de Waals remnants had to be strong enough to hold 
the nucleus together. The spin of both the gluon and the quark are consistent with the 
angular distribution of jets in e+e- collisions. 

4.3.2 Renormalization 

Other important aspects of QCD become apparent after the theory has been renormal­
ized [35, 36]. To the student of field theory, renormalization often appears to be merely 
an elaborate means of eliminating the infinities which crop up in calculating Feynman dia­
grams. However, renormalization also shows how a field theory changes with the momentum 
scale of the particles involved. One key step in renormalization calculations is the introduc­
tion of a redundant momentum-scale parameter known as µ. Real physical cross sections 
can be calculated in terms ofµ and the basic parameters of the theory. However, since cross 
sections should not depend on µ, the basic parameters, such as the coupling constants, must 
change withµ so that the cross sections, which are physical observables, remain constant. 

The renormalization of QCD is long and tedious and, as it is covered in detail in a num­
ber of books, we won't reproduce it here. The most remarkable result is an expression for 
the scale dependence of the strong coupling constant, which, in the one loop approximation, 
is given by the familiar expression: 
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where f is the number of flavors of fermions of mass less than Q /2 and A is the funda­
mental scale parameter of QCD. The original, incomplete, unrenormalized theory had no 
fundamental parameter, such as the W mass in the electroweak theory. Through renormal­
ization the theory acquires a scale, A, which describes how quickly the coupling constant 
changes with the momentum sea.le. From inspection, we see that for very high values of 
Q2 , the coupling constant goes to zero but gets large for values of order A. This falling 
of the coupling constant with an increase momentum sea.le is known as asymptotic freedom 
and is consistent with the basic assumptions of the parton model. It allows us to trust 
perturbative calculations at high values of Q2, such as jet physics at the Tevatron. On the 
other hand, we also see that perturbation theory cannot be applied to strongly interact­
ing systems whose characteristic energy is about a GeV or lower, such as the structure of 
hadrons, where the strong coupling constant is too large. 

Although physical cross sections should not depend on µ, it is, practically speaking, 
a very physical parameter and should be chosen wisely. The results of a typical Feynman 
graph calculation will include higer-order terms proportional to Inn~, where p is some 
momentum in the process. Since we never calculate to infinite order, it is therefore a good 
idea to select a value ofµ which is of order p, to keep those logarithmic terms from growing 
too large. 

4.4 Altarelli-Parisi Equations 

The momentum sea.le is also very important in examining the structure of the proton. 
When probed by an electron at small values of Q2, the proton looks like a point particle. 
Elastic scattering dominates the cross section. As Q2 increases the proton begins to reveal 
its structure: resonances appear and the inelastic cross section grows. At higher Q2 , ~he 

electron probes individual quarks and, ultimately, a sea of quarks, anti-quarks, and gluons. 
In particular we find that as Q2 increases, the quarks that we probe are more and more 
likely to have just radiated a gluon. This change in the proton's appearance is described by 
the Altarelli-Parisi equations (50]. As they figure prominently in the discussion of both the 
structure functions and parton showers, I will explain how they are derived in an appendix. 
For now, a summary of the basic idea will suffice. 

In the QCD parton model, where we picture the proton as a bag of free quarks, each 
of which can suffer an interaction with a virtual photon probe, scaling in deeply inelastic 
scattering (DIS) is a simple kinematic fact. To zeroth order in the strong coupling constant, 
the structure functions F1 and F2, which, describe the two parts of the hadron tensor, are 
given by 

Fi(x,y) = xF2(x,y) = L)e~ j dwq(w)c5(x - w) = ~e~q(x) 

where w is the momentum fraction carried by the parton, q is the momentum distribution 
function, y is the fractional energy lost by the electron, and x = Q 2 /(2M v ). To this order in 
a,,, x and ware equal, the structure functions, F, are very simply related to the momentum 
distribution functions, q, and there is no dependence on the momentum sea.le. 
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Combining our first order calulation with a measurement of a DIS cross section we can 
define a momentum distribution function for the proton at the specified Q2 scale of the 
experiment. There is not yet any opportunity for Q2 dependence. We haven't repeated 
our measurement in a new kinematic regime. If we do, and we find a different momentum 
distribution function, the dynamics are changing detectably with Q 2 and our first order 
calculation, which cannot produce scaling violations, is inadequate. 

Just as in renormalization, we seek momentum scale dependence by calculating to 
next-to-leading (first) order in a 8 • When we include the higher order terms, the momentum 
distribution functions acquire a Q2 dependence described by the Altarelli-Parisi equations. 
The dependence is logarithmic and thus hard to detect in experiments which are confined 
to narrow kinematic reg:imes. The quark momentum distributions evolve according to the 
expression: 

dq(x,Q
2
) lts [

1
dw[ 2 (x) 2 (x)] d(ln Q2) = 271" }x -;-- q( w, Q )Pqq w + g( w, Q )Pqg ; 

Pqg(z) is one of the so-called splitting functions, which, loosely speaking, represents the 
probability that a gluon splits into a quark with momentum fraction z and anti-quark with 
momentum fraction 1 - z. P99(z) is the splitting function for quarks radiating gluons of 
momentum fraction 1-z. Not surprisingly, thew integral runs over all momentum fractions 
greater than or equal to x, that is, all the quarks or gluons, which, by fragmenting could 
produce a quark with momentum fraction x. (What is not clear in the expression above, 
or in the traditional derivations, is that the integral also takes into account that a quark 
with momentum fraction x might itself radiate and therefore disappear from the sample at 
x.) The change in the distribution function is also proportional to the distribution function 
itself. What this means in practice is that the calculation of the distribution functions is 
an iterative process. We start at one Q2, get the first order change for a slightly higher 
Q2 and use that new q( x, Q2 ) in our next iteration. A similar equation holds for the gluon 
momentum distribution functions. 

Although the Altarelli-Parisi equations have a rather daunting aspect when written out 
in their full glory, their basic content is fairly simple. No matter what the Q2 of the virtual 
photon probe, the nucleon's momentum must be equal to that of its constituent partons. 
The Altarelli-Parisi equations cannot be used to determine how that momentum is shared 
at any value of Q2, but once that sharing is measured in an experiment a.t one value of 
Q2, they can be used to describe the sharing at any other. Besides describing the evolution 
of the momentum distribution functions, which help determine jet invariant mass and Pt 
distributions, the Altarelli-Parisi equations also prove essential in the description of final 
state parton showers, a. discussion of which will appear in the next section. 

4.5 Jets and the QCD-improved parton model 

If the naive parton model were the last word on hadron-hadron collisions, this thesis would 
be unnecessary. Multiple parton interactions, which are quite rare, would be the only 
mechanism by which more than two jets could be produced. However, if in the hard 
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scattering of two quarks, one of the two final state quarks is produced with a large mass, 
(a state of affairs permitted, but not encouraged, by the uncertainty principle) that quark 
can radiate a real gluon and return to its mass shell. Provided the two quarks and gluon 
are reasonably well separated, the result would be a true three jet event. 

The most widely accepted theory of jet physics is known as the QCD-improved parton 
model, which as its name implies, is a refinement of Feynman's original ideas. Jet production 
in pp collisions is separated into a series of phases, each characterized by a particular Q2 

scale. See figure 4.5. 

• To begin with, there are the proton and antiproton themselves, characterized by a large 
energy, here 900 GeV, and quark and gluon distribution functions, which describe, at 
some low value of Q2 , how the hadron's momentum is shared among its constituents. 

• The colliding partons then go through initial state evolution, described by the Altarelli­
Parisi equations, in which they radiate time-like partons, and tend themselves to be­
come more and more space-like. By time-like, I mean having a mass larger than rest 
mass and therefore itching to radiate real particles and return on shell. The time-like 
partons will take part in the final state shower. The space-like particle, having neg­
ative mass, cannot return to mass shell by radiating real particles. That's no cause 
for alarm. The sum of the 4 momenta of the two colliding space-like partons, which 
travel in opposite directions, will be time-like. The masses squared of the spacelike 
particles which take part in the hard collision are generally of the same order as their 
center of mass energy, but negative. 

• Next comes the hard-scattering of quasi-free partons, described by a QCD matrix 
element squared. Two or more scattered partons emerge from the hard collision with 
positive masses. The probability of the scattering will be proportional to a: where n 
is the number of scattered partons. 

• The scattered partons and the time-like particles radiated in the initial state shower 
take part in the final state shower where, by successive radiation, a.11 particles return 
toward their mass shells. At high values of Q2 , the dynamics of the shower are well 
described by perturbative QCD. 

• Below a certain cutoff, exactly where set largely by taste and prejudice, the strong 
coupling constant grows too large to trust perturbative calculation. We must therefore 
appeal to phenomenological models to describe the final stages of the shower and the 
subsequent formation of hadrons, known as fmgmentation or hadronization. 

The principal aim of this thesis is to examine the properties of the hard scattering matrix 
element. 

The structure described above is a very useful paradigm for describing the formation 
of jets but it is just a model. It may be comforting to know that the results of other, more 
theoretically rigorous but less physically satisfying methods are consistent with those of 
the parton model. For example, in deeply inelastic scattering the evolution of the parton 
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Figure 4.5: Jet Production in the QCD improved parton model. Hadronization is not 

shown. 
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momentum distribution functions described by the Altarelli-Parisi equations corresponds 
to the evolution of the structure functions obtained using the operator product expansion 
and the renormalization group equations, in which no partons appear [51)! It is not clear 
that all features of the parton model are rigorously correct and there are times when it may 
lead to trouble, but for this thesis, it will more than suffice. 

Because of the prodigious difficulties involved in making exact calculations of even the 
most basic QCD processes, simplifications must be made. The two basic approaches we 
used in generating events are 

• Generation with exact n-jet matrix elements 

• Monte Carlo shower programs 

In the first approach, an example of which appears in appendix B, there is no initial or 
final state evolution and no production of final state particles. The parton momentum 
distribution functions are evolved to the proper Q2 using the Altarelli-Parisi equation but 
the time-like particles that would be produced are ignored. The partons themselves are 
regarded as free on the time-scale of the hard scattering and the various parton-parton 
cross sections are added to get the total cross section. All partons are on their mass shells. 
The underlying assumption is that the omitted soft physics cannot change the essential 
jet structure of an event. Unfortunately, it is obviously very difficult connect such event 
generators to a detector simulation program. 

Furthermore, jet physics must be prpd uced in pieces. Two, three and four jet events 
are generated separately. To get the right jet multiplicity, say, the right relative number 
of 2 and 3 jet events, all processes must be calculated to the same order. Since three jet 
events appear at order a~, the 2 jet cross section must be calculated to order a~ as well. 
Thus the order a~ calculation produces 2 jet events, lowest order plus virtual and radiative 
corrections, and 3 jet events, which is everything else. 

This procedure assures us, order by order in o.,, of well behaved cross-sections. Its 
weakness becomes apparent with increasing center of mass energy. Let's say we set a 
minimum Pt for our jets. As the center of mass energy increases, more Pt can become 
available for the production of distinguishable jets and the relative probability for say, 4 jet 
production relative to 2 jet production, grows, a state of affairs not apparent in our third 
order calculation. To include 4 jets in a consistent manner we must calculate the 2 and 3 
jet cross sections to order a:, a task which some experts have deemed impossible. 

Monte Carlo programs which feature initial and final state showers based on the 
Altarelli-Parisi equations avoid this problem. ISAJET, for example, generates a parton 
shower, each branch of which appears with a probability a 8 ln Q2 where Q2 refers to the 
mass of the parton which does the radiating. From the point of view of Feynman graphs, 
this leading log procedure sums all terms of the form a: ln n Q2, for all n, and thus includes 
terms which at least look like general multijet production. Thus the artificial distinction 
between n jet events and n + 1 jet events is blurred. Furthermore, all of the shower Monte 
Carlos produce final state particles whose passage through the detector can be conveniently 
simulated. However, the Monte Carlo shower programs have problems of their own. 
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• Which branchings belong in the hard scattering and which in the shower may seem 
to be a simple matter of definition. This ambiguity has, in fact, serious practical 
consequences in actual Monte Carlo simulations. 

• Multijet distributions are badly wrong for four jets or more. There is but little quan­
tum mechanics in the best of the shower Monte Carlos, and that much is insufficient. 

Minding the caveats listed above, let's examine each stage in a little more detail. 

4.5.1 Structure Functions 

QCD perturbation theory cannot explain hadronic structure because the strong coupling 
constant is too large at small values of Q2• Various arguments, based on the Group Struc­
ture of SU(3) have been put forth to explain the fact that qqq and qq color singlets are 
the only stable configurations of quarks and antiquarks but they are far from convincing. 
Calculations on the lattice may one day provide detailed information about hadrons but 
that day may be a long way off. We must therefore turn to experiments to get us started. 

The quark distribution functions of the proton are measured directly in deeply inelastic 
scattering. The structure functions, F1 and F2, which describe the relative strengths of two 
parts of the hadronic tensor in deeply inelastic electron-proton scattering, can be related 
to sums of the quark distribution functions. By measuring differential cross sections for a 
few different hadronic targets, neutron and proton, and employing simple isospin symmetry 
arguments, information about the individual distribution functions can be obtained. The 
same analysis can be applied to deeply inelastic scattering with a neutrino probe. Here there 
is a 3rd component to the hadron tensor, as parity is no longer inviolate, and consequently 
there is a third structure function. However, as before, the quark momentum distribution 
functions can be related to the structure functions, F1, F2, and now F3. Measurements show 
that the quarks and antiquarks carry only half the proton's momentum. The remainder is 
presumably carried by the gluons. 

Determining the distribution functions of the gluons [49] is more difficult than for 
the quarks because neither of the traditional lepton probes interacts with gluons. There 
are a few immediate constraints on G(x,q2 ). Energy-momentum conservation requires, for 
example, that the integral of G over x be equal to the momentum as yet unaccounted for. 
Furthermore, the absence of antiquarks beyond a certain value of x indicates that there are 
no gluons with momentum fraction that high or higher, since all antiquarks in the proton 
must come from gluons splitting into quark-antiquark pairs. In theory, a measurement of 
the longitidinal structure function, 

pLONG(x,Q2) = p2(x,Q2)- pl(x,Q2) 
2 

should determine G(x, Q2 ) but at the moment, because experimental results are still rather 
poor, G is determined! indirectly through the Altarelli-Parisi equation for the antiquark 
distribution functions: 

67j(x,Q2 )= ;;in(~:) j[d:q(w)Pqq(:) +G(w,Q2 )Pqg(:)] 
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By measuring the antiquark distribution functions and their change with Q2 we can solve 
the integro-differential equation for G. G isn't known as well as the qi and it is reassuring 
that in evolving from lower Q2, where the distribution measurements are made, to the high 
Q2 of the Tevatron, most of the gluon distribution comes from radiating quarks at higher 
x. The ultimate form of G at high Q2 is thus fairly insensitive to the form for G chosen 
at low Q2 • Although the measurements made in this thesis are not particularly sensitive 
to the fine details of the structure functions, it should be kept in mind that jet processes 
involving gluons, the particles of which we know the least, dominate the cross section. 

4.5.2 Hard Scattering Matrix elements 

4.5.2.1 Two Jet Matrix Elements 

According to the parton model, guided by QCD, jets are produced in the hard scattering of 
nuclear constituents. The partons may be either quarks or gluons and a number of processes 
combine to make the total rate [54). A few of the most important diagrams for two jet 
production are shown in figure 4.6. Because of large color factors and structure functions 
the dominant graphs are those which involve gluons, particularly t-channel exchange in 
gg - gg and qg - qg. With unpolarized beams, the only interesting dynamic variable is 
cos (J•, the center of mass scattering angle. The cos(}* dependence of the principal graphs 
is very similar, with largest variations near (}* = 90 degrees. Not surprisingly, the overall 
distribution closely resembles Rutherford scattering. It is therefore possible to write an 
effective momentum distribution function for the quarks and gluons: 

4 -F(x) = G(x) + g[q(x) + q(x)] 

where the factor of f simply reflects the relative strength of the color terms for the gluons 
and quarks. It should be pointed out, however, that since experimentally, we are unable to 
distinguish between scattering at 9 and 7r - 9, we must include both in our sample at the 
same value of cos(}*. Strictly speaking we measure not cos 9*, but rather I cos 8* I· 

One of the original motivations for measuring angular distributions of 2 jet events was 
to check the spin of the gluon. Of course, no one really wanted a scalar gluon, but if someone 
did, he could look at the shape of the cos e• spectrum to see if it made any sense. Without 
going through every painful step, recall that the q-4 shape of Rutherford scattering comes 
from the form of the Coulomb potential. Up to multiplicative factors, q-4 is simply the 
square of the Fourier transform of the potential which appears in the relativistic calculation. 
There is also a spin dependent piece: 

where Pl and P'2 are the four momenta of the two fermions, which, when properly summed 
and averaged results in the additional factor 

1 - /32 sin2 '!_ 
2 
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qq-+qq 

Figure 4.6: Two Jet Production 
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Mott's modification of the Rutherford formula. Mott's modification is small at low values 
of /3, the speed of the incoming electron, and, even in the relativistic case, does not change 
the essential q-4 singularity in the forward direction. However, if the gauge boson (gluon 
or photon) were a scalar particle, this spin dependent term would be rather different. The. 
electron-gluon coupling would take the form 

and there would no longer be any gamma matrices in the calculation. The spin term would 
be simply 

Average over spins to get simply 

(p1 · P2) 

which, in the relativistic case, is proportional to q2• This cancels two powers of q in the 
denominator and washes out the forward peak. Depending on the theory, one might have 
to include all scalar-gluon graphs as well, which go as q-4 , weight them according to some 
appropriately evolved scalar gluon structure function and add them into the total jet cross 
section. 

4.5.2.2 Three Jet Matrix Elements 

Three jet events are produced in a number of processes. Some of the possibilities are shown 
in figure 4. 7 Again, the processes involving gluons dominate the cross section. The exact 
matrix elements for all the 2--. 3 processes involving quarks and gluons were first published 
by Berends et al (55]. While not as compact as those for 2 --. 2 scattering, their printing 
does not require the felling of great forests (as with 2--. 4 ) and a few useful observations 
can be made on their general structure. Return for a moment to 2 --. 2 scattering. In 
particular, consider the case of quark-quark scattering with quarks of different flavor. 

The 2-jet matrix element is, apart from constant factors: 

s2 + u2 

t2 

where the Mandelstam variables s, t, and u are 

s = (p+ + P- )2
, t = (P+ - l+ )2

, u = (P+ - L )2 

The 3-jet matrix element for 
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gg~ggg 

qq~qqg 

Figure 4. 7: Three Jet Production 
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can be expressed, again, apart from constant factors, as: 

where 

and 

IMl2 = [(s2 + s'2 + u2 + u'2)/(tt')][(p+k)(p_k)(l+k)(Lk)t 1 

x {C1[(u + u')(ss' + tt' - uu') + u(st + s't') + u'(st' + s't)]­

C2[( s + s')(ss' - tt' - uu') + 2tt'( u + u') + 2uu'(t + t')]} 

s = (P+ + P- )2, t = (P+ - l+ )2
, u = (P+ - L )2 

s' = (l+ + L)2,t' = (P- - L)2,u' = (P- -1+)2 

The structure of the two matrix elements is closely related. The first term in the product 
is a sort of average of the 2 -+ 2 matrix element. The rest is what Berends et al. refer to 
as the infrared factor. It diverges for small values of k0 (infrared divergence) or when k 
lies along any of the quark momenta (collinear divergence). These kinematic regions will 
be combined with vertex corrections and included in the renormalized 2 -+ 2 cross section. 
Clearly the wise experimenter will cut away from them in assembling his 3-jet data sample. 
Exact calculations are necessary of course, but variables like cos 9*, which appear in both 2 
and 3 jet kinematics should look very much alike. 

In the interest of clarity it might be asked whether one can define an effective structure 
function for the quarks and gluons. Recall that in the 2-jet case, defining an effective 
structure function was possible because the constituent subprocesses, which combine to 
make the total 2-jet rate, all had very similar angular distributions. In 1985 Combridge and 
Maxwell [60] showed that, to a limited extent, the same was true of the most important 
three jet subprocesses. Starting with events in the transverse plane, they examined the 
relative strength of the various 2 -+ 3 subprocesses across the face of the (transverse) Dalitz 
plot. They found that while the strengths of the subprocesses varied by several orders of 
magnitude, their relative variation through the Dalitz plot was approximately the same. 
Combridge and Maxwell could thus define effective momentum distribution function for the 
transverse case. Expressing the effective structure function in the general form 

they found A = 0.36 gave the best approximation. For non-transverse configurations they 
defined a A(T) where T is the cosine of the angle between the transverse and event planes, 
but this approximation is less accurate. (The event plane is that formed by the the three 
jets in the center of mass system). 

A few years later, Ma.hkoush and Maxwell [61] shed some light on this minor miracle. 
Starting once again in the transverse plane, they examined 3-jet configurations where two 
of the jets were collinear. In this kinematic regime, three jet matrix elements should be 
related to associated two jet matrix elements by the classical Altarelli-Parisi form 
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Take for example the case qg - qgg. This is related to the matrix element for qg - qg via 
the factors Pqq(z), Pqq(l- z) and P99(z) corresponding, respectively, to the cases where the 
radiated gluon comes from the quark and carries a fraction z of the available momentum or 
a fraction ( 1-z) or it was radiated from a gluon to begin with. Initial state radiation, which 
would have to be both of extremely wide angle and high Pt, will not make any significant 
contribution. 

Experimentally, these so-called 3-jet events are simply 2-jet events and theoretically, 
the cross sections diverge. However artificial they may be, the ratios of the infinite cross 
sections for these 3-jet events are finite. The most important ratio, as far as three jet 
production goes, is 

qg --+ qggl = ! <:rqg-qg (i + Pqq(z) + Pqq(l - z)) 
gg --+ ggg z 2 cr99- 99 P99 

where the factor of 2 comes from the extra symmetry of the all-gluon final state. Now 
we know from above that the ratio of the two jet production cross sections is constant. 
Moreover, there is an odd relation among the Altarelli-Parisi splitting functions 

9 
P99(z) = 4[Pqq(z) + P9q(z)] - 6Pqg 

first pointed out by Dokshitzer [62]. We also know that 

Pqq(z) = Pgq(l - z) 

and that 
Pqg(z) <:: P99 (z) 

Therefore to a good approximation 

9 
P99(z) = 4[Pqq(z) + Pqq(l - z)] 

and the ratio of the twoi principal processes is a constant. 

As we move away from the edges of the transverse Dalitz plot, the lack of poles ensures 
that the cross sections are slowly varying functions of the kinematics. The result is only 
approximately true for non-transverse configurations, and is particularly bad when one of 
the final state partons is close to an initial state parton. For these configurations, the 
assumption of no initial state radiation is a bad one, and the association between 2 and 
3-jet configurations must be redone. 

4.5.3 Perturbative Showers 

4.5.3.1 The Final State shower 

During the final state shower, time-like partons, those produced both in the initial state 
shower and the hard scattering, radiate until their invariant masses are so small that per­
turbation theory can no longer be applied. Exact calculations are impossible but many 
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algorithms with varying degrees of physical content are available. In traditional algorithms, 
the shower proceeds in a classical fashion with each radiation an independent process. The 
method is most accurate for collinear radiation and becomes less so at wider angles. The 
older shower programs do not treat correctly the other singular kinematic region, the in­
frared, where one of the radiated partons has very little energy and quantum mechanical 
effects are important. This soft gluon interference has been included in HERWIG, a more 
recent program written by Webber and Marchesini [48), but since its effect on my measure­
ment should be slight I stayed with the more traditional approach. 

The term generally used to describe parton showers is final state evolution. Evolution 
is an attempt to describe the formation of a parton cascade, a quantum mechanical process, 
in classical terms. When we write down a Feynman diagram, we specify all the kinematics 
and branchings and calculate an amplitude. If it is the only important diagram, we take its 
amplitude squared to form the matrix element. Ignoring some fine points, the amplitude 
is thus a product of three sorts of pieces: propagator terms, vertex terms, and phase space 
terms. The set of all Feynman diagrams, an infinite set naturally, describes the richness of 
the kinematic possibilities. 

In a shower Monte Carlo, we reverse the process. Instead of specifying the kinematics 
and toplogy in advance and calculating the probability, we have all the probabilities and 
generate the kinematics and topology as we go. Thus the Altarelli-Parisi function for g - gg 
can be rewritten 

a 8 dt 1 d</> 
AP~ 

2
1!" tP99(z)dzd</> = t2 tP99(z)dz 21!" dt 

which displays the propagator, vertex, tP99 and phase space pieces explicitly. 

In its specific sense evolution refers to the choice of the invariant mass squared, t, often 
called the virtuality, of a parton. For example, when we calculate the amplitude for a typical 
2 -+ 2 process we assume that the outgoing partons are on their mass shell. Kinematics 
doesn't require them to be so. One could be considerably off shell, and radiate a third 
parton to get on shell. We see then that the invariant masses of the partons are not fixed 
and that in a Monte Carlo, we must somehow choose them. The usual procedure is to start 
with the on-shell partons of a 2 - 2 scattering and then, as a tentative measure, ra.ise their 
masses to the kinematic limit, (actually a bit past the kinematic limit) and allow them 
to evolve downward. The mass of the parton is specified on the basis of Altarelli-Parisi 
probabilities for the partons into which it splits. I will describe the algorithm in appendix 
A. For now let me just warn the reader that apart from fundamental :flaws, this business of 
not specifying the kinematics in advance also makes for some very odd-looking computer 
code. But while alarming to the first time programmer, who sees energy and momentum 
conservation being violated at every turn, these peculiar procedures are the only means to 
explore the full kinematic and topological possibilities of a parton shower. 

4.5.3.2 The Initial State Shower 

If we are only interested in the results of the hard scattering, and work in a kinematic regime 
unaffected by initial state radiation, say at high Pt, we may well ignore the particles in the 
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initial state shower. Nonetheless, initial state showers can be simulated in a manner very 
similar to that for the final. In this case, the initial parton starts off with a low virtuality 
(near the perturbative cutoff) and as it radiates time-like partons, becomes more and more 
space-like, until it reaches the hard scattering Q2 scale. The same Altarelli- Parisi equations 
but with a space-like mass squared t, describe the dynamics. Strongly-ordered chains 

where tn is the absolute virtuality of one of the partons which takes part in the hard 
scattering, again make the leading contribution to the cross section, although kinematically, 
the absolute virtuality of the evolving parton need not increase at every step. This is in 
contrast to the final state radiation, where kinematics demands that positive mass partons 
lose mass with every radiation. Moreover, it is now far more difficult to generate the shower 
in the obvious way. When the spacelike partons arrive at the scattering scale, Q, there is 
no guarantee that their momentum fraction will meet the fundamental kinematic condition 

M2 
x1x2 = -

s 

where M is the invariant mass of the jet system and s is the total center of mass energy 
squared. We will almost invariably have to discard the event and try again. 

The clever solution to this problem [45) is to generate the shower in a backward manner 
with the spacelike partons evolving back down to their mass shells by radiating time-like 
partons. The details of this procedure can be found in an appendix. The perturbative 
shower can thus be modeled as a classical branching process which proceeds both forward 
and backward in time from the initial hard scattering and ends at IQ21 values which are too 
small to be described by perturbation theory. 

4.5.4 Fragmentation 

Fragmentation refers to the end of jet formation, where the final showering takes place 
and the quarks organize themselves into hadrons. In the independent jet fragmentation 
model, each quark or gluon produced in the final state fragments, as the name implies, 
independently. Associated with each is a fragmentation function, D~(z), which is defined 
as the probability of finding a hadron of type h with momentum fraction z in a jet of type 
k. The fragmentation function is assumed universal: a d-quark jet looks like a d-quark 
jet no matter what the process. Associated with the fragmentation function is a splitting 
function, Jf(z) which, at any given stage in the fragmentation tree, is the probability that 
the type k jet produce a meson of type h with momentum fraction z. D and f are related 
by the integral equation: 

{I (z) dz' 
D(z) = f(z) + }z f(l - z')D z' 7 

The Field-Feynman quark-jet algorithm [63] then prodeeds as follows. Use f(z) to 
generate the flavors and momentum fraction of the first qq pair meson). Assign the meson 
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a small transverse momentum, usually from a Gaussian with mean 300 MeV or so. Give 
the meson a spin, ma.king it either a pseudo-scalar (spin 0) or vector (spin 1) according to 
some prescription. Repeat until all quarks have less energy than a specified cut, usually 
something like the pion mass. The remaining slow unmatched quarks are assembled int<? 
hadrons by some ad hoc means. Gluons, which have two color indices, can be replaced by a 
quark-antiquark pair of the same total color. (Actually, most editions of the Field-Feynman 
algorithm do not keep track of color.) One of the quarks, chosen at random, is given all the 
energy and fragmented with the algorithm described above. Finally, since each jet chain 
observes momentum, but not energy conservation, the kinematics of the whole event is 
rescaled until energy is conserved as well. 
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Chapter 5 

Jet Reconstruction 

5.1 Introduction 

During the spring of H>87, the raw data from 500,000 triggers was logged to tape. For 
reasons that are beneath the scope of this thesis, production was long delayed and the CDF 
Jet group decided to begin work on a reduced set of events, the so-called Spin Cycle, which 
consisted of all the calorimetry triggers. Simple VTPC reconstruction was performed to 
measure the z vertex and eliminate the possibility of beam gas interactions, but apart from 
that, no tracking was done and all raw tracking banks were dropped. The entire spin cycle 
was eventually available~ on two VHS cassettes, which enabled us to run a modified form of 
production at Harvard, an outline of which is shown below. 

• CALORIMETRY- Make global Et bank and individual detector banks.· Correct for 
dead tower and wire channels. 

• HATFLT - Remove Main Ring splash events using TDC information from the CHA 
and WHA 

• NCABLE - Remove cable noise in the PHA 

• FilLGas - Remove spurious energy from HV breakdown in PEM and Texas Towers 
from all gas calorimeters 

• NCABLE (Pass 2) - Remove residual cable noise in the PHA 

• JETCL U - Perform jet clustering 

• CETRFL - select events that would have triggered on central clusters alone 

Finally, because neither our detector nor our clustering algorithm was perfect, we 
developed a jet energy correction procedure. We performed our final analysis on energy­
corrected jets which we hoped would better reflect the energies of the original pa.rtons. 
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5.2 CALORI1\1ETRY 

We started with a routine known as CALORIMETRY which turns the raw detector data 
banks, with signals measured in ADC counts, into one large bank, called TOWE, which 
lists the electromagnetic and hadronic Et in each tower of the CDF detector, with energies 
measured in GeV. The scale factors are those obtained with test beam measurements, 
with adjustments for run dependent calibrations such as the gas gain constants. Separate 
values for each detector are given in the case of shadowing and for each layer, for detectors 
where separate layers are read out, such as the PEM and FEM. Anode wire banks are also 
converted from ADC counts to GeV. 

CALORIMETRY also performs some basic cleanup chores. Channels listed as bad in 
the CDF deadlist database are removed. Events with readout errors are flagged. Cabling 
errors are handled. Small response-map corrections in the PEM and PHA are applied. The 
response in the PEM is enhanced to compensate for dead planes in that detector. Because 
the pedestals of a small number of channels drifted during data runs, their signals are 
corrected whenever possible, and otherwise, removed. These pedestal shift corrections are 
very helpful in cleaning up the data, lowering the average systematic missing Et from 4 
GeV to 1 GeV. 

5.3 More Cleanup 

The next three routines, HATFLT, NCABLE, and FILT_GAS further screen and purify the 
data. Each of them is designed to remove a specific set of backgrounds. 

5.3.1 HATFLT 

One source of unwanted calorimetry triggers were the so-called main ring splashes. Satellite 
bunches in the Main Ring, which was often busy supplying protons for the p target while 
CDF was taking data, would scrape the main ring beam pipe and spill radiation down onto 
the CDF detector. These splashes affected mainly the top of the detector and the hadron 
calorimeters more than the electromagnetic(EM). Since the gas hadron calorimeters were 
out of the trigger for much of the spring '87 run, most main ring splash events had a very 
familiar appearance: a group of towers were lit up along a narrow band in ¢>, somewhere 
near 90 degrees, with hadronic energy far exceeding electromagnetic. Most of these triggers 
were suppressed by a procedure known as Main Ring Blanking where triggers were inhibited 
during times when main ring bunches passed by BO, but some of these and, of course, some 
cosmic rays slipped by. 

HATFLT [73] uses Central and Wall Hadron TDC information to determine which 
events left large amounts of out of time energy. An event is rejected if more than 8 Gev 
was deposited in CHA or WHA towers whose TDC hit time was more than 20 ns outside of 
nominal beam crossing. Because main ring blanking was reasonably effective and Cosmic 
rays were rare, fewer than 1 percent of all calorimetry triggers were rejected by HATFLT. 
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5.3.2 Cable Noise in the Plug Hadron Calorimeter 

In the early days of the 1987 run, Cable Noise in the PHA was a large source of false triggers. 
Even after it was removed from the trigger, the problem remained of eliminating spurious 
energy from the PHA. A typical cable, as they came to be known, has a few characteristic 
features. Because all the channels are part of a single PHA trigger ribbon cable, they appear 
as 3x4 units in an "7-</> plot. Although the cathode energy of a cable may be as high as 50 
GeV, because they are purely electronic in nature, they deposit no corresponding anode 
wire energy. The frequency of cables in the 1987 data sample was not high, largely because 
the PHA wasn't in the trigger most of the time. However, some 3 to 4 % of the jet events 
still have significant cable noise. 

Removing the offending cable noise offiine is not a very difficult task. The standard 
filtering routine, NCABLE [66), makes three different cuts. 

• H the total anode energy in all the layers of a given 15 degree stack is less than 1 GeV, 
all the towers in the stack are given energy 0. 

• H a suspect cable is less than 10 Ge V then if 8 or more of its towers have more than 
300 Me V and thE~ electromagnetic fraction in the cable is less than .02, the cable 
energy is removed. This cut relies on the fact that the cables leave no energy in the 
associated EM tower and tend to be monolithic in structure, rather than sloping off 
from a peak, like a true jet or electron. 

• If a suspect cable has more than 10 GeV energy and if 8 or more towers have energies 
of at least 300 M(N, and the ElectroMagnetic energy Fraction (EMF) in the cable is 
less than 

.2 - .4 x (ANODE/PAD) 

the cable is removed. At 10 GeV we start to worry that the cable might be part of 
a jet. The larger ANODE/PAD is, the more likely this is real energy and therefore 
the EMF must be correspondingly smaller before we remove the cable. 

From measurements made on testbeam data it was shown that NCABLE very rarely 
removes single pion showers. Running on noise-triggered BO data, NCABLE was found to 
remove 98 % of the cables above 5 Ge V. No true studies of misidentification of jets as cables 
have been done. However, inasmuch as there was a cable in only 3% of the jet triggers in 
the 1987 data, the likelihood of significant overlap with jets, which occupy a small part of 
the total available TJ-</> space, is quite small. 

5.3.3 FILT_GAS 

The most widely held theory of Texas Tower origin involves the response of the gas calorime­
ters to low energy neutrons. These neutrons, produced in a normal shower from a jet, or 
from beam jets striking a low beta quadrupole, produce knock-on, highly ionizing protons 
in collisions with hydrogen atoms. Each proton leaves behind, on average, a.bout 1 MeV 
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which, because of the proton's very short range, generally appears in a single layer of the 
calorimeter. The hadron calorimeters, whose sampling fractions are particularly low, (a.bout 
1 in 10,000) are particularly sensitive to these unusually large energy deposits. A single pro­
ton in the FHA, for example, which leaves 1 Me V of real energy in a. single layer, produces 
a 14 GeV Texas Tower in the da.ta.. 

The fact that Texas Towers appear in a single layer and often cover only a few towers 
in TJ-tP space, is also the key to removing them from the data. Texas Tower removal [67] 
begins with a clustering stage, rather like tha.t in the reconstruction of jets, here done in E 
rather than Et, where a.dja.cent tower energy deposits around a seed tower are associated 
into clumps, with single tower thresholds on the order of a few GeV. The number of towers 
and energy in each clump is tabulated. N SEED is defined as the number of towers in a 
clump which ha.ve at least half as much energy as the seed tower. NSEED tends to be 
small for real Texas Towers which are generally localized to a few towers. EM AX, the 
clump's energy in the maximum layer, and EF RAC, its ratio to the total energy (Em+ 
Hadron) a.re also calculated. 

The clumps are then divided into high and low energy groups according to the value 
of EM AX. The high energy group can be eliminated by looking at the ratio of energy in 
the clump to the energy of the maximum anode sector layer which covers the same region 
in 11-¢ space. For example, if an FHA clump a.thigh rapidity is 40 GeV, and a.node layer 9 
in the high voltage region near the beam has energy 39 GeV we can be sure that this is a 
Texas Tower. ff no high voltage region in any a.node layer ha.d more than 5 GeV we would 
be equally sure that this was real energy. Cutting on EFRAC provides similar information. 

The low energy gas spikes are more difficult to remove because of the coarse anode 
segmentation of the gas calorimeters, particularly the PEM and FHA. It is no longer possible 
to cut on the clump to wire energy ratio because of overlap from real energy, a less important 
consideration with high energy spikes. EFRAC and NSEED are the principal variables used 
to remove the low energy spikes. Figure 5.1 shows a plot of NSEED versus EFRAC for the 
FHA. Note the peaking at high EFRAC, near 1 and low NSEED where we expect gas spikes 
to congregate. On the assumption that a larger NSEED implies a greater likelihood of real 
energy we tighten the cut with increasing NSEED. We ended up removing a triangle from 
the lower right hand side of the plot, the actual values depending on the detector. 

The effect of Texas Towers on jet physics is limited by our decision to accept only 
events which triggered on central clusters. Still, it is comforting that the Gas Calorimetry 
cleanup has a benificial effect on one of the leading indicators of event integrity. Figure 5.2 
shows a histogram of the missing Et significance in 2, 3, and 4 jet events. The missing Et 
significance is defined as 

JLdustera IPil 
Since calorimeters have energy resolutions which typically vary as E 112 the denominator 
serves a.s a. normalization factor to make fairer any comparisons of events with very different 
scalar sum Pi. Notice that the average significance falls past 1 for each of the three classes 
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of events and moreover, becomes independent of multiplicity, leading us to believe that our 
multijet sample is clean, not exotic garbage produced by hardware failures. 

5.4 Jet Clustering 

The jet clusters used in this analysis were made with a routine called JETCLU. JETCLU 
forms clusters using a fixed cone algorithm- that is, a jet-centroid in f}-</> space is determined 
and all the towers within a cone of fixed radius are included in the jet. Based on previous 
algorithms from UAl and UA2, JETCLU was chosen over other CDF clustering algorithms 
because the fixed cone corresponds most closely to the integration cutoffs used in calculating 
QCD cross sections and because it is free of clustering abnormalities in even the most exotic 
topologies. 

Figure 5.3 shows JETCL U in action. There are three stages in the jet finding algorithm. 
In the preclustering stage, two lists are formed. The seed list includes all towers whose Et 
exceeds a given fixed threshold, usually 1 GeV. The candidate list includes all towers whose 
Et exceeds a lower threshold, 100 MeV by default. Gas calorimetry towers are ganged 
by 3 in 17 so that Central and Gas Calorimetry are treated on equal footing. From the 
seed and candidate lists, preclusters are formed, unbroken strings of adjacent towers with 
continuously decreasing Et as you move away from the seed. 

In the clustering stage, a fixed cone in 17-</> space (. 7 units in radius) is formed about the 
Et-Weighted centroid of each preduster. Candidate towers inside the cone form the cluster. 
A new cluster centroid is formed and a new cone drawn. The process of forming the centroid 
and sweeping in towers is repeated until the list of towers in the cluster is stable. 

The final stage is the resolution of cluster overlaps, when towers belong to more than 
one cluster. In the trivial case where one cluster includes another, the smaller cluster is 
dropped. H there is a finite overlap, an overlap fraction, defined as the Et shared between 
the clusters divided by the Et of the smaller cluster, is calculated. H this exceeds a given 
cutoff, .75 by default, the smaller cluster is merged with the larger. Otherwise, a given 
shared tower is included with the cluster whose centroid is closer. The centroids are again 
calculated and the overlapping towers are parceled out as before. The process of calculating 
the centroid and dividing the overlap towers is repeated until the tower lists settle, just as 
in the original clustering. 

The clustering algorithm was tested in a number of ways [68]: 

• Tests of Pt balance in dijet events 

• Tests for clustering pathologies 

• Tests of angular resolution 

• Test of clustering efficiency 

Clusters formed in dijet events, where the sum Pt of the jets was between 60 and 80 
GeV and both were well contained in the central detector, were found to balance with 
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Figure 5.4: Measuring Jet Angular Resulution 

a resolution of about 11 GeV. No clustering anomalies, such as overly large clusters, or 
clusters embedded in clusters were found in JETCLU. 

The angular resolution of the algorithm was measured by combining events. We took a 
test cluster from one event and added its Et, tower by tower, to the TOWE bank of another. 
We then reclustered the event and cycled through all the clusters in the original event. For 
each original cluster, as a function of its distance from the test cluster, we noted whether 
or not it had been merged with the test cluster. Figure 5.4 is a plot of of the probability 
of merging versus cluster-to-cluster distance in f'J-<I> space. As you can see, two clusters 
have a 503 probability of being merged together when their f]-</> separation is about .8. 
For separations of .9, the probability of merging is down to 203. The actual resolution is 
less important than the quick fall-off with separation, which makes comparison with theory 
much easier. 

We tested the clustering efficiency of our algorithm using our Monte Carlo simulation. 
We simulated jets over a range of Pt and calculated how often we actually found the jets 
as a function of Pi. See figure 5.5. In our final analysis, we have set our lower bound on 
jet Pis at 15 GeV, where, using our jet clustering algorithm with default parameters, we 
expect to be 953 sure of finding jets. 
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5.5 Jet Clustering Corrections 

5.5.1 Introduction 

One of the basic assumptions in our analysis is that the energies of the jets formed by 
our clustering algorithm are the same as those of the scattered partons in the initial hard 
collision. Unfortunately, there are a number of reasons why this may not be the case, the 
most important of which we list below. 

• Energy from the underlying event collected in the clustering cone 

• Low response to low energy charged pions in a shower - Behrends and Kuhlmann [72] 
have examined non-linearities at low Pt in the central calorimetry. Any central jet 
with an energy of 50 GeV or so will contain a significant number of soft( several GeV) 
charged pions for which the calorimeter response will be low. We expect less trouble 
with non-linearities in the plug and forward regions where a jet of given Pt has a much 
larger E. 

• Energy from the hard scattering which falls outside the cone - Our fixed cone algorithm 
will not collect all the energy of the widest jets. In the more central regions, soft 
charged pions will be bent out of the jet clustering cone by the magnetfc field. 

• Loss of energy at detector boundaries - We also expect significant response variations 
in crack regions, especially the large 1J cracks at 90, 30 and 10 degrees. Many CDF 
electron analyses exclude these regions because electrons are easily lost. Jets, being 
broader in 1J and </> are less likely to disappear but may have their energies significantly 
reduced. 

In order to transform raw jet energies into those of the original scattered partons we 
created a jet correction procedure [74], which consisted of two parts. For each jet: 

• Subtract out an average underlying event energy 

• Scale the remaining energy with a response function which depends on the jet's de­
tector 1J and Pt. 

5.5.2 Removing the Underlying Event 

In the parton model of high-Pt proton-anti proton collisions, final state particles are produced 
both from the fragmentation of the primary hard scatterers and the proton and anti proton 
remnants. These remnants are thought to behave qualitatively as in a minimum bias event, 
forming an underlying event beneath the jets themselves. Most of the underlying event 
energy disappears down the beam pipe, but some will appear at large angles, enhancing 
the apparent energy of the hard scattering. It is impossible to remove this energy on an 
event by event basis, but its average effect can be measured and then subtracted out of the 
measured jet energies. In our experiment, any measurement of the underlying event will 
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Figure 5.6: Et flow by </> 

also include detector noise, such as Texas Towers and cable noise remaining after cleanup. 
Were this a thesis based on minimum bias calorimetry we would try to distinguish the two 
effects, but in making jet energy corrections there is no need: we simply subtract them 
both [70]. 

We assume that the underlying event energy (again, this includes any detector noise) 
is, on average, uniformly distributed in </>. In a dijet event, we expect the Et flow in </> to 
be peaked along the direction of the two jets. See figure 5.6. Conversely, we expect the 
solid angle 90 degrees away from the dijet axis, the valley in figure 5.6, to be completely 
free of jet activity. The average Pt density in that valley should therefore be the average Pt 
density of the underlying event. 

A few important technical details should be mentioned. Our initial data set is all the 
CDF calorimetry triggers, processed with the full cleanup. Of this sample, we require the 
jets themselves to have triggered the event, asking that the sum of the Pis of all central jets 
(I detector 111 < .7) satisfy the appropriate sum .&threshold. In this way we avoid triggering 
preferentially on events with large underlying event. We must also reject events with a third 
large cluster or events in which our dijets are not very much back-to-back. Although we 
insist on a central trigger, as in all of our analyses, we consider both central-central and 
central-gas dijets. The jets in the gas allow us to extend our measurement of the underlying 
event well into the forward regions, where residual detector noise is most severe. The actual 
sampling region is a JETCL U cone, eta-phi radius . 7 with a 100 Me V single tower threshold. 

Figure 5. 7 show the average EM, hadronic, and total Pt deposited in these cones as a 
function of the detector 17 before cleanup. Also shown are the same quantities after cleanup. 
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The effect of cleanup is of course most noticeable in the gas hadronic calorimetry. There 
is some uncertainty about which of the two values, before or after cleanup, should be used 
in the eventual correction, because the efficiency of the cleanup procedure near jets is not 
known. As the gas hadron energy scales were measured with data that had been passed 
through the cleanup algorithms, we decided to use the after-cleanup values in our underlying 
event subtraction. From Monte Carlo studies and the slope of the electromagnetic curve, 
we expect a slow but steady decrease in underlying event Pt with TJ· Residual noise in the 
gas hadron calorimetry, left by the cleanup, makes the response nearly flat. 

5.5.3 The Jet Energy Correction 

The jet correction map was based on our Monte Carlo simulation program. The basic idea 
was to generate jets of various Pts and at various detector TJS, simulate the response, and 
then use the association between the original parton Pt with that of the measured energy 
to create a response map as a function of TJ and Pt. In this way, we hoped to account, 
with one correction, for energy lost outside of the clustering cone, energy lost to cracks, and 
variations in calorimeter response with particle Pt. The key ingredients are thus: 

• The event generator 

• The detector simulation 

• The method for associating jets with partons to make the response map 

We consider each in turn. 

5.5.3.1 The Event Generator 

The jets we used were distributed fl.at in Pt and TJ so that we could probe the whole kinematic 
range. Every event featured two clean dijets, that is two fragmenting partons, one in the 
central region and the other anywhere in the CDF detector. There was no initial or final 
state perturbative shower included or any underlying event. 

Jet fragmentation was done with a modified form of the Field-Feynmann algorithm, 
tuned to efficiency corrected tracking data from CDF. Tuning was made with four distri­
butions: Charged multiplicity, longitudinal fragmentation, dN / dPt and dN / d'], the '1 and 
Pt distributions of tracks relative to the jet axis. Charged multiplicity, figure 5.8 came out 
fine without any work. The longitudinal fragmentation function, the distribution of 

ptracJ: 
I l 

z = prt 

where Piet is the total momentum of all tracks in the jet, is very important to account for 
low energy non-linearities in the data, since it determines the number of soft tracks per jet. 
Here we had to change the default values significantly to get the good agreement you see 
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in figure 5.9 which shows the distribution of z' for data and Monte Carlo in a series of dijet 
invariant mass bins. 

The transverse variables are important in determining how much energy might fall out­
side the fixed cone of our clustering algorithm. Figures 5.11 and 5.10 show the distribution 
of dN / dPt and dN / dTJ for 4 different invariant mass ranges. The jet axis is determined 
by clustering, which is the only place where calorimetry information is used in this tuning 
process, something we tried to avoid in order to reduce the chance of biasing the results. 
Note that the agreement is good for the Pt distribution but that for T/ does not agree well 
at small T/, that is for tracks far from the jet a.'cis. Having turned off the perturbative 
shower, which tends to broaden jets, we might have expected to find them a little narrow. 
Underestimating the size of the jets means we may be undercorrecting their energies. 

5.5.3.2 QFL, CDF's fast detector simulation 

In order to study the systematic effects of the CDF detector on jets, we had to simulate 
hundreds of thousands of events in a modestly precise way, for which we needed a fast, 
modestly precise detector simulation. QFL [77] contains a reasonably complete model of 
the CDF detector, including the correct tower geometry, and the most important crack and 
overlap regions. It uses correction factors where geometrical description would be needlessly 
complicated. Particles are bent in the magnetic field of the solenoid, but to speed things 
up, the detectors are regarded as homogeneous media. There is no stepping of particles, 
layer by layer, through detectors. 

The average ·energy deposited by a particle traveling in a given direction in a given de­
tector is obtained by computing the number of radiation and/or absorption lengths through 
which it passes and decreasing its energy accordingly. Resolution is given by the form 

The values of ao are taken from test beam measurements listed in tables 2.1 and 2.2. The 
energy of minimum ionizing pions in the electromagnetic calorimeters is included explicitly. 

In order to determine one set of numbers which would charcterize the average response 
of each detector, test beam measurements were simulated in QFL. Pions and electrons were 
shot at every T/ tower: 50 GeV electrons in the CEM, 100 GeV electons in the FEM and 
PEM. 57 Gev pions were used in the CHA and WHA, 100 GeV in the PHA and FHA. The 
total energy was determined by our jet clustering algorithm, where the actual clustering 
was done on energy rather than Et and the single tower threshold was set to O. Pions which 
showered early were removed from the response fit. Fits were done in 2 steps - first a rough 
Gaussian to find the approximate mean and sigma of the response and then a second fit 
done with points within two sigma of the rough mean. Before an average was made, points 
near detector boundaries were removed from the sample. The remaining points, far from 
edges, had a very uniform response. 

The results of tests are very encouraging. Figure 5.12 shows the ratio of energy de­
posited in the calorimetry to momentum for charged pions in the central calorimeter. The 
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low energy non-linearity is reproduced reasonably well, as is the single inclusive jet Pt spec­
trum, figure 5.13. TJ cracks at 90, 30, and 10 degrees are modeled geometrically and the 
response in the first appears similar to that in the data. The match is not as good at 
detector TJ = 1.1, the 30 degree crack and is poor at TJ = 2.4, the 10 degree crack. See 
figure 5.14. 

5.5.3.3 Associating partons with jet clusters 

Our correction run consisted of 200,000 of the clean dijet events mentioned above, simulated 
with QFL. The </> of the system was random and the z vertex, generated with a mean of 
3.0 and sigma of 31 (as in the real data), was required to be within 60 cm of the nominal. 
Cluster-parton matching was done on the basis of TJ-</> separation. Clusters more than .4 
units away from any parton were rejected. If more than 1 cluster matched a parton, the 
event was rejected. Partons for which there was no matching cluster, having been too 
soft or having disappeared down a detector crack, were ignored in the analysis. Because 
our fragmentation procedure does not conserve Pt, we made a similar association between 
the clusters formed by detector simulation and clusters made with the final state particles 
produced by fragmentation and thus produced a second correction map at the same time. 
In the next section, every comparison of parton versus cluster Pt has been repeated for final 
state particle versus cluster Pt. 

5.5.3.4 Associating Parton or Final Particle Pt with Cluster Pt 

To make the response map, we started by dividing up detector TJ-cluster Pt space into a 
grid: 42 segments, ea.ch of width .1 in detector TJ and 20 bins in cluster Pt, with the bin 
size the smallest at low Pt, where we expected the fastest change. For each of t~e points on 
this two dimensional grid we kept a histogram of the associated parton Pt. We then fit a 
Gaussian to each histogram and extracted a mean and sigma, correcting the sigma for the 
cluster Pt bin size. (Needless to say, one would expect a greater variety in parton Pt for a 
wide cluster Pt bin than a narrow one.) Because of long tails in some of these histograms, 
created say, by partons which deposited only a small part of their energy in the calorimeter, 
a simple average would have resulted in an unrealistically high response. Using the means 
and and errors on the means from the gaussian fits just calculated, we made a quadratic 
fit of parton Pt to cluster Pt at each detector TJ. We fit over most of the kinematically 
allowed range in cluster Pt, leaving out a little at the top and bottom to make sure that all 
cluster energy values considered could have come from a full- range of partons fluctuating 
up or down. Figure 5.15 contains sample fits for the canonical regions, the central, plug, 
and forward as well a.o; the crack regions, where the y-axis is final state particle Pt. 

5.5.3.5 Smoothing and Parameterizing the Correction Coefficients 

The fitting procedure produced three coefficients for each of the 42 TJ bins. To remove any 
statistical fluctuations still present in the results we used a smoothing routine [75] on each 
of the sets of coefficients. The smoothing procedure was used only in the bulk regions of 
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the central, plug, and forward detectors where we don't expect any rapid change in the 
coeffcients and indeed, its impact is small and largely decorative. In order to construct a 
continuous map, we made a cubic spline fit to each set of coefficients. The algorithm ensures 
continuity in the function and its first two derivatives at every point. Figure 5.16 shows 
three graphs of the three coefficients of the quadratic fit of final particle Pt to QFL cluster 
Pt versus detector q. 

5.5.4 Ilesults 

In figure 5.17, we show the average ratio of cluster Pt to final particle Pt versus detector q 
for a series of cluster Pts. As expected, the ratio tumbles down in the crack regions. It is 
also quite different in the bulk regions of the three detectors. As pointed out earlier, the 
fact that a Central jet of given Pt is far less energetic than a jet of the same Pt in the plug 
or forward means that it will be more susceptible to the soft pion response droop. Soft 
tracks will also be more likely to curl up and be lost in the magnetic field. 

The critical test of our correction map was to check its effect on dijet balancing from 
the 1987 run. Our event sample consisted of central - other detector dijets. We expect 
that because of detector differences the two jets will not, on average, balance in Pt. We 
hope that with our correction, they will. However, until we have, for example, a. large 
collection of direct photon events, in which a. photon recoils a.ga.inst a. jet a.nd its energy 
is well measured in a.n electromagnetic calorimeter, we cannot check the absolute energy 
scale or sa.y very much a.bout how well the corrected jet energies reflect those of the partons 
which produced them. For the purposes of this analysis however, only the relative energy 
scales of the calorimeters is important. 

Figure 5.18 illustrates the technique used (78]. We project the missing Et vector onto 
the a.vera.ge dijet a.xis. We expect this longitudinal projection to depend largely on detector 
effects. The transverse projection, along an a.xis perpindicular to the a.vera.ge dijet a.xis, 
should depend on both detector effects and the presence of third clusters. We define the 
positive dijet a.xis to point a.wa.y from the central jet. With Central-central jets we assign 
the positive direction a.t randpm. Thus the sign of the a.vera.ge missing Et projection tells 
us of a. difference in energy scale between two detectors. 

Figure 5.19 shows the longitudinal missing Et projection for ea.ch of the detector and 
era.ck regions, normalized to the Et of the central jet. Following our definition, negative 
values mea.n tha.t the central response is higher. Positive values imply tha.t it is lower. As you 
can see, the response in the central is lower than tha.t in the plug.and forward, and greater, 
naturally, than tha.t in the era.ck regions. The differences are of order 5 percent. Figure 5.20 
shows the sa.me plots a.fter correction. Within errors, all plots ha.ve been centered, with the 
exception of the 10 degree era.ck, indicating tha.t we have eliminated jet energy response 
differences between the calorimeters a.nd done a reasonable job of correcting for reduced 
response in the detector boundary regions. 
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5.6 Other Preliminary 'Thsts 

An important test of both our event generator and our detector simulation was to compare 
the spectrum of missing Pi in the Monte Carlo with that in the data. We took central dijet 
events from the so-called medium trigger sample, demanded their total Pt to be at least 45 
GeV, to avoid trigger bias, and that there be no other clusters above 10 GeV. As described 
above, we decomposed the total Pt into components along and perpindicular to the average 
dijet axis. Again, we expect the spread of the perpindicular component to be determined 
by third clusters in the event and that of the parallel component by energy resolution and 
any third clusters. We compared the distribution of these two variables in the real data 
with that obtained by generating central dijet events with ISAJET and simulating them 
with QFL. Figure 5.21 shows the real data and and figure 5.22, the simulated data. As 
you can see, the distributions are extremely similar, leading us to believe that we are doing 
a reasonable job, both in generating the rough features of dijet events, and in modeling the 
resolution of the detector. 

We also attempted to see if the jet energy correction would smooth out the detector 71 
distribution of jets. We tried to find an unbiased sample of third jets by looking for events 
for which 

• The leading jet satisfies the hardware trigger 

• The leading two jets are in the central 
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Figure 5.22: Central Dijet Missing Pt: Perpindicular and Parallel Components, Monte Carlo 
simulation 

These two criteria free us from trigger bias in finding the third jet. We then look for other 
clusters whose <P centroids are more than 1.0 units from the <P centroids of the two leading 
central clusters. This last criterion ensures us that having two central clusters does not 
bias us against finding a third. The detector 77 distributions for third jets with corrected 
Pts above 15 Gev are shown in figure 5.23. It is clear that even with the correction, we 
have not magnaged to smooth out the 77 distribution. We have overplotted the results of 
our simulation. Whether or not the ISAJET generator produces the correct detector 77 
spectrum of third clusters, it is clear that our detector simulation does not correctly model 
the crack at detector 77 = 1. The dijet balancing results for this region were made with jets 
of 35 GeV Pt and above, to free us from trigger bias, whereas the majority of the jets in 
the sample considered here are between 15 and 20 GeV, and are more susceptible to crack 
effects. The third jets in our final event sample have a mean Pt of 33 GeV, but we will 
consider the effect of this crack in our section on systematic effects. 

5. 7 Summary 

We have followed the reconstruction of jet events from the raw data all the way to our final, 
energy-corrected jets .. A number of obstacles appeared at the beginning, particularly those 
involving calorimeter cleanup. Once we cleansed the data of calorimeter backgrounds, we 
performed our jet clustering in a very conventional way, and corrected jet energies with the 
help of our Monte Carlo simulation program. 
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Chapter 6 

Geometric Acceptance Issues 

6.1 Introduction 

In measuring the distribution of a variable such as cos (J*, one is implicitly integrating over all 
the other variables of the system. If one is allowed the luxury of extending this integration 
over the whole range of the other variables the measurement of the distribution will be 
unbiased. Sadly, this is rarely the case. Not only can the limited acceptance of the detector 
place constraints on these integrated variables but often the quantities on which the events 
are triggered can create serious biases in the measured distributions. 

Worse yet, it may be impossible to define a distribution in any sensible way. Consider 
the distribution f, of a variable x. Suppose that f also depends on a variable y. If f is 
separable, 

f(x,y) = fi(x) * h(Y) 

then no matter what the cuts on y may be, provided they are the same over x, the shape 
of the distribution over x will be the same. If f is not separable, then the shape of the 
distribution will depend critically on the cuts, particularly if f is changing quickly near 
those cuts. 

In two jet events, theory predicts, and experiments have shown, that /(cos (J*) is sep­
arable to a high degree. To a lesser extent, theory predicts separability in the 3-jet cos (J* 

distribution. In this analysis, I will assume separability and try to find a uniform region 
of phase space over which the trigger and event selection criteria are fully efficient, and 
for which the phase space available to the integrated variables is uniform over the range of 
cos (J* that I consider. The distributions of the other angular variables I examine will be 
based on the same region of phase space. 

Ours is not the only possible approach. An alternative is to make a set of cuts which 
ensures a large three-jet sample and then to use a Monte Carlo simulation to correct not 
only for detector effects but for biases introduced by the original cuts. Because the success 
of this method hinges critically on the accuracy of the Monte Carlo, both in simulation and 
generation, we decided against it and have only used Monte Carlo techniques to correct for 
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detector effects, a topic which will be discussed in the next chapter. 

6.2 The Two Jet Case 

Because the three-jet system is rather complicated, let's examine acceptance issues in a 2 
jet system first [5]. The analysis can then be readily extended to handle another jet. If we 
assume our jets to be massless, there are six indepenent variables. Three are boost variables 
which describe the motion of the dijet's center of mass. The most important of these is 
yboo5t, the rapidity of the dijet system along the z direction. Transverse boosts are generally 
small. There is one trivial angle, </>, which describes the azimuthal orientation of the dijet 
in the center of mass. There is the invariant mass, M, of the dijet system or equivalently 
the magnitude of the momentum of either jet, called p*. Finally, there is cos(}*, the cosine 
of the scattering angle. Now, we don't directly measure cos (}* in a 2 jet event. Instead we 
measure the pseudorapidity, T}, which we assume equal to the rapidity, y, of the jets, from 
which we can calculate the yboo5t = (y1+Y2)/2 and y• = (y1-Y2)/2 of the system. y•, where 
tanh y• = cos(}*, is the dynamical variable we're interested in. yboost is a kinematic variable 
given by the xs of the colliding partons. By kinematic variable, we mean a variable whose 
value is determined through energy-momentum conservation alone. Dynamical variables 
are those which cannot be specified so easily. Recall that 

P1 = (x1 - x2)Ebeam 

and that 

Thus 
boost 1 1 XI 

Y = - n-
2 x2 

The z vertex is a related issue. Figure 6.1 should help sort out these three variables. The 
square with vertices C is the central detector in yi,y2 space where we've assumed that the 
collision occurred at the nominal vertex. The yboost and y• axis are at 45 degrees with 
respect to the yi,Y2 axes. The diamond with vertices R is therefore an unbiased region of 
phase space, that is, for each value of y• there is the same amount of nondynamical yboost 
over which to integrate. Furthermore, for any yi,y2 pair we are guaranteed a central trigger 
candidate, since both jets are in the central detector. Any rectangle inscribed within the 
square with vertices C would also do, but would involve a different range of y• and yboost. 

When the event vertex shifts, the ys of the detector towers change also. In particular, 
the y1-Y2 range of the central detector changes (the shifted square with vertices CS, corre­
sponding to some Z vertex less than 0.0). However, since y• is a difference of ys, it remains 
unchanged. The range of yboost accepted by the detector changes, but remains uniform over 
y•. The rectangle with vertices A is a region of uniform acceptance in y• and yboost. Thus 
to ensure uniform acceptance over y•, we accept a range of yboost which depends on the 
vertex shift. 

In the 2-jet case, the magnitude of the momentum of either jet, P*, is half of M. Sadly, 
jets are more naturally defined in Pt, the quantity on which our detector triggers. As you 
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x boost no explicit cut 
y boost no explicit cut 
z boost = Yboost I Yboost I < .43 
<P* no cut 
t/J* 30 < t/J* < 150 
cos()* cos()* < .6 
Invariant Mass M < 150 GeV 
X3 X3 < .45 
X4 x4 < .45 (no cut) 

Table 6.1: Three jet variables and cuts 

can see from figure G.2, the Pt cut dictates a range over which our cos()* acceptance will 
be uniform. Let the length of the shorter vector, Pi, represent a P* cut in a 2-jet event. 
As()* drops, so does the cluster Pt until it finally drops below the Pt cut. Allowing smaller 
values of()* will result in nonuniform P* acceptance. A larger P* cut, represented by P2, 

allows us a greater range in ()* but only at the price of weaker statistics. 

To summarize, then, we choose a range in Yl and Y2 such that at least one of the two 
jets lies in the central detector. This, in turn, allows a range of possible y*s and y600sts. 
The more of one variable we permit, the less we permit of the other. The range of y• also 
dictates the minimum invariant mass which will be accepted uniformly over y*. Hy• grows 
too large, the jets will not have sufficient Pt to trigger the event. 

6.3 The Three Jet Case 

Many of the ideas just developed can be applied to the 3 jet system. Assuming once again 
that the jets are massless, a three jet event can be described by 9 variables: 3 boost variables, 
3 external variables, and 3 internal variables. We have listed the variables in table 6.1 along 
with the associated cuts. The three boost variables are the f3s which bring the jet system 
from the lab frame to the center of mass. Of these three, the z boost is the most important. 
x and y boosts are generally small, as in the 2-jet case. 

The three external variables are three Euler-like angles which specify the orientation 
of the three jets in space. Again, there is one dull angle ¢, which describes the azimuthal 
direction of the leading jet. There are also two interesting angles. As with the 2-jet case, 
one of these is (}*, the angle, in the center of mass of the colliding partons, between the 
leading, that is to say, most energetic jet, and the beam line. 

I have followed the prescription of Soper and Collins [64] in the tricky question of just 
what the beam line is in this special frame. Refer to Figure 6.3. First, calculate x1 and 
x2, the momentum fraction of the partons from proton and antiproton respectively. Since, 
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direction· of beam line 

+ 
4 

boosted parton 2 

Figure 6.3: Defining the Beam Line 

Ecm = J2x1x2Pbeam 

we can solve these two equations for x1 and x2. Let 

R = V(l + E'fm/ P1~n9 ) 

P1on9( -1 + R) 
XI= 

Assign the preliminary 4-momenta 

( 2 * Piieam) 

x
2 

= .11on9(1 + R) 
(2 * Piieam) 

P2 = (0, 0, -x2Piieam, x1Piieam) 

to the two partons. Now the (3 of the center of mass is simply 

f.I _ P1on9 
JJcm -

Etot 

r 
boosted parton 1 

where Etot is the total energy of the 3-jet system in the lab frame. Use f3cm to boost 
both preliminary 4-momenta into the center of mass. Define the beam line direction as the 
difference of the two. 

The second azimuthal angle,'¢*, the angle of rotation of the event plane about the axis 
of the leading jet is also interesting. '¢* = 0 is the case where the plane defined by the beam 
and leading jet and the event plane are parallel and where the projection of the second 
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leading jet along the direction of the fast incoming parton is large as possible. For 1/J* = 
90 the planes are perpindicular. Configurations in which 1/J* is near 0 or 180 are enhanced 
relative to those near 90, signalling the contribution of initial state radiation. 

The three internal variables specify the total center of mass energy of the hard scattering 
and how the energy is shared among the three jets. Since we can think of the vectors which 
make up the jet as the three sides of a triangle, we need only specify three parameters, 
such as three lengths, or two lengths and an included angle, to completely define the 3-jet 
system's internal structure. I will use M (the invariant mass) and the energy fractions of 
the leading and subleading jets (ordered in energy in the parton-parton center of mass), x3 

and x4, as internal variables. Thus if xs denotes the energy fraction of the smallest jet, 

X3 + X4 + X5 = 1 

3-body phase space is uniform in x3 and x4. 

There are also experimental variables and corresponding cuts which determine the 
event sample. 

• We demand that the z vertex of the event be less than 60 cm from the nominal CDF 
vertex so as not to strain unduly our projective geometry. 

• We accept as jets only clusters with at least 15 Gev Pt( corrected). 

• We demand that the missing Pt significance of the event be less than 2.5 

• Fourth, because of low beta quad cutouts in the FHA, and consequent loss of hadronic 
coverage,we take no clusters whose 1/ centroids are greater than 3.5 in absolute mag­
nitude. 

• Because of spurious triggers in the forward and plug regions, caused by calorimeter 
backgrounds, we insist that the central jets in the event could have, by themselves 
produced the trigger. 

At first, in order to prevent bias towards 3-jet configurations in which two jets were in 
the central, we insis~ed on a single jet trigger. Later, after discovering that our choice of 
kinematic cuts made it impossible for there to be fewer than two central jets anyway, this 
condition was relaxed. 

One reason for insisting on a leading central jet was to simplify the acceptance analysis. 
We hoped to make it as much like the 2 jet case as we could. Recall that in the two jet 
case there are but 6 variables: the three boosts, P*, cos(}*, and an uninteresting azimuthal 
angle. Since these same variables occur in the 3 jet case let's follow the 2 jet acceptance 
analysis as far as it will take us, keeping in mind that the systems are not quite the same. 

In a three jet event, where there is no simple relation between the ys of the jets and 
the rapidity of the center of mass, it is impossible to demonstrate a solution to they* ,yboost 

acceptance question with a simple geometric picture. Nonetheless, by using what we learned 
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Figure 6.4: Y* and yboo.st in the 3 jet system 

from the 2-jet analysis, we can find an unbiased event sample. Let Y1, be the rapidity of 
the leading jet. Let yboo.st be the rapidity of the 3-jet system and, just as before, define 

y* = Yl - yboo.st 

Once again, 
ta.nh y* = cos (}* 

H we choose a range in y•, such that 

and insist that the leading jet( number 1) always be in the central detector, 

100 

-

_1 

... 

-· 

-

., 

-

-

-



-

then the rectangle outlined by 
jy*j = y•max 

and 
I yboost I = yj™1x _ y•max 

will be a region of uniform acceptance in y•. Figure 6.4 shows the chosen region in y• ,yboost 

The z vertex shifts are handled as before. The range of yboost will change, but will remain 
uniform over y•. Note that we have merely chosen a region of uniform acceptance over 
yboost. We must check that, given the cuts on other kinematic variables, we actually include 
the whole yboost range in our data sample, that is always pick up the other two jets. 

No cuts are made on the transverse boost variables. Instead, we cut on the missing Pt 
significance, which we insist be less than 2.5. 

Another variable common to 2 and 3 jet events is M, the invariant mass of the jet 
system, which, in both cases, is a natural variable on which to cut: above any reasonable 
value of M, jet cos 8* distributions should look the same independent of M. As in the 2-jet 
system, the basic idea is to set the invariant mass cut high enough such that given a range of 
cos 8*, there will always be enough central Pt available to trigger the event. Unfortunately, 
since the magnitude of Pt no longer fixes the invariant mass, we cannot use the same p• 
cut technique. Nonetheless, the basic idea is the same. To begin with, let's say that we 
want to trigger on the leading jet. We know that if a 3-jet system of given M and e• passes 
the single leading jet trigger requirement, the same system at a larger e• will also pass the 
trigger. For a given M, the worst case is at the lower end of thee• range. How high need 
M be to guarantee a trigger at that value of 8*? Well, the smallest possible center of mass 
energy for the leading jet is M /3. Therefore if we insist that 

M 3*Pt 
> . e· sm min 

where P{ is the trigger threshold. Then 

P • . e· M nc 
1 sm min > 3 = rt 

and the leading jet will always trigger the event. 

Having specified the cuts on boosts, the invariant mass of the system and the value of 
e•, we still have 4 variables to worry about: the </>* and .,p• variables, and two remaining 
internal variables which specify the energy of the two secondary jets. As in the two jet case, 
</>* is trivial. The other three, unique to the three jet system, are a bit more thorny. Let's 
examine each of them in turn and the special troubles associated with the event selection 
criteria, starting with ,p•. 

We would like our .,p• acceptance to be uniform over all values of e•. Unfortunately, 
our cuts may dictate otherwise. Now, the trigger condition will remain satisfied over .,p•, 
since ,p• is a rotation about the leading jet. However, the secondary jets may rotate in and 
out of the detector volume. In the UA2 experiment this was a particularly large effect. At 
CDF, where the T/ coverage is excellent and particularly in this analysis, where y• and yboost 
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are limited anyway, we rarely lose any of the jets. However, for secondary jets whose Pis are 
close to the 15 GeV threshold, the cluster cut can have a considerable effect, because the 
event rotation can make secondary jet Pis drop below threshold, turning three jet events 
into two jet events. 

Another issue is the 11-<P radius of our clustering algorithm and the variable x3. As the 
leading jet's share of the total energy approaches .5, the other two jets will grow increasingly 
collinear. At some point, depending on the orientation of the 3-jet system, the clustering 
algorithm will no longer be able to distinguish the 2nd and 3rd jets. 

To understand the effects of the clustering radius and the Pi cut we made a series of 
Dalitz plots using a simple phase space generator. At each of six values of cos IJ* and seven 
values of ¢*, with M at its lowest possible value and yboost = 0, we looked for regions of 
phase space for which: 

• Jet 2 fails the cluster Pt cut 

• Jet 3 fails the cluster Pt cut 

• Jets 2 and 3 fail the cone radius (da) test. Secondary Jets are separated by less than 
.9 units in 11-<P space 

We used an alternative definition of ¢*. Here we distinguish ¢* from its supplement by 
defining ¢* = 0 as the case where the second leading jet is closest to the beam line, a 
definition which allows us to see the effect of the Pt cut more clearly. In the end, our cuts 
at the high and low ends of the ¢* spectrum will be symmetric anyway. See figure 6.5. 

In all three plots, the Pt cut on the third jets is a bite out of the upper right corner 
of the Dalitz plot. The da cut is a long slice out of the right hand side, an effect which 
changes little over¢* and IJ*. This corresponds to the case where the leading jet has nearly 
half the available energy and forces the other two jets to be nearly collinear. Variations in 
IJ* and ¢* produce radical changes in jet Pi. For¢*= 160, coslJ* = .6 the Pt cut carves a 
very large chunk out of the Dalitz plot. In this case the third jets Pt is falling below the Pt 
cut. At ¢* = 20 cos IJ* = .6 some of the second jet Pts start to fall below the Pt cut. To 
eliminate holes in the acceptance we make a cut in ¢* such that 

30 < .,µ· < 150 

Next, to find an acceptable range of x3 and x4, we merely draw horizontal and vertical 
lines in the Dalitz plots such that the x3 and x4 cuts are stricter than the effects of the Pt 
cut and angular resolution. Because the X4 cut has such a small effect on our distributions, 
we eventually decided to omit it altogether. 

The trouble with insisting on a leading jet trigger is that it severely limits the number 
of events in the final sample. Combined with our other cuts, we were left with but 91. 
However, given that we insist on a leading central jet and make several other cuts, all of 
which tend to eliminate jets in the gas calorimetry anyway, we decided to look at the number 
of central jets in the final sample. Not surprisingly, all events had at least two central jets, 
and most had three. The original cut of M = 168 was designed to handle the worst case 
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: a leading central jet and two other gas jets in the Mercedes configuration. In fact, such 
nightmares never come true. As we shall see in the next chapter, at an invariant mass of 
150 GeV, the minimum uncorrected central trigger-Et is still well over threshold. 

Let's summarize our 3-jet cuts. We make cuts in y• and y600~ such that the leading 
jet is always in the central detector and set the invariant mass cut high enough to make 
sure that two central jets are easily sufficient to trigger the event by themselves. We make 
cuts in ,p• and :t3 to make sure that the jets are widely separated and that their Pis exceed 
15 Ge V, the Pt at which we believe our clustering algorithm to be fully efficient. The final 
cuts are listed in table 6.1. 
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Chapter 7 

Experimental Results 

7.1 Detector Acceptance 

Although the geometric acceptance cuts should not bias our distributions, we must still 
check for systematic errors introduced by our good but imperfect detector. Detector effects 
include those of triggering, i.e. Do we trigger on the events in our chosen realm of phase 
space? and those of calorimetry, i.e. If we trigger on an event, how will we interpret it? 

7.1.1 The Trigger 

Trigger efficiency is the easier issue. Because of the large invariant mass cut, there is lots 
of energy in our 3-jet events. Moreover, because we have a very limited range of y• ·and 
yboost most of that energy turns into Et in the central detector. In fact, there are always 
at least two central jets. Since the minimum uncorrected jet Pt we consider is 10 GeV, a 
second jet always brings in at least an extra 10 GeV to help satisfy the trigger. Figure 7.1 
shows central Et for our final event sample with medium trigger conditions. The minimum 
central Et (uncorrected) for our invariant mass cut is 50 GeV, well above the hardware 
threshold of 30 GeV. Studies have shown that the trigger is fully efficient when the true 
detector Et is a few GeV above the hardware threshold, far below our minimum three-jet 
sum Et,. Nor should we be triggering preferentially on events with large underlying event 
Et, which contributes on average only 12 GeV or so to the central sum Et,. 

7.1.2 Calorimetry 

Having demonstrated that we trigger with full efficiency, we now need to show whether or 
not the calorimeters could distort our measurements. For answers, we turn to our Monte 
Carlo simulation programs. They were two: 

• ·The Full Service Monte Carlo, used for the acceptance correction 
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Figure 7.1: Trigger Et versus invariant mass cut 
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• A Fast Monte Carlo, used to assess the effects of possible inaccuracies in the acceptance 
correction 

7.1.2.1 The Full Service Monte Carlo 

Our full service Monte Carlo consists of the ISAJET generation program (version 5.38) 
and QFL, our fast but reasonably complete detector simulation. We don't expect ISAJET 
to reproduce our data to the last detail, but hope that it is good enough to make rough 
acceptance corrections. The one unfortunate feature of using ISAJET for making detector 
acceptance corrections is the need to do an extra round of clustering. Three jet events in 
ISAJET do not consist of three hard partons, whose energies and directions would determine 
the 3-jet kinematic variables. At the end of the perturbative shower there are generally 
dozens of quarks and gluons and, after fragmentation, hundreds of pions, kaons, photons, 
and other particles. To make a comparison with some sort of theory, one must assemble the 
partons or particles into clusters. There are many ways to construct such an algorithm, but 
as a minimal requirement, one should insist that it behave, as much as possible, like that 
for the jets from the full simulation. In our usual indecisive way, we tried two approaches. 

• Parton clustering - Take the final state partons produced by ISAJET and cluster 
them with a simple fixed cone algorithm, drawing in secondary partons around a few 
leading ones. 

• Final state particle clustering - In this approach, the energy of each final state particle 
is assigned to the TOWE tower toward which it was originally directed. No z vertex 
shift is used. Jet clustering is then performed on this artificial TOWE bank using the 
standard algorithm with default parameters. 

The two approaches have their strengths and weaknesses. The first method has the 
advantage of simplicity. Given a clustering cone size, it is reasonably easy to decide which 
partons belong where, largely because there aren't that many particles. Its great weakness 
is a problem inherent in ISAJET. Because ISAJET must make massive jets out of massless 
final state partons, energy and momentum are not locally conserved during fragmentation. 
What this means in practice is that clusters made from particles tend to have less Pt than 
the corresponding opes made from partons. One can construct a correction algorithm to 
compensate for this effect, but it is somewhat ad hoc. 

Clustering the final state particles has the advantage that the Pts and energies thus 
formed correspond to those we used in the correction. As we shall see, the energies we 
measure in the real data are well reproduced by the Monte Carlo, which, in turn, correspond 
nicely to the energies of final state particle clusters, after the proper corrections have been 
made, and for this reason, we chose to evaluate our acceptance using this method. 

Let us turn to the method of final state particle clustering and see how kinematic 
quantities such as jet Pts compare, before and after simulation. We take as our event 
sample the three jet events generated for the eventual acceptance correction, almost a 
quarter of which are 3 jet events. The Pt of jets from the detector simulations are corrected 
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as described in chapter 5. An event need pass only the minimal cuts of three clusters with 
1171 < 3.5 and Pt in excess of 15 GeV. We make a double pass through each event, calculating 
3-jet kinematics for both the final particle and QFL clusters. For those events which are 
considered 3-jet events by both algorithms, about 70%, and for which the values of 1/J* 
and (}* obtained by each algorithm are approximately equal, allowing a fair comparison, we 
histogram the difference of several important kinematic quantities. Figure 7.2 shows plots 
of the difference in the Pis of the first, second and third jets. To avoid selection bias we 
choose only pairs where one of the two jets had more than 20 GeV Pi. All three Pis match 
quite nicely. The difference of the leading jet Pis, which are themselves about 55 GeV on 
the average, is about 7.7 GeV, roughly what one would expect from a jet energy resolution 
of 100% over the square root of E. 

There are naturally some inherent differences between the two three-jet samples used 
for the acceptance correction. 

• The z vertex - there is no z vertex shift at the parton level 

• Missing Pt - The Pt balance cut acts in two very different ways on the two samples. 
Since the missing Pt in the event is simply the total vector Pt of the three leading jets, 
fourth clusters can lead to missing Pt at both levels, but at the final particle level, 
there is no possibility that a jet could disappear through a crack in the detector. 

Fortunately, our z vertex cut and missing Pt significance cut are at two standard deviations 
or more, and their effect is small and unbiased. 

7 .1.2.2 The Toy Monte Carlo 

Our second line of attack in assessing various systematic detector effects is a fast Monte 
Carlo program. It consists of the PAPAGENO event generator, which creates 3 jet events 
with an exact matrix element weighting, and a simple detector simulation, both of which 
are described in appendix C. The detector simulation is nothing but the inverse of the jet 
energy correction function described earlier, plus an assortment of special features. 

We use the fast Monte Carlo to get a rough idea of how uncertainties in our acceptance 
correction procedure, such as energy scale resolution, might affect our measured distribu­
tions. We can also examine theoretical uncertainties, such as those involving the structure 
functions. We ran OUT Monte Carlo reconstruction analysis twice on the same set of events, 
with and without a particular effect turned on, and looked for systematic changes. However, 
because our geometric: acceptance was already very flat, our Fast Monte Carlo fairly crude, 
and our final event sample so small, systematic effects we see with the Fast Monte Carlo 
are generally much smaller than the corresponding statistical errors in the data, which are 
between 15 and 25 percent. 

7 .1.2.3 Preliminary Comparison with the Data 

As a preliminary test, we compare the invariant mass of three jet events produced by both 
the full and fast Monte Carlos with those of the real data, a spectrum which is determined 
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X1 

Figure 7.3: Acceptance in x1-x2 space 

largely by the parton momentum distribution functions. We can't expect to use our Monte 
Carlos as correction guides if they don't faithfully reproduce something as simple as the 
invariant mass distribution. We expect to do fairly well, for our acceptance cuts on ybooat. 

and the invariant mass limit us to fairly large values of x1 and x2, the energy fractions of the 
colliding partons. The allowed region in x1-x2 space is shown in figure 7.3. The smallest 
value of x1 or x2 is about .19, far above the low x region where the momentum distribution 
fractions are poorly measured. From figure 7.4, it is clear that the Monte Carlos are doing 
a reasonably good job. 

As another test, we compare the missing Pt significance of the two Monte Carlos with 
the data. The three spectra are similar, with the match between the fa.st Monte Carlo and 
the data better than that between the full simulation and the data. This should not be 
surprising, as the parameters which determine the missing Pt in the fa.st Monte Carlo were 
tuned to reproduce the missing Pt spectrum of the full multijet sample. 

7.1.3 Systematic Effects introduced by the detector 

There are several systematic effects which might change the shape of our distributions. 

• Variations in the energy scale throughout the detector 

• Finite Energy Resolution 
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• Cracks in the detector 

The first two factors are fairly straightforward to examine. Absolute energy scales are 
not that important to this measurement, as we are interested mainly in angular distribu­
tions. Of more significance are possible energy scale differences among the various regions 
of the detector. From the results of dijet balancing we determined the relative energy scales 
in the detector to a few percent, our uncertainties being largest in the crack regions where 
the event sample is small and the resolution poor. We know that our jet correction is not 
perfect, as dijets do not balance even after correction. We can therefore estimate the error 
in the correction as the percent error in the matching, the central detector assumed perfect. 
Its effect on our distributions can be estimated by rerunning the analysis with the energy 
of each jet in a given region shifted up or down by that percent error, or, as a worst case 
scenario, using that percent error plus a little more, how much more determined by the 
width of the distribution. 

Energy resolution can also be examined using the fast Monte Carlo. From our QFL 
studies we expect our jet energy resolution to be about 80 percent over the square root of 
the energy in the bulk regions of the central detector and worse in the crack regions and 
plug. To see if resolution affects our distributions, we change the amount by which we 
smear the energy of each jet (some coefficient times the square root of the energy) in the 
Fast Monte Carlo, varying the coefficient separately in each region of the detector. 

The cracks are more difficult to assess. We have demonstrated that the crack regions 
are not perfectly modeled in QFL. Real jets tend to lose more energy to cracks than do 
their artificial conterparts. In particular, the probability of catastrophic energy loss appears 
higher in the real data than in our simulation. In a crude attempt to model this extra 
leakiness, we wrote a simple routine which cuts jet energies in the crack regions by a factor 
of 2 with a certain frequency. The frequency, which depends on the crack region in question 
(90 degrees and 30 degrees for this analysis), was tuned so that the distribution of third 
clusters shown in chapter 5, figure 5.23, looked like the real data. 

7.2 Other Uncertainties 

Another class of possible systematic effects are those which involve ambiguities in our re­
construction analysis. Such .factors can obscure the relationship between the measured 
distributions and the ideal ones to which we compare them. 

• Treatment of fourth clusters 

• Event kt and transverse boosts 

As for four jet events, we follow the UAl policy of including them in our sample at a lower 
invariant mass. We do not, however, simply take the three jets with the highest Pt. Instead, 
we take all jets with at least 15 Ge V Pi, boost into their collective center of mass frame, 
and choose the three with the highest energy in that frame for our analysis. Using the 
four jet events is a practical choice. With a very high invariant mass cut, the chance of 
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getting a fourth jet is not small. In fact almost a quarter of our final event sample consists 
of four jet events. It should come as no surprise that this is a larger percentage than that 
reported by the UAl group as our 1J coverage extends much further. Still, we can repeat 
the analysis, using the UAl prescription or omitting fourth jets altogether and see how our 
results change. 

Whether or not there are fourth jets in a given event, the net Pt of the three jet event 
is often nonzero. In order to make each event look as much like a pure three jet event as 
possible, we follow the UA experiments in making transverse, as well as longitudinal boosts, 
to bring the event into the center of mass in all three directions. However, to compare with 
the CDF dijet cos(}* analysis where no transverse boosts are are made, we have repeated 
the three jet cos(}* analysis using only longitudinal boosts. 

7.3 The Results 

7.3.1 cos()• 

The first and perhaps most important measurement of this thesis is that of cos(}*. As 
mentioned in chapter 4, we expect its distribution to be similar to that for 2-jet events -
basically a Rutherford scattering form, 

f(8*) = (cos8*)-4 

modified by our inability to distinguish forward and backward scattering. ff we wish, we 
can distinguish negative from positive values of cos(}* by defining positive values as those 
where the leading jet lies along the direction of the fast incoming parton. Because quarks 
are generally more energetic than gluons but gluons radiate more readily than quarks, 
there should be a tendency for the fast incoming parton and leading jet to be lie in the 
same direction [60]. The predicted asymmetry is small for our cuts and the data is quite 
symmetric. 

We have plotted the distribution of cos(}*, area normalized, in figure 7.6. We have 
also included our ISAJET Monte Carlo results and that obtained from the tree level jet 
generator PAPAGENO. All predictions, area normalized, are consistent with the data. 

Our acceptance correction appears in figure 7.7. We used 1000 events from our full ser­
vice Monte Carlo, a data set 10 times the size of our experimental sample, which makes the 
associated statistical errors about one third as large. We have made a smooth approxima­
tion to the result and used it to correct to our cos(}* distribution, reducing the distribution 
at the high end and raising it in the middle. In figure 7.8, we show the final acceptance 
corrected distribution, the exact matrix element result, and that for the two jet case. Not 
surprisingly, they are very similar. 

7.3.2 'l/;* 

The normalized t/J* distribution is plotted in figure 7.9, along with the QFL and Fast 
Monte Carlo predictions. The results are only half satisfactory. The segment below 90 
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Figure 7 .9: ¢*, no acceptance correction 

degrees shows unmistakeably the expected rise as ¢* approaches 0, which should indicate 
the contribution of initial state radiation. That part of the spectrum above 90 is very 
disappointing, showing little perceptible rise even in the last bin, where it should be most 
obvious. The result is difficult to explain. It's a two sigma effect, significant enough to be 
annoying, but not enough so to be remarkable. Our acceptance, figure 7.10 is basically flat. 

I should begin by making it very clear that we are not calling the standard model into 
question. Figure 7.11 shows the 1/J spectrum for all events which pass every cut except that 
on¢* itself. We cannot claim uniform acceptance before 30 or past 150, but whatever it is, 
the acceptance should be symmetric. The overall spectrum shows no marked asymmetry. 

From Monte Carlo studies we learned that detector effects could easily shift the ¢* 
value of an event by more than a bin width, here 20 degrees, and therefore searched for a 
systematic effect which might produce the observed asymmetry. Recall that we defined ¢* 
as the angle of rotation of the plane of the 3-jet event about the axis of the leading jet. At 
0 and 180 degrees, the three jets and the beam line lie in the same plane. To distinguish 
the two planar cases we defined ¢* = 0 to be the configuration where, in the center of 
mass frame, the second jet points more along the direction of the fast incoming parton. For 
non-planar events, we can distinguish ¢* from its supplement in the same way. The point 
of distinguishing ¢* from 180- ¢* is basically the same as that of distinguishing cos fJ* from 
its opposite: we might hope to show that gluons radiate more readily than quarks [54]. 
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Jet .2 
Jet 3 8) C) 

Figure 7.12: planar events a) Center of mass b) 'I/;* = 0, lab frame c) 'I/;* = 180, lab frame 

Once again, our kinematic cuts make the predicted a.symmetry unmea.sureably small. 

Suppose then that we take an event such as the one shown in figure 7.12, where all the 
jets and the beam line lie in the same plane. Whether this event will have 'I/; = 0 or 'I/; = 180 
will depend on which direction we choose to be that of the fa.st (more energetic) incoming 
parton. These two cases, which are identical in the center of mass, look very different in the 
lab frame, for yb0061s of -.2(b) and .2( c ), respectively. If we take events with t/J* between 30 
and 60 degrees and compare them with those with 'I/;* between 120 and 150 degrees, we see 
a difference in the detector 1]S distributions (Figure 7.14). The detector T/ of the leading jet, 
shown in the same figure, is also a bit different in the two cases. We were therefore inspired 
to consider the effects of cracks, and relative detector energy scale, using the Fa.st Monte 
Carlo. Nothing produced the sort of effect we could see in the data. Nor is the data closely 
packed around discontinuities in our variable space. For example, when the true yboon of a 
three jet event is zero, small :fluctuations in detector response can change the direction of 
the fa.st incoming parton axis and therefore change 'I/;* to its supplement. 

As a la.st desperate measure, we examined the events themselves in detail, particularly 
those with 'I/;* < 60 or 'I/;* > 120. The events were, on the whole, clean and unambiguous. 
No cosmic rays or other :flaws were apparent. However, there are 10 odd events among 
the low 'I/;* values, whose center of mass energies (figure 7.15) exceed any in the other 'I/;* 
interval. This event sample is too small to make any rash statements about its significance 
but it will be interesting to examine the '88-'89 data for the same effect. 
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Figure 7.13: Detector 71s of second and third jets 
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7.3.3 ~ 

~ is the cosine vf the angle, in the rest frame of the two least energetic jets, between the 
axis formed by the two softer jets and the leading jet. Equivalently, in the 3-jet center of 
mass it can be related to the energy fractions x3, x4 and xs: 

~ = X4 - X5 

X3 

~ proved useful in analyzing three jet events in e+e- collisions for tell-tale signs of QCD 
gluon bremsstrahlung, which peaks sharply at the singularity around xs = 0. The distri­
bution of ~ should therefore peak near 1. Cuts on the Pts of the jets prevent you from 
looking anywhere near the singularity, which, practically speaking, consists of 2-jet events. 
However, even with this constraint, the distribution of~ proves clearly consistent with QCD 
predictions and inconsistent with phase space models or scalar gluon theories. 

The similarity between threejet events from e+e- and pp collisions might inspire you to 
make the same measurement at the Tevatron [65]. Because of initial state radiation, which 
has no analogue in e+e- collisions, theory predicts a softer peaking of the ~ distribution 
near 1 for three-jet events at hadron colliders. Still, experimentally, the name of the game 
is to see some sign of the singularity as ~ increases before your result is annihilated by 
acceptance losses. 

It is easy to understand the effect of our acceptance cuts on the ~ distribution. In a 
Dalitz plot, lines of constant ~ are given by: 

~ - 1 1 
X4 = -

2
-x3 + 2 

See figure 7.16. From our geometric acceptance plots, we know that the Pt cut on jet clusters 
will prevent us from seeing anything near~= 1. We will also lose the high X3 values for all 
~ because of finite angular resolution. 

Our experimental result, area normalized once again, is shown in figure 7.17, as are 
those from the full and the fast Monte Carlo simulations. Our acceptance, shown in fig­
ure 7.18 is not quite flat. It is less than 1 at the low end and then rises above 1 at the high 
end, as if the distribution were diffusing to the right. We have made a smooth monotonic 
acceptance correction to our experimental distribution, which appears in figure 7.19 along 
with the phase space prediction and that of the exact first order matrix element. The QCD 
model is clearly favored. 

7.4 Systematic Errors 

Since we are measuring distributions rather than fundamental constants such as masses or 
couplings, it is rather awkward to express the size of systematic errors. We have chosen 
to express ours in tabular form and, rather arbitrarily, to divide up these errors into two 
groups: 

• Effects which cannot be estimated by simply reanalyzing the experimental data 
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II bin center .o5 I .15 I .25 .35 I .45 I .55 I] 
standard -.22 .11 -.05 .00 .14 -.05 
small Kt -.21 .10 -.00 .00 .14 -.07 
large Kt -.23 .13 -.04 -.02 .08 -.00 
good resolution -.23 .07 -.03 -.02 .14 .04 
bad resolution -.08 .00 -.15 .18 -.04 -.01 
Duke Owens 1 .03 -.10 .03 .12 -.08 -.00 
Martinelli -.23 .13 .00 .01 .10 -.06 
explicit X4 cut -.22 .13 .00 .01 .10 -.06 
30 degree crack -.23 .13 -.04 -.03 .08 .01 

Table 7.1: Systematic Errors cos()* - Various Effects 

• Those which can 

For the first group we performed a series of acceptance corrections, comparing the various 
normalized spectra on a bin by bin basis. The results for cos()*, ,,p• and { are given in tables 
7.1, 7.2, and 7.3. The number listed is 

Ndet _ l 
Nparticle 

for each bin, where Ndet is the number in the "after simulation" plot, and Nparticle is 
the number in the "before simulation" plot. For perfect detector acceptance, we would 
expect each entry to be 0. The line marked "standard" is the correction predicted by the 
fast simulation with default parameters. In each column, the difference between the first 
number: and the other entries gives you an idea of how sensitive the acceptance correction 
is to the effect listed in the first row. 

We have already described most of the effects listed in the first column. Small and 
large kt simply involve a significant but reasonable reduction and increase, respectively in 
the amount of kt we put into each event. Good resolution is means using 703 over the 
square root of energy for a jet energy smearing factor over the whole detector, bad means 
1403, which is really quite bad. The last two are just changes in structure function choice, 
Duke and Owens, set 1 or Martinelli, set 2, instead of our usual EHLQ set 1. "30 degree 
crack" refers to changes in the distributions introduced by our simple model of that region's 
jet energy response. 

The absolute accuracy of the Monte Carlo integration performed by PAPAGENO in 
these data sets is about 5 percent on each bin. We should not take seriously any changes that 
are smaller than that, especially since the statistical errors on the bins of our experimental 
data are at least 15 percent and often more than 20 percent. 
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II bin center 40 I 60 I 80 I 100 I 120 I 140 11 
standard .11 -.03 -.08 -.04 -.10 .00 
small Kt .07 -.01 -.09 -.01 -.09 .02 
large Kt .10 -.03 -.09 -.03 -.10 .01 
good resolution .18 -.06 -.12 -.09 -.11 -.02 
bad resolution .07 .00 -.12 -.03 -.08 .02 
Duke Owens 1 .11 -.14 .06 -.13 -.19 .07 
Martinelli -.07 -.02 -.07 -.08 .00 .13 
explicit X4 cut .11 -.04 -.11 -.01 -.07 -.02 
30 degree crack .18 -.06 -.11 -.08 -.12 -.02 

Table 7.2: Systematic Errors 'If;* - Various Effects 

II bin center .o5 I .15 I .25 I .35 I .45 I .55 I .65 I .15 I] 
standard -.04 .02 .02 .10 .05 -.21 .02 -.14 
small Kt -.03 .05 .02 .04 .04 -.19 .04 -.09 
large Kt -.03 .01 .02 .06 .04 -.13 .03 -.17 
good resolution -.01 .03 .06 .13 -.01 -.28 .04 -.46 
bad resolution -.01 .01 .05 .06 -.04 -.20 .09 .07 
Duke Owens 1 -.06 .10 .04 -.03 .oo .21 -.30 -.52 
Martinelli -.05 .02 -.01 .02 -.22 .06 .03 .50 
Explicit x4 cut -.02 .04 .04 .11 .06 -.17 -.76 .00 
30 degree crack -.04 .02 .04 .10 -.02 -.18 .01 .05 

Table 7 .3: Systematic Errors { - Various Effects 
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II bin center .o5 I .15 I .25 I .35 I .45 I .55 11 

90 degree crack -.04 -.04 -.04 .08 -.04 .03 
Central -.04 .09 .09 -.13 .04 .00 
30 degree crack -.02 -.12 .06 -.08 .03 .04 
Plug -.01 -.01 -.01 -.01 -.01 .02 
10 degree crack .00 .oo .00 .00 .oo .oo 
Forward .00 .oo .00 .00 .00 .00 

Table 7.4: Systematic Errors cos O* - Energy Scale 

II bin center I 40 I 60 I 80 I 100 I 120 I 140 11 
90 degree crack .03 .03 -.04 -.04 .03 -.04 
Central .oo -.09 .03 -.06 .02 .09 
30 degree crack -.02 .05 -.02 -.02 -.09 .10 
Plug -.01 -.01 -.01 -.01 -.01 .05 
10 Degree crack .00 .00 .00 .00 .oo .00 
Forward .oo .00 .00 .00 .00 .00 

Table 7.5: Systematic Errors t/J* - Energy Scale 

The effect of the remaining group of corrections, those which can be examined by 
reanalyzing the data, are shown in the next group of tables, starting with changes in the 
energy scale in portions of the detector, tables 7.4 through 7.9. Once again we express the 
possible systematic error as the difference of a ratio from 1, here 

Nr -l 
Ns 

where Nr is the normalized bin entry for the spectrum with a rescaled energy in one of the 
detectors, and Ns is the corresponding entry using the standard energy scales. We repeated 
the same analysis only with the detector energy scales shifted the opposite way. The results 
for cos O*, 1/J* and~ are given in tables 7.4 through 7.6, and for energy scale changes of the 
opposite sign, in tables 7.7 through 7.9. In all cases, the changes are not terribly large, 
about half the size of the bin by bin statistical errors. Changes in the two most forward 
regions have no effect at all, just as you'd expect. 

The last set of three tables, numbers 7.10 through 7.12, indicate the size of changes 
made by not making transverse boosts and not including four jet events, two other tests 
that can be made with the data itself. Making no transverse boosts has a potent effect on 
the cos(}* distribution, making the mean a bit smaller and spectrum flatter. Because we do 
not see so strong shift in the Monte Carlo results we believe this result to be a fluctuation. 
Excluding four jet events, one quarter of a small sample, makes the cos e• distribution 
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II bin center .o5 I .15 I .25 I .35 I .45 I .55 I .65 I . 15 ij 
90 degree crack -.10 .05 .04 -.04 .04 .05 -.04 -.04 
Central .14 -.03 .16 -.16 .09 -.24 .oo .09 
30 degree crack .04 -.02 -.02 -.09 .14 -.02 -.02 -.02 
Plug .05 -.05 .07 -.01 -.01 -.01 -.01 -.01 
10 degree crack .00 .00 .00 .00 .oo .oo .oo .00 
Forward .00 .00 .oo .00 .00 .00 .oo .00 

Table 7.6: Systematic Errors~ - Energy Scale 

[fbfn center I .o5 I .15 I .25 I .35 I .45 I .55 11 
90 degree crack .00 -.22 .06 -.05 .06 .03 
Central .04 -.12 -.12 -.05 .06 .06 
30 degree crack -.02 -.02 -.02 -.02 .03 .01 
Plug .00 .oo .00 .00 .00 .00 
10 degree crack .01 .01 .01 -.05 .01 .01 
forward .01 .01 .01 .01 -.04 .01 

Table 7. 7: cos (J* - Effect of Energy Scale Changes with opposite sign 

steeper, changes the 'If;* distribution little and jiggles but does not change systematically 
the~ distribution. Because there are only 19 four jet events, we cannot assign any particular 
significance to these changes. All the same, they point out yet another possible difficUlty 
in comparing experiment to theory. 
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II bin center 40 I 60 I 80 I 100 I 120 I 140 11 
90 degree crack .06 .13 -.06 -.09 -.07 -.05 
Central -.05 -.04 -.04 -.12 -.04 .28 
30 degree crack .01 -.02 -.02 -.02 -.02 .04 
Plug -.03 .00 .00 .00 .00 .06 
10 degree crack .01 .01 .01 .01 .01 -.05 
Forward .01 .01 .01 .01 .01 -.05 

Table 7.8: t/J* - Effect of Energy Scale Changes with opposite sign 

II bin center I .o5 I .15 I .25 I .35 I .45 I .55 I .65 I . 15 ~ 

90 degree crack .06 -.14 .14 -.06 .06 .06 -.03 .06 
Central .07 .03 -.20 -.12 .05 .09 .10 -.12 
30 degree crack -.02 .11 -.10 -.02 -.02 -.02 -.02 -.02 
Plug .00 .oo .00 .oo .oo .00 .oo .00 
10 degree crack .01 .01 .01 .01 -.07 .01 .01 .01 
Forward -.05 .01 .01 .01 .01 .01 .01 .01 

Table 7.9: ~ - Effect of Energy Scale Changes with opposite sign 

II bin center I .o5 I .15 I .25 I .35 I .45 I .55 IJ 
No 4-jet Events .26 -.04 .24 -.15 -.16 -.02 
No transverse -.12 .04 -.38 .08 -.10 .21 

Table 7.10: cos (J* - Other systematic effects 

II bin center I 40 I 60 I 80 I 100 I 120 I 140 II 
II No 4-jet Events I -.01 I -.21 I .05 I .13 I -.02 I .08 II 

Table 7.11: t/J* - Other systematic effects 

II bin center I .05 I .15 I .25 I .35 I .45 I .55 I .65 I . 75 II 
II No 4-jet Events I .06 I -.13 I .30 I -.21 [ .10 I -.42 I .48 I -.31 II 

Table 7.12: ~ - Other systematic effects 
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Chapter 8 

Conclusion 

We have examined the distribution of three angular variables which describe three jet events, 
cos()*, ,,p•, and ~. The first and last are clearly consistent with the predictions both of 
the leading order calculation and an old fashioned shower Monte Carlo, ISAJET. The 
distribution of ,,p• is not as symmetric as we expect it to be, but there is no indication of 
new physics. Using our detector simulation, we have demonstrated that our measurement 
is limited principally by statistics, rather than by detector systematics. The fact that we 
are measuring angles and not energies limits the effect of jet energy resolution. 

The biggest disappointment is the lack of data, which prevents us from making bold 
statements about QCD. There is, however, nearly 5 inverse picobarns of data from the 
recently ended 1988-89 CDF run, a run which often produced as much data in a single eight 
hour shift as we took in all of the spring 1987 run. Moreover, the data is of higher quality. 
Jet triggers were enabled throughout the whole detector. Cleanup code was run in real time 
so that event selection could be made without Texas Towers, cable noise and other spurious 
energy in the data. It's the old Groucho Marx joke in reverse - the food is better and the 
portions are larger. 

The work we've done in data cleanup, detector simulation and jet energy response will 
remain valid for the new data. The biggest task will be to study the effect of the new three 
level trigger. Perhaps someone will manage to tear himself away from the search for the 
top quark and do this topic justice. More likely, I will do the work myself. 
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Appendix A 

The Fermilab Tevatron Collider 

A.1 Introduction 

Although this thesis does not discuss the physics of the weak bosons at CDF, it was their 
predicted high mass that inspired the development of pp colliders. In the mid 1970s, conven­
tional fixed target machines at Fermilab and CERN could produce center of mass energies 
of at most about 30 Ge V, much less than the 80 or 90 required for a W or Z. The center 
of mass energy of e+e- colliders was also far too small. The ISR at CERN had a center of 
mass energy of 63 GeV, but both its beams consisted of protons and even with an increase 
in beam energy, the probability of finding a high-x antiquark in either proton with which 
to make a W or Z was unmeasureably small and likely to remain so unless the luminosity 
were considerably increased. An alternative was to collide a beam of protons with one of 
antiprotons. This would have the advantage that the valence quarks from each beam could 
be used to form the weak bosons and in principle, both beams could be accelerated by 
the same lattice of magnets, a not inconsiderable cost savings. However, at the time, the 
technology for producing, storing, and reaccelerating antiprotons was still in its infancy, 
and the possibility of generating sufficient luminosity to observe the weak bosons seemed 
remote. 

A.2 Stochastic Cooling 

The major obstacle to producing high intensity antiproton beams is phase space density. 
When a beam of protons strikes a production target, not only is the yield of antiprotons 
rather low, but those produced cover a large volume of phase space. What is needed is a 
means to cool the antiprotons, to pack them more densely in phase space. They must not 
only be cooled but stored as well. The lower the production rate, the longer the necessary 
storage time. 

Stochastic cooling, developed by Simon van de Meer [6] and his colleagues at CERN, 
was one of the most important technological achievements in the quest for high intensity 
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Figure A.1: Naive stochastic cooling 

antiproton beams. The basic idea can be illustrated with a simple example, the case of a 
single particle. See figure A.l. Suppose that the radial position of the particle at point X 
is slightly different from the ideal. A pickup senses its position and sends a correcting pulse 
across the ring to point Y. A single correction can put the particle into the ideal orbit. 

The case of a beam of 107 antiprotons is a little more complicated. Our detection­
correction system will no longer sample single particles but great numbers at a time. Fur­
thermore, Liouville's Theorem tells us that with conservative forces, such as the magnetic 
kickers employed in an acclerator, we cannot change the phase space volume of a system of 
particles. Both the longitudinal and transverse emittance (the "size" of the beam in E, t 
and Px,Py space respectively) will remain the same as it propagates. However, inasmuch 
as the antiproton beam is really a series of occupied points in phase space with holes in 
between, there is no reason why we can't put the holes on the outside and bring the particles 
closer together. It will require that we somehow handle the particles on an individual basis. 
It will cost us energy too. Refrigerators don't run for free. 

Stochastic cooling is most easily examined in the time domain [8]. Consider the case 
of many particles and their longitudinal motion about a ring. The phase of each particle 
relative to the ideal will be corrected by a detector-kicker combination. What the individual 
particle contributes to its own correction will tend to change its motion in a coherent fashion. 
The other particles' contribution to the correction of the single particle will be a kind of 
random walk process, with the sign of the correction depending on their relative phase. 
Some will tend to retard the particle and others will tend to accelerate it. Provided that 
the environment surrounding a given particle changes with each pass, that is that there 
are no strong correlations, the net effect will go as the square root of the number of other 
particles, as in any random walk process. In general, it can be shown that the coherent 
cooling effect is proportional to the strength g of the correction, how much the mean energy 
of a sample of particles is corrected at each turn, while the heating effect, which tends to 
take the particle away from the ideal energy, goes as its square. Thus we can always find a 
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gain such that the coherent correction dominates over the heating effect. 

Two kinds of stochastic cooling are employed in the storage of antiprotons. 

• Betatron Cooling 

• Longitudinal Cooling 

Betatron cooling refers to the damping of a particle's transverse motion, its betatron 
oscillations in a magnetic lattice. A small transverse emittance will be important if we are to 
get large numbers of antiprotons in the beam and high luminosity. A parallel-plate pickup 
detects the position of a sample of particles at a point where the dispersion is non-zero, that 
is, where transverse position spread resulting from differences in transverse momentum is 
relatively large. The correcting signal is run across a chord of the circle (as in the naive 
model above) to a point of zero dispersion and gives the particle the correct transverse 
momentum. 

Longitudinal cooling decreases the ·energy spread of a beam. It is used in the Accumu­
lator to pack antiprotons into a very small region of phase space which is described by a 
core energy and a narrow width. There are two basic techniques, both of which are used at 
Fermilab, Palmer cooling and Filter cooling. 

Palmer cooling is very similar to betatron cooling. A parallel-plate coupler senses a 
particle's transverse position relative to that for the desired energy, again at a point of non­
zero dispersion. Again a signal is raced across a chord of the circle to this time to correct 
the energy with a longitudinal boost. The Palmer technique is used in the Accumulator to 
take antiprotons fresh from the Debuncher and cool them toward the core energy. 

The Filter method works in the time domain. Let T be the revolution time of a particle 
with the desired energy. In any given cycle, take the signal picked up by a sensor, delay it 
by the desired period of revolution, To, subtract that signal from itself, and use the resulting 
signal for correction. If the difference signal is zero the particles' average energy is ideal and 
no kick need be applied. Should the difference be nonzero, its sign will determine whether 
the kicker should increase or decrease the samples' energy. In either case, particles will feel 
a coherent force pushing them toward the core energy, an energy which corresponds to the 
ideal period of revolution To. The filter technique is used to keep antiprotons at the core 
energy once they have been cooled down into the stack. 

A.3 The Machine Cycle 

The production of high intensity antiproton beams is only one of many remarkable tech­
nical achievements which made the CDF experiment possible. Although not originally 
designed for collider operation, the Fermilab Tevatron (7] is now the most powerful proton 
synchrotron in the world, the highest energy proton antiproton collider, and the only accel­
erator consisting solely of superconducting magnets. Figure A.2 shows an aerial view of the 
Tevatron and the principal accompanying machines. The proton beam begins as hydrogen 
ions H-, which are accelerated to about 50 Mev in the Cockcroft-Walton accelerator. From 
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there they go into the Linac, which accelerates them to about 500 MeV. The Linac beam 
is injected into the Booster, a ring of magnets and klystrons which bring the beam energy 
up to 8 Ge V. From the Booster, protons are transferred to the Main Ring. The Main Ring, 
a 3. 75 mile long synchrotron with conventional magnets, was once a 500 Ge V machine in 
its own right. Today it is used as an injector for the Tevatron, a ring of superconducting 
magnets which, apart from detours near experimental areas, lies just below. 

Before there can be any thought of colliding beams, a large number of anti protons, more 
than 1012 must be produced and stored. Production begins in the Main Ring. A batch of 
protons from the Booster (84 bunches in all) is injected into the Main Ring and accelerated to 
120 GeV. In order that the antiprotons they produce have the correct longitudinal emittance, 
a little RF manipulation, known as bunch rotation, is necessary. The RF field in the Main 
Ring is lowered adiabatically and the energy spread of each bunch shrinks. It is then quickly 
raised to its initial value. The bunches begin synchrotron oscillation in the mismatched 
buckets. Since the spread in E, oE, times the spread in t, ot, is a constant (Liouville's 
theorem in action), ot will be at a minimum after a quarter cycle of synchrotron oscillation, 
at which point the beam is extracted and focused on a tungsten target. 

Groups of antiprotons, produced mainly at small angles to the initial beam direction, 
and having a mean momentum of about 10 GeV, are then magnetically focused by a current­
pulsed lithium lens and injected into the Debuncher ring. Their energy spread, determined 
by the acceptance of the collection and transport system, is about 2 percent, too large for 
the acceptance of the of the Accumulator. Their short time spread, produced by the bunch 
rotation in the main ring, is then exchanged for a smaller energy spread by means of another 
bunch rotation, this time in the Debuncher. (The resultant bunch length is the entire length 
of the Debuncher, hence the name). In order to match the beam emittance to the acceptance 
of the Accumulator, the debuncher ring also reduces the beam's transverse emittance with 
2 seconds of betatron cooling. The beam is then transferred to the Accumulator. 

The Accumulator's primary function is to cool and store great numbers of antiprotons 
in a very small piece of phase space, characterized by a core energy and a very narrow 
width, less than a tenth of a percent. Antiprotons enter the Accumulator with a high 
momentum and are then longitudinally cooled into the core, a process known as stacking, 
which takes about 2 hours/per batch. As one batch of antiprotons heads for the core, new 
batches continue to arrive. Cooling is most rapid at the outer edge of the stack where new 
antiprotons arrive with each cycle and old batches must be hustled out of the way. Because 
the gradient of the energy density seen by the batch changes as it cools towards the core, 
the amplifier response must vary with energy. In the course of three or four hours the 
antiproton energy density grows to more than 105 p/eV. 

When sufficient antiprotons have been stored, and all transfer systems have been 
checked out, the injection of ps into the Tevatron, or shot, can begin. The injection cy­
cle starts as about ten bunches of protons are extracted from the booster and injected into 
the Main Ring. There they are accelerated to 150 Ge V. The batches in the Main Ring are 
cogged : the RF frequency is adjusted so that they are at the proper circumference. The 
bunches are then coalesced, the ten odd bunches are turned into one. Coalescing involves 
some of the same tricks used in the p production cycle. The RF field is lowered, which lowers 
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fJE / E for each bunch. A much lower frequency field is then turned on and the mismatched 
beam rotates in phase space for a quarter cycle in the larger bucket, until its time spread is 
at a minimum, whereupon the high frequency field is turned back on and captures most of 
the protons in a single bucket. This bunch is injected into the Tevatron. Two others follow, 
formed in like fashion. 

When the protons are in place, a fraction of the p store is moved in a bunch from the 
stack and accelerated to an extraction orbit. Another RF system of the same frequency as 
that holding the bunch together, but of higher voltage, is then turned on which shortens 
the bunch. The RF frequency is then raised and the one large bunch is broken into about 
9 small bunches. These bunches are extracted from the Accumulator and injected into the 
Main Ring. There they are treated much as the protons before them and are injected into 
the Tevatron midway between the proton bunches. 

Once both antiproton and proton bunches are in, three of each in the spring of 1987, 
the magnets currents are ramped to flattop, and the two beams are accelerated to 900 GeV 
and stored. To increase the CDF luminosity, the low (3 quadrupoles at either end of the BO 
collision hall are activated, a process known as squeezing. The frequencies of the two RF 
systems, which act on the protons and antiprotons separately, are then adjusted, advancing 
or retarding the beams so that their center of collision is at the nominal CDF vertex. From 
time to time there was one final step, that of beam scraping, which eliminated some of the 
halo from errant ps and ps. 
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Appendix B 

The Altarelli-Parisi Equations 

B.1 A Sketch of the Derivation 

The Altarelli-Parisi equations lie at the heart of structure function evolution and the dy­
namics of perturbative shower algorithms They are generally introduced in the context of 
the parton model of deeply inelastic scattering. See figure B.1 and accompanying kinematic 
relations [39]. In the parton model, scaling is a simple kinematic fact. When we calculate 
the modulus squared of the diagram shown in figure B.1 we separate it into a leptonic L 
and hadronic part, W. Thus, 

where 
Lµv = 2(1µ1'"' + l"'l'µ - gµ"'(l' · l - m 2)) 

The lepton tensor is calculated in a straightforward manner using QED. The hadronic tensor 
is rather more thorny. We cannot calculate it from first principles, but we can deduce its 
general form from Lorentz covariance and electromagnetic gauge invariance. It can be 
parameterized as 

where 
v = 1° - l'° 

Q2 
x=--

2Mv 

l'° 
y=l-10 

In the QCD-improved parton model, we picture the proton as a bag of of free quarks, each 
of which can suffer an interaction with the virtual photon probe. The hadronic tensor is 
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Figure B.1: Deeply Inelastic Scattering 

thus 

Wµv = 87r'1M z= J hµh~ [rr (2:;~/i l (21r' )4c54( q + p - Lf) 
spins f 0 

where the hs are polarization vectors for the proton and the product over f refers to all 
final states of hadrons. Because of the inclusive sum, the tensor can be calculated. H we 
define w as the momentum fraction of the struck quark, eq as its charge, and q( w) the 
probability that the quark have momentum fraction w, we can solve for W"", which, in 
turn, determines the structure functions F1 and F2. It turns out that: 

F1(x,y) = xF2(x,y) = Lqe~ j dwq(w)c5(x - w) = ~e~q(x) 

To this order in as, x a.nd w are equal, and the structure functions Fare very simply related 
to the momentum distribution functions q. 

By combining our first order calculation and with an experimental measurement we 
can define a momentum distribution function for the proton at the specified Q2 scale of 
the experiment. As for Q2 dependence, there isn't any. Our first order calculation cannot 
produce scaling violations. The proton remains just a proton. From the experimentalist's 
viewpoint, there is no need for higher order calculations until we repeat our measurement 
in a new kinematic regime. 

H we want to include higher-order terms, we must do so in a consistent fashion, includ­
ing all diagrams which contribute to a given order in as. They are of two general types: 
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Figure B.2: Virtual correction diagrams 

radiative and virtual corrections. The virtual corrections consist of all the diagrams which 
have the same final state as the leading term, and whose interference with the leading term 
is of order a.8 • The virtual include the vertex correction and two quark wavefunction renor­
malizations shown in figure B.2. The radiative correction diagrams are the two in figure B.3, 
where the gluon can be emitted either from the incoming or outgoing quark line. Since the 
final states of these diagrams are not the same as that of the leading term, they will be 
added together and squared separately from the leading term and its virtual corrections. 

I will not calculate the diagrams, for it is a tedious job that can be found in a number of 
texts. However, one important feature should be mentioned, the treatment of singularities. 
They come in two kinds: a collinear singularity when the radiated gluon is parallel to an 
external quark line, and an infrared singularity when that gluon has no energy. To handle 
them we must regularize the theory. Using t'Hooft's method of dimensional regularization, 
we set the problem in 4 + £ dimensions and let the physical world be the limit as £ goes to 0. 
The singularities now appear as poles in c the infrared as c 2, the collinear as c 1 • Putting 
all the terms together, we discover to our great joy, that, locally, the infrared singularites of 
the radiative and virtual corrections cancel. By locally I mean that the probability of real, 
soft gluon radiation truly is large but that the singularity at z = 0 is unphysical. Later 
we learn from some very smart people (Bloch and Nordquist) that this cancellation was no 
accident, but a general feature of higher order corrections. 

And what of the collinear singularities? Sadly, they don't cancel. In a process akin 
to renormalization we simply subtract them from the quark distribution functions. Ma­
trix elements calculated with the renormalized quark distribution functions will then be 

138 

-

-

-

-

-

-

-



Figure B.3: Radiative correction diagrams 

finite. However, in assessing experimental results, one mustn't compare the momentum 
distribution functions extracted from the data, for they can depend on the renormaliza­
tion procedure. Instead one should compare the structure functions, which are physical 
observables. 

Once the singular aspects of the procedure have been removed, understood, or simply 
forgotten we can solve again for the structure functions and momentum distribution func­
tions. With the corrections, there is a finite Q2 dependent change in the quark distribution 
functions. Thus 

8q(x,Q
2
)= ;;1n(~:) j~q(w)Pqq(:) 

Pqq is one of the Altarelli splitting functions which is often loosely described as the proba­
bility for a quark to emit a gluon of momentum fraction z. Loose lips sink ships. We will 
return to this point. 

We have set our renormalization point such that q(x,µ 2) = q(x), the point at which 
our physical measurement was made. To lowest order there is no Q2 dependence. Changes 
in q with Q2 come from the changes in the Q2 dependent higher-order diagrams. To put 
the expression for q(x,Q2 ) into standard form, we now consider an infinitesimal change in 
lnQ2 • 

dq(x,Q
2
) = Os [

1 
dw ( Q2)P. (=-) 

d(lnQ2 ) 211" }x w q w, qq w 

Naturally alpha should be evaluated at scale Q2 . 
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Back to the quark distribution function. We've learned that because quarks can radiate 
gluons, with a probability that depends on Q2 , the quark distribution functions will change 
with Q2• But that's not the whole story. There are gluons in the proton as well, which 
can split into quark-antiquark pairs. The complete quark momentum distribution evolution 
equation can then be written 

dq(x,Q
2
) a 8 [

1
dw[ 2 (x) 2 (x)] d(ln Q2) = 211" }x --:;-- q( w, Q )Pqq ; + g( w, Q )Pqg w 

Pqg(z) is another of the splitting functions, which, loosely speaking represents the prob­
ability that a gluon splits into a quark with momentum fraction z and anti-quark with 
momentum fraction 1 - z. Not surprisingly, the w integral runs over all momentum frac­
tions greater than x, that is, all the quarks or gluons, which, by fragmenting could produce 
a quark with momentum fraction x. The change in the distribution function is also propor­
tional to the distribution function itself. What this means in practice is that the calculation 
of the distribution functions is an iterative process. We calculate at one Q2 get the change 
at a slightly higher Q2 and use that new q( x, Q2 ) in our next iteration. A similar equation 
holds for the gluon momentum distribution functions. 

A warning about the splitting functions is in order here. The quark splitting function 
is often written 

P. (z) = i(l + z2) 
qq 3 1- z 

If you examine it for a moment you may start to wonder, how can a probabilty, an apparently 
non-negative function like Pqq integrate to zero? Then you take another look at the evolution 
equation and it all seems like a horrible pyramid scheme. Increasing the numbers of quarks 
or antiquarks is not any cause for alarm, as they can be produced in pairs from gluons. But 
that's not the problem. At each value of x, as Q2 changes, q(x) gets a contribution from 
higher values of x. Who's paying for all that? The answer is something of a cheat, the 
splitting function is actually singular at z = 1 and that it should really be interpreted as a 
distribution such that its integral with any function h is 

fo1 
dzh(z)Pqq = fo1 

dz(h(z) - h(l))Pqq 

Probability conservation, sometimes a physicist's only friend, is now observed. 
I use the word cheat above because the interpretation of the singularity should be 

unnecessary. Unitarity and momentum conservation should not have to be included by 
hand. In a recent paper [46], Collins and Qiu present a new derivation of the Altarelli-Parisi 
equations in which the prescription arises in a more natural manner. For example, they 
demonstrate that the cut diagrams made with the wavefunction renormalization graphs in 
figure B.2 are equivalent to a radiative graph which is of opposite sign to those we describe 
above and with different momentum argument. The singularity is automatically regulated 
and the origin of the h(l) term is transparent within the context of the parton model. 
Changes in the parton momentum distribution functions at x with increasing Q2 are of two 
types: 
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• Positive constributions from partons with momentum fractions x1 > x at a lower Q2 

• Negative contributions from partons with momentum fractions x at a lower Q2 

The method of Collins and Qiu like that of Webber [47] presents a classical, probabilistic 
picture of evolution which is far more intuitive than the more traditional approach. 

Besides describing the evolution of the momentum distribution functions, which will 
determine jet invariant mass and Pt distributions, the Altarelli-Parisi equations also prove 
essential in the description of perturbative parton showers, which will appear in the next 
section. 

B.2 Applications 

B.2.1 Final State Shower 

Final state showers describe the process by which massive partons, through radiation, ra­
diatate and return to their mass shells [44, 47). The basic function used in the algorithm is 
the Sudakov form factor defined by the differential equation: 

2 dt 2 2 ~1 Os dt::.a(t,Qo) = --t::.a(Q ,Qo) L....t dz-Pba(z) 
t b 211" 

It represents the probability, obvious from the differential equation, that a parton of type 
a with original invariant mass Q has evolved from Qij tot without branching. Solving the 
elementary differential equation we find that 

The parton shower then proceeds as follows. Generate a random number, R between 0 and 
1. Solve the equation 

t::.a( Q2
, t) = R 

fort. Ht is less than Qij, the perturbative cutoff, there is no branching. Otherwise there is a 
branching with energy fraction given by the splitting function P. Each parton is assigned a 
a momentum fraction z and a tentative virtuality, (1- z)t and the process is then repeated 
on each of the partons. 

Singularities in the Monte Carlo are handled differently from the theory. There is a 
perturbative cutoff in t. When the virtuality of any parton evolves below t, the parton is 
put on its mass shell and the branching in that path ceases. In the theory, we found that a 
term in the virtual correction canceled the infrared singularity in the radiative correction. 
In the Monte Carlo, the infrared singularity is regularized by a cutoff in z. Any branching 
for which z or 1- z is smaller than Zc, which can depend on t, is lumped in with the virtual 
corrections, that is, with the no-branching probability. 
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Figure B.4: Final State Shower Kinematics 

A second point concerns the variable z. In some formulations, z is taken to be the 
energy fraction carried away by the radiated particle. In others, such as ISAJET, z is the 
light cone energy fraction 

E' + P' z = L 
E+PL 

where the primed and unprimed coordinates refer to the daughter and parent partons re­
spectively. The definitions all give the same result in the collinear region, that part of phase 
space where we expect the biggest contributions and for which the Altarelli-Parisi method is 
mainly intended. However, for wide angle scattering, say the formation of a 3-jet event, the 
various prescriptions can give widely different answers. Thus the parton shower procedure 
is ambiguous in its prediction of the 3 jet rate. 

So far, all we've done is generate a series of energies and virtualities. How about the 
other variables? What about energy-momentum conservation? Refer to figure B.4. We 
start with an s for the system and two massless final state partons, back to back in the 
center of mass, making an angle 8* with the beam, and at a random azimuthal angle. The 
masses of the two jets are then set to ../S and evolved down. Where they started, the two 
invariant masses are kinematically forbidden but no matter, after the first evolution they 
are almost invariably allowed. With the new masses, we then calculate new energies and 
momenta for partons 1 and 2 using the formulae: 
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where M is the total invariant mass and m1 and m2 are the masses of the two partons. 
Switch labels 1 and 2 to get the expressions for parton 2. The directions of the initial 
partons are kept fixed, in order to maintain the angular distribution described by the 2-2 
matrix element. As they've now obtained mass, their momenta will be smaller than when 
they were massless. 

Now let the two partons 1 and 2 decay, using the splitting functions and as stated 
before, assign each product the maximum virtuality and let their masses evolve. Check 
the results, if the splitting is allowed, (z not too large or too small), proceed. Of not, say 
partons 3 and 4 cannot be distinguished, toss them out and go back to the beginning, evolve 
parton 1 a little further, respecify the initial kinematics and try again. 

Once the virtualities of 3,4,5, and 6 are chosen and can be resolved, assign them an 
azimuthal angle at random and let them branch in turn. Use the same kinematics as before. 
Assign maximum virtualities to 7 and 8. Once again, let the virtuality evolve downward 
and branch. If the results are resolvable, proceed. If not, toss out the 3,7,8 branching and 
continue 3's downward evolution until the splitting process succeeds (we try a new z at each 
evolution). Naturally this changes the kinematics of the 1,3,4 vertex. However, instead of 
adjusting the invariant mass of 1 and scaling energies to keep the 2 -+ 2 scattering angle 
the same, we simply increase the angle between 3 and 4 to come up with the extra invariant 
mass lost by 3 or 4 in the secondary evolutions. Once again, if any parton virtuality drops 
below the perturbative threshold, usually about 5 GeV or so, that parton is put on shell 
and branching ceases .. Continue the splitting and evolution process until all partons are on 
their mass shells. 

B.2.2 Initial State Shower 

As indicated in the Theory chapter, the initial state shower can be generated by a very 
similar procedure [45, 47]. You will recall that because one cannot predict what center of 
mass energy the two partons will have when they arrive at the desired Q2 scale, generating 
the shower in the forward direction is very inefficient. In 1985, Sjostrand showed that the 
initial state shower could be efficiently generated by starting at the hard scattering scale 
and running evolution in reverse. By emitting time-like partons, which will be included in 
the final state shower, the space-like partons return to their mass shells. Now the problem 
is how to ensure that the momentum spectrum of the partons thus produced is consistent 
with experimental measurements. This can be done with a very simple modification of 
the branching procedure. Instead of choosing virtualities by solving the Sudakov form 
factor equation for some random number, weight that Sudakov form factor with the relative 
probability of actually finding such a parton at that t. Solve instead: 

R = Pa(x, t) D.. (Q2 ) 
Pa(x,Q2) a ,t 

Having chosen the t, choose z not with the Altarelli-Parisi function alone but with the 
weighted probability 

-Ii -, t -Pa11(z) 1 (x ) a_, 
z z 211" 
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which takes into account the fact that, in forward evolution, getting a parton with mo­
mentum fraction x from a parent parton of momentum fraction x / z is proportional to the 
parton distribution function evaluated at x/z. z must, of course, be greater than x. 

Thus, the perturbative shower can be modeled by starting with the partons of the hard 
collision at the high momentum scale and evolving the final state partons forward in time 
and those from the initial state, backward. 

144 

-
... 

-

-

... 

-

-

-

-

-

-



-

Appendix C 

Three Jet Production Cross 

Sections 

C.1 Introduction 

Presented in this appendix is a sketch of the calculation [55, 58] for three-jet production. 
The calculation involves a series of steps which will be explained in varying degrees of depth. 

• Classification and list of production processes 

• Calculation of matrix element 

• Phase space 

C.2 Production Processes 

There are a large number of processes which contribute to the three-jet cross section at 
order a!. As far as constituent particles go, the processes can be divided into four groups 

qq' - qq'g 

qq--1- qqg 

qq--1- ggg 

gg--1- ggg 

where q' refers to a quark with flavor different from q. All lowest order three-jet Feynman 
graphs are of one of these four types or related to one by crossing symmetry. At CDF 
energies and luminosities, the most important is the all-gluon group because of their large 
color coupling. Let us examine those diagrams as an example. 
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5 2 

4 1 

Figure C.1: All-gluon three-jet diagrams 

There are 25 independent all-gluon Feynman diagrams. Topologically, they come in the 
two varieties which are pictured in figure C.1. There are those which contain three 3-gluon 
vertices and those which contain one 3-gluon and one 4-gluon vertex. There are 15 of the 
first kind. To count them, you start with 5!, for the 5! ways you can attach the numbers 
1 to 5 to the 5 legs. Now label the legs as in figure C.1 and consider the symmetries of 
the diagram. Divide by 4 because 1 can be switched with 2, and 4 with 5, and divide by 2 
again because 1 and 2 can be switched with 4 and 5. Similarly, there are 10 of the second 
kind. Again you start with 5!, divide by 2 because of the symmetry between 1 and 2, and 
divide then by 3! because 3, 4 and 5 can be interchanged. 

C.3 Matrix Element 

The matrix element can be calulated in a straightforward manner with the usual Feynman 
graph techniques, but the process is long, difficult, and not illuminating. However, the form 
of the matrix element, including the color factor above, can be deduced from a few basic 
observations. In fact, Behrends et al. report that they started by guessing their three-jet 
matrix elements and only used their exact analytical calculation as a check. 

Label the momenta as in figure C.2 so that all the momenta are headed into the vertex. 
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k1 

k2 

Define 

Consider the limit where 

or 

Figure C.2: 2 -+ 3 momenta 

kJ = -p1 

k4 = -p2 

ks= -p3 

k1 =PS 

k2 = P4 

k4 = (1 - x)k 

ks= xk 

k4s-+ 0 

k3 

k4 

k5 

Because the gluons are bosons, the matrix element should be symmetric on interchange of 
any two particle labels. Furthermore, in the limit as two of the gluons, say 4 and 5, become 
collinear, the matrix element should take the form: 

I
Al2 = IAl2 ~ 3(1 + x4 + (1- x)4) 

2-J 2-2 s4s x(l - x) 

where the first term is the matrix element squared for gg-+ gg, that is: 

IAl2 = ~(3 - .tu - us~) 
2-2 2 8 2 t2 u2 
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with 
XaXbS = S 

Xa =exp yboost 
Xb 

s = 2k1. k2 

t = 2k2. kJ 

u = 2k1. kJ 

the second is a propagator term squared with the sum of momenta 4 and 5 as argument, 
and the last term is the Altarelli-Paxisi splitting function for g -+ gg. This close assiciation 
between the 4 and 5 gluon processes is a consequence of the fact that essentially only one set 
of helicity amplitudes contributes to each process (56, 57]. This is not true when there are 4 
gluons in the final state. Note that the collinear singularity has a single pole structure. One 
might expect that the propagator would contribute a double pole to the matrix element 
squared, and in fact it does, but the extra vertex term goes to zero like k4s, canceling one 
of the poles. 

With the help of the relations 

16(k12 + k~3 + k~1 ) = s4 + t4 + u4 = 2(s2t2 + t2u2 + u2s2) 

and 
4(kf2 + k~3 + k~1) = -2(st +tu+ us) 

we can put the matrix element in the form 

This is still the answer for the collinear limit. Consider how it might be changed in the 
general case. First of all, the term 

would be symmetrized with respect to indices 4 and 5. In fact, combining it with the term 

(1 + x4 + (1 - x )4
) 

we get the leading order expansion of the symmetric expression 

Lk!in 
m<n 

as jets 4 and 5 become collinear. With further malice aforethought, we do some creative 
rearrangement of the infrared factors. For full symmetry in the infrared terms, we would 
insist that the denominator take the form (note the single poles) 

II kmn 
m<n 
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which leaves 

the only unsymmetrized term. Once again, with the advantage of hindsight, we find this 
the leading order expansion, as jets 4 and 5 become collinear, of the symmetric expression 

2~ I: (12345) 
perms 

where 
( 12345) = k12k23k34k45k51 

The matrix element squared for the five gluon graphs would be 

IAl~-3 = 
27 

l:m<n k~n L (12345) 
640 Ilm<n kmn perms 

a result which is particularly easy to obtain when you know the answer already. 

It should also be pointed out that a powerful technique developed by Parke and Taylor 
has made the calculation of multiparton processes much easier. In their method, QCD 
is embedded in a supersymmetric theory and the extra symmetry is used to express, for 
example all-gluon matrix elements in terms of diagrams involving scalar :fields. Moreover, 
the all-gluon diagrams are split into non-interfering helicity amplitudes mentioned above. 
The resulting simplification reduces the number of terms in intermediate steps by a factor 
of 1000 and also makes clearer the origin of the result's beautiful symmetry. 

C.4 Phase Space Considerations 

We now move on to the phase space term. Consider the general expression for a three jet 
differential cross section in the all gluon channel, 

where the fs are momentum distribution functions for the gluons in the proton and anti pro­
ton, A is the matrix _element calculated by Berends et al. and d~3 is invariant three-body 
phase space. (If we were considering other production processes there would be a sum over 
the types of partons and an f for each. Because the partons are considered free within the 
proton, the total cross section would be an incoherent sum of all the 2 -+ 3 subprocesses.) 
We know that we can evaluate the expression in any frame we care to. For convenience, we 
choose the center of mass of the two colliding partons. We take as basic variables the set 

• yboost, the rapidity of the center of mass 

and, in the center of mass, the variables 

• cos e·' the scattering angle of the leading jet 
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• </>*, the trivial azimuthal angle 

• 1/J*, the angle between the plane formed by the beam and leading (most energetic) jet 
and that formed by the two secondary jets 

• Ecm the total center of mass energy 

• x3, the energy fraction taken by the leading jet 

• x4, the energy fraction taken by the second jet 

xs, the energy fraction taken by the third jet is a redundant variable, since 

X3 + X4 + X5 = 1 

As is well known [59], three body phase space is uniform in 1/J*, </>, cos e• and the variables 
x3 and x4 listed above. The phase space term is 

dx3dx4d1/J*d( cos O*)d</> 
23(211" )5 

We need only calculate the transformation from the variables Xa and Xb to Ecm and yboost. 
Withs the total proton-anti proton center of mass energy, using 

XaXbS = S 

Xa = exp 'Yboost 
Xb 

the Jacobian of the matrix 
o(xa,Xb) 

o( yboost, s) 

turns out to be simply 4/s. We pull out a factor of g6 from the matrix element and combine 
it with the powers of 2 and 11" to get a~/(211")2 • Integrate over</> and divide through by 
our six other differentials, exchanging s for its square root (Ecm) with a simple change of 
variable. Then 

da . - a~( Q2)r J. (x Q2)f. (x Q2)1A- ·(2 - 3)12 
dx3dx4d1/J*d( cos e• )dyboo8td( ../i) - 211"../i a a, b b, ,, 

where 
s 

T=-
S 

our fully differential cross-section. If we want to consider a total cross section over some 
region of phase space, we must be careful to take into account the symmetry of the final 
state. 
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Appendix D 

The Fast Monte Carlo 

D.1 PAPAGENO 

The generator for our fast Monte Carlo is the PAPAGENO program, written by Ian Hinch­
liffe and based on previous work by Kunszt. Like most Monte Carlo programs, PAPAGENO 
is capable of generating a wide variety of events: from standard eletroweak to supersym­
metric processes. We used it strictly to produce multijet events. 

PAPAGENO is designed differently from ISAJET. Both programs start with struc­
ture functions which describe the momentum distribution of the partons. However, in 
PAPAGENO, there is no initial or final state shower. Instead of producing full hadronic 
events, with hundreds of final state particles, PAPAGENO produces only final state partons. 
Once the initial state partons have been chosen, using one of a variety of possible structure 
functions, PAPAGENO's phase space generator constructs a multijet event, constrained 
only by energy-momentum conservation. ff the event falls within kinematic boundaries 
specified by the user, usually cuts on jet Pts and ys, PAPAGENO then calculates a first 
order matrix element for the event. In the case of three jet events, it uses the exact results 
of Behrends et al. described earlier. The weight of the event is a product of the matrix 
element, a phase space factor, a Jacobian factor which translates standard n-body phase 
space into the coordinates used by PAPAGENO, and structure function terms exactly as 
you would do if, God forbid, you performed the calculation by hand. 

The most interesting and challenging aspect of the calculation is the integration process 
itself. Because the matrix element can easily vary by several orders of magnitude over the 
allowed region of phase space, standard multidimensional integration will not yield rapid 
convergence as the cell size shrinks to zero. Much effort will be wasted in sections of phase 
space where the matrix element is small and where it is large, sampling will be inadequate. 
The problem grows ever more serious as the number of jets, and hence the number of 
dimensions in the integral, increases. 

To perform the integral in a more sensible manner, PAPAGENO makes an initial pass 
during which it samples the matrix element in various parts of phase space. As PAPAGENO 
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learns where the matrix element is large and where it is small, it adjusts its integration grid 
so that the product of the matrix element times the phase space volume of each cell is as 
constant as possible, assuring the user a fine sampling size where he needs it most. The 
smaller the spread in this product, the more accurate the integration. The initial pass can 
be iterated as often as desired. Moreover, the grid thus obtained can be saved and used 
in other Monte Carlo tests. There is a limit to the returns from the extra passes, largely 
because of PAPAGENO's choice of phase space variables, but they are the only means to 
reduce to an acceptable level the statistical errors on the integration. 

Calculating statistical errors with a weighted Monte Carlo is a little tricky. Basically, 
the uncertainty in the contents of a single bin of a distribution generated by a weighted 
Monte Carlo like PAPAGENO consists of two parts. Assume, first of all, the number of 
events that you generate is not greater than the number of grid cells. If you generate N 
events, a certain fraction will lie in the bin of interest. In most cases, that fraction won't 
change very much with each set of N events, provided there are lots of events and not so 
many bins. The dominant uncertainty comes from the event weights. Ideally, PAPAGENO 
should choose its grid so that the phase space volume of every cell is inversely proportional 
to the matrix element in that cell, with the matrix element varying little over the cell. 
The product of the two, the weight, would therefore be constant and no matter which 
parts of the grid you sampled, you'd still get the same answer. Because the grid cannot 
be adapted perfectly to the matrix element and because the cell size is not infinitesimally 
small, there will be a spread in the weights. The variance in the contents of a particular bin 
is proportional to the variance in the weights of events which ended up in that bin, with 
the average number of events in that bin as the constant of proportionality. 

D.2 The Fast Detector Simulation 

As mentioned earlier, the core of the fast detector simulation is simply the detector TJ-Pt 
response map described in chapter 6. We smear the resulting energy using a Gaussian with 
default width 1003 over the square root of the energy in order to simulate finite detector 
resolution. There are also several special options available, among them 

• Adding intrinsic kt to the event 

• Z vertex smearing 

• Changing the relative energy scale of the scintillator and gas calorimetry 

PAPAGENO produces events with no missing Pt and a set number of jets. In order to 
simulate the effect of other clusters, we give the event a boost in a random azimuthal 
direction, maintaining the total invariant mass. The azimuthal boost is generated as the 
convolution of two Gaussians, in order to reproduce the spectrum of missing Pt in clean 
dijet events. The z vertex smearing is made with a Gaussian of width 34 cm, just as in 
the data. We change the relative energy scales by multiplying the energy of each jet with 
a simple fudge factor, depending on its detector TJ· 
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