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Abstract 

4-jet events produced in PP collisions at 1.8 TeV and observed in the CDF detector at the 

Fermilab collider are examined for evidence of double parton interactions. Double parton 

4-jet events are separated from other types of 4-jet events using topological variables. An 

upper limit on the double parton cross section is set, expressed as a lower limit on the 

effective proton cross section; Ueff > 5.14 mb (953 confidence level). This limit is consistent 

with theoretical predictions. 
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Chapter 1 

Introduction 

This thesis presents the results of a search for double parton interactions in 4-jet events. The 

double parton mechanism creates 4 jets from hard scatters of 2 pairs of partons within a 

single proton anti-proton (PP) collision. The data used comes from the CDF detector, and 

was taken during the 1987 PP collider run at FERMILAB. Besides the final physics result, 

the main point of the analysis was to explore the use of topological jet signatures for partonic 

processes. The key experimental issues were the systematics oflow energy jet reconstruction. 

Once these have been accounted for, the 4-jet data are shown to be in agreement with 

QCD models. However, insufficient statistics prevent a proof of the existence of double 

parton interactions. The upper limit set on the double parton cross section is consistent 

with current theoretical predictions. CDF data being taken now (1988 run) should allow 

a determination of the double parton cross section, and possibly a measurement of new 

aspects of proton structure. 

Jets were discovered at SPEAR, an e+e- storage ring at SLAC (1). The particles 

produced in e+e- ~ hadrons collisions were found to orient preferentially along an axis 

through the collision point. This linearity formed evidence for an intermediate quark stage 

of the collision, e+e- ~ qij ~ hadrons (see :figure 1.1). In this model linear particle 

alignment results from preferential emission of hadrons along the initial quark directions. 

The model was confirmed by studying the polar angle distribution of this axis, called the 

thrust axis. The measured distribution was found to agree with the prediction of the quark 

1 
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Figure 1.1: A} The lowest order e+e- dijet diagram. BJ The lowest order e+e- three jet 
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diagram -

direction distribution in e+e- => qq. This demonstrated a direct link between experimental 

quantities and underlying quark dynamics. 

PEP and PETRA, higher energy successors to SPEAR, extended the range of jet topolo-

gies accessible to experiment. Experiments there observed events with a planar but not lin-

ear particle alignment, suggesting a more complicated dynamics [2]. This was interpreted 

as gluon radiation or bremsstrahlung from a quark (see figure 1.1). Such events were called 

three jet events. Momentum conservation in 3-jet events requires the quark, anti-quark, 

and gluon to all lie in a plane. Planar particle alignment is then due to the quark-level 

planar alignment, equivalent to the linear particle alignment in dijet events. The gluon 

radiation model was confirmed by studies of the particle energy :flow within ·this plane. The 

average over planar events of the particle energy :flow agreed with a QCD-based Monte 

Carlo calculation. 

With their existence clearly proven, new definitions of jets were developed. One such 

definition reduced jet event complexity without obscuring parton level topology by associ-

ating nearby particles together. These clustering algorithms attempted to undo the decay 

or fragmentation of quarks and gluons into showers of hadrons. Agreement between cluster 

angular distributions and parton calculations demonstrated a workable association between 
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0.0 
-4.0 -10 -2.0 -1.0 0.0 ,,, 1.0 2.0 10 4.0 

luster ) 

Eta Phi pt Energy EMF ~ze 

-0.59 1.69 213.5 253.6 0.79 0.08 
0.97 4.85 186.8 285.2 0.73 0.11 

Figure 1.2: A high transverse energy (Et = E sin fJ) dijet event from in the CDF detector 
from a 1.8 Te VP P collision. The plot shows transverse energy flow across the solid angle of 
the CDF detector. The vertical azis plots azimuthal angle, the horizontal value is related to 
the polar angle. The rectangle sizes represent Et density, divided according to the true CDF 
segmentation. The intense clumping of Et in two regions opposite in azimuth evidences hard 
parton scattering. The square and circular outlines show the association of towers given by 
the CDF clustering algorithm. 

3 



clusters and partons. By ascribing particles in a cluster to a single parton the process of 

fragmentation itself was studied. 

Jets have also been observed at hadron colliders [3]. Unlike electrons, protons are 

composite particles, containing a variety of partonic constituents. Jets at PP colliders arise 

from hard collisions between pointlike partons. Because these constituents carry only part 

of the proton momentum, the jets produced contain only a fraction of the available center 

of mass energy. The typical PP beam energy is very large (.9 TeV for the FNAL collider), 

so that the observed jets can be very energetic, as shown in figure 1.2. The simple dijet 

structure of most jet events corresponds to the linear particle alignment of the early SPEAR 

jets. Agreement of PP jet angular and energy distributions with partonic calculations have 

given strong substantiation of both QCD and the parton model [5, 6]. 

Multiple jet production in PP collisions is more complicated than in e+ e-. For instance, 

because the initial partons carry color charge, 3-jet events can be produced by gluon brem-

sstrahlung off either the initial or final interaction legs. As with dijets, the initial interacting 

partons can be any combination of quarks or gluons. In spite of this complexity, angular 

measures in PP 3-jet events have been analyzed and found to agree well with QCD Monte 

Carlo predictions [7]. 

4-jet events in PP can be produced by double bremsstrahlung, the radiation of 2 gluons 

from any of the primary interaction legs (see figure 1.3). Additionally, 4 jets can be produced 

by 2 pairs of partons within the proton interacting (see figure 1.3). This double parton 

scattering isn't a new prediction about proton structure, but a consequence of the parfon 

model. 

While double parton 4-jet events may be difficult to separate from double brem 4-jets, 

there are reasons to want to do so. Simultaneously probing of pairs of partons within a pro-

ton would provide information about parton correlations. Parton correlation measurements 

would give unique information about non-perturbative QCD and hadron structure. Double 

parton events also form a background to any processes that results in double pairs of jets, 
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A) B) 

~ I®I 
gg-+gggg gq-+gqgg gggg-+gggg 

x X®I 
gg-+gggg gg-+ggqq ggqq-+ggqq 

Figure 1.3: A} Some of the over 300 lowest order PP QCD bremsstrahlung 4-jet diagrams. 
BJ Some of the lowest order double parton scattering 4-jet diagrams. These are the same 
order in a, as the bremsstrahlung diagrams. 

such as double boson production or Higgs decay. A good understanding of double parton 

scattering is necessary to search for such rare processes. Details of the current theoretical 

and experimental understanding of double parton interactions are presented in the following 

chapters. 
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Chapter 2 

Double Interaction Theory 

The QCD parton model of proton structure accurately describes experimental results which 

pick out single partons from protons. This model can be extrapolated to predict the basic 

form of the double parton interaction cross section. The extrapolation is incomplete because 

it does not predict the absolute double parton rate or the effects of parton correlations within 

the proton. The total rate of double parton events can be used to extract information about 

the effective size of the proton. Correlations can be used to study p~ton interactions within 

the proton. The most substantial background to double parton 4-jet events comes from 

gluon bremsstrahlung (double brem). Because the topology of double parton 4-jet events is 

substantially different from double brem, these can in principle be separated. 

2.1 The QCD parton model 

As has been proven in many experiments, the proton is a composite particle. One type 

of experiment measures the inelastic cross section for pion-proton interactions. The reso-

nances in these cross sections indicate excited proton states, which require the proton to 

be composite. Another type of experiment uses leptons to probe deep within the proton. 

These deep inelastic scattering experiments (DIS) study the proton constituents from the 

momentum spectra of the scattered leptons [8]. 

The current theory of the proton describes it as a bound state of 3 fractionally charged 

fermionic quarks. These quarks interact through the strong force, which provides the bind-
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ing energy of the proton. The strong force is described by a non-abelian gauge theory called 

quantum chroma-dynamics ( QCD ). The carrier of this force, called a gluon, is also necessar-

ily a proton constituent. QCD has successfully described many aspects of hadron physics. 

In principle the structure of the proton can also be predicted using QCD. In practice, the 

equations involved are non-perturbative, and thus are not solvable using standard tech-

niques. While some progress has been made describing hadron structure using computer 

models of QCD, most descriptions still rely on phenomenological models, which in turn are 

based on experimental data. 

The distributions of quarks and gluons in the proton are described quantitatively by 

structure functions. These model the probability of finding a given type of parton, as a 

function of the kinematics of that parton. Structure functions are expressed in terms of 

2 kinematic variables, called z and Q2• z measures the fraction of proton 3-momentum 

carried by the parton, defined formally in the infinite momentum frame of the proton. Q2 

measures the 4-momentum transfer between the parton and whatever probe is reacting 

against it. Probes in DIS experiments are either photons or weak bosons, while the probes 

of a hadron collision are simply the partons of the other hadron. Conceptually, Q2 measures 

how deeply one must probe into the proton to find a parton of a given type and z value. 

The Q2 dependence of structure functions arrises from higher order QCD interactions 

between partons. Accordingly, the dependence is weak, resulting in the approximate scaling 

of their z dependence [9]. Scaling is expected for protons made of pointlike, indivisible, and 

weakly interacting partons. 

Scaling violation can be thought of as due to the creation of virtual partons within the 

proton. From the uncertainty relation, we know that the momenta of virtual partons are 

limited by the time and distance scale at which they are sampled. Thus, their abundance 

will depend on the Q2 of the probing. The general effect of scaling violation is to increase 

the number ofpartons at small z, thereby decreasing the number at large z, as Q2 increases. 

Quantitative estimates of structure function evolution with Q2 have been made using 

7 
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perturbative QCD. The leading contributions come from successive gluon radiation from 

quark and gluon lines. Summing these diagrams gives the leading log approximation to 

structure function evolution [10]. The neglected terms involve interactions between quarks 

and/or gluons which start on separate lines. 

QCD evolution predictions agree well with DIS data for quark structure functions in 

the experimentally accessible regions of :r and Q2 [8]. Gluon structure functions cannot be 

directly measured in DIS because gluons are electro-weak charge neutral. Gluon structure 

functions can be infered in a very limited range of :r and Q2 from anti-quark distribution 

functions [11]. Outside of this range, the only information on gluon structure functions 

comes from requiring the momentum of all the constituents to sum to the proton momentum. 

Gluon structure functions are therefore more uncertain than quark structure functions. 

Many regions of :r and Q2 important to PP scattering are inaccessible to DIS. Various 

functional forms have been suggested to extrapolate DIS measurements into these regions 

[12]. These forms typically agree to within a factor of two for the low x values important 

in the double parton analysis (:r,..., .02). The dominant parton species in these regions are 

gluons. The discrepancy between models is taken as part of the systematic error later in 

this analysis. 

2.2 The Double Parton Cross Section 

The cross section for a single dijet event in a PP collision can be described conceptually as; 

{2.1) 

i and j sum over specific parton types (gluons, quarks, and anti-quarks of all colors and 

-

-

-
-

-

-
flavors) within the proton and anti-proton. The sum incoherently adds the sub processes -

that, while unique at the parton level, give rise to indistinguishable jets. Fi( Xi, Q2) are 

the proton structure functions expressed as longitudinal momentum probability functions. 

~~£f · h 1 1 dia 'al ' r ·fi b - t , , is t e parton eve uerentl cross-section 1or a spec1 c su process. x represen s an -
arbitrary choice of final state kinematic parameters. The fJ function transforms from parton 

8 
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momentum fractions into the final kinematic ha.sis Ci). 

Analogous to equation 2.1, we can write down the double parton 4-jet scattering cross 

section as; 

= 

This is essentially the square of the dijet cross section. Again the sum incoherently adds 

the possible sub processes, which now include all the combinations of 2 separate scatter-

ings. Single structure functions are replaced by double structure functions representing the 

simultaneous probability of picking out 2 partons of given type and momentum fraction. 

Correlations between partons are explicit in the d dependence of the double structure func-

tions, where d measures the transverse separation of the partons. The sub process cross 

sections are unchanged from the single dijet case. The "elf term explicitly preserves the 

dimensionality. 

The physics content of double parton scattering is contained in the double structure 

functions and the "elf terms. The former of these measures non-trivial correlations between 

partons. The latter measures the effective transverse size of the proton and determines the 

absolute double parton rate. 

2.2.1 Double Structure Functions 

The double structure functions G describe possible non-trivial parton correlations. These 

could arise from the QCD bremsstrahlung responsible for parton evolution a.s described in 

section 2.1. Correlations could also arise from diquark states within the proton. 

The importance of correlation terms in double structure functions has been estimated 

using a simple proton model [13]. In this model, interactions are considered important 

when partons are forced to overlap. Parton overlap is defined from the number of partons 

in the proton (N), the size of the proton (R), and the effective size of the partons (S). Only 

9 



overlap in the transverse direction to the collision axis will affect scattering, which gives; 

a2s2 
overlap = ~2 N. 

The factor of a~ assumes a lowest order QCD interatcion between the partons. An effective 

parton size comes from their momentum (q) via the uncertainty principle; S "' 1/q. The 

number of partons is estimated by a low-x extrapolation of structure function parametriza-

tions; N(x) ,..., x-i. x is chosen as the minimum value possible for the machine energy and 

the interaction energy; x = 2q/'1§. Taking -IS= 1800 GeV for the Tevatron, and requiring 

q > 10 GeV for the resulting jets to be experimentally resolvable gives an overlap of; 

overlap "' 10-5 • 

Since this is much less one, the conclusion is that parton correlations are unimportant for 

Tevatron double parton events. The unimportance of parton correlations has also been 

derived from first-order perturbative QCD calculations [14]. 

Assuming parton correlations are negligible, we can factorize the double structure func-

tions as; 

Plugging this expression back into equation 2.2 we find that the entire double parton cross 

section now factorizes; 

d pp ( - -) udouble x1,x2 
dxidx2 

(2.3) 

Thus the double parton cross section breaks down into the product of 2 independent PP 

dijet cross sections, normalized by 1/CTeff· The factorized expression is only~ to show that 

we have omitted parton correlations.. 
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The factorization of the double structure functions does not imply that parton corre-

lations are unmeasurably small. Instead, it says that the dominant features of the douh~e 

parton cross section can be simply modeled as the product of 2 dijet cross sections. Before 

parton correlations can be measured, meth~ds must first be found to reliably identify double 

parton events. This analysis focuses on double parton event identification. The extraction 

of parton correlations from these events is left for the future. 

2.2.2 The Effective Cross Section 

A simple example demonstrates the physical significance of the CT elf term in the above cross 

section. Imagine a single PP beam crossing of integrated luminosity L. Using equation 2.3 

we can write the probability of a double interaction as; 

1 
'Pt1.ouble = L · CTtlouble = (L · CTtJ.ijet)(--) · CTtJ.ijeh 

CTeff 

where the terms are grouped to suggest that the 2 interactions occurred sequentially. The 

first term is simply the probability of getting a single dijet interaction. The second term 

must then represent the probability of getting an additional dijet interaction. The 1/CTeff 

term is therefore an effective luminosity for the second interaction. For the first interaction 

to have occurred at all, there must have been a PP collision. Naively, we can imagine that 

the remaining partons interact as in a normal inelastic PP collision. We can therefore loosely 

associate the effective cross section with the total inelastic PP cross section, CTef I "' CT tot· 

A geometric argument shows that CTelf must actually be somewhat smaller than the 

total inelastic cross section. Consider a PP collision as a function of impact parameter 

l:i, as shown in figure 2.1. The proton is modeled naively as a sphere of uniform parton 

density and a fixed size. In this model, collisions at all impact parameters smaller than the 

proton size contribute equally to the total cross section. However, because the sphere is 

thicker at its middle, The number of partons passing through ea.ch other is greater when 

the impact parameter is smaller. Thus parton interactions ( ie dijet events) are more likely 

at low impact parameters than at high. 
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A) B) 

2 R r 

r' 

Figure 2.1: Shown is a highly stylized view of a PP collision in (A} a side view and (B) a 
head-on view. The protons are separated transversely by impact parameter A. The chunks 
of parton density indicated by the vectors r and r' will collide, giving a contribution to the 
parton luminosity 

Consider now double parton interactions as two sequential dijet interactions. By the 

above logic, the first interaction preferentially selects low impact parameter collisions. Thus 

the effective luminosity for the second interaction is larger than that from a random PP 

collision, making t7eff < t7tot· 

This simple proton model can be used to quantitatively estimate the size of t7eff · We 

define a uniform sphere parton density function as; 

'D _ { C if r < R 
( r) = 0 otherwise 

In this model the PP total inelastic cross section is just 47r R2• For a PP collision at impact 

parameter ~ the parton luminosity is then 

LeJJ(A) = f 'D(r)'D(r')dV, 
}overlap 

where the integral is taken over the overlap volume defined by figure 2.1. The dependence 

of Leff on A is implicit in the definitions of rand r' shown in the figure. 

We can then solve for the PP dijet cross section as; 

C7dijet = ~;:r. J Leff(A)2trAdA, 
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where tT~~;"' is the parton level dijet cross section. The integral averages over all impact 

parameters, assuming azimuthal symmetry. Similarly, we can derive the cross section for a 

double dijet event, and use equation 2.3 to relate it to the single dijet cross section; 

Solving for t1eff gives; 
_ (J L,.,,( A )27r AdA )2 

t1eff - J L,_11(A)27rAdA ' 

This can be numerically integrated, subject to the constraint that t1tot = J0R27rAdA. This 

gives Ur.ff ~ t1tot/2.3, independent of the size R or the value of the parton density C. We 

can interpret the enhancement factor of 2.3 as due to the trivial correlation between partons 

owing simply to their confinement within the proton. 

2.3 Backgrounds to Double Parton 4-J et Events 

Double parton scattering is not the only source of 4 jet events. In order to measure t1eff 

and parton correlations, the double parton events must be separated from the other types 

of 4-jet events. As will be shown, the background is large and the experimental resolution 

is poor, so the separation is difficult. In this section we examine the 4-jet background from 

the most likely sources. 

2.3.1 Double Collision Background 

From equation 2.3 we know that the double parton cross section approximately factorizes 

into the product of two single interaction cross sections. This implies an obvious background 

to double parton events from double collisions, where two PP pairs interact in the same 

beam crossing. This background is indistinguishable from double parton scattering in terms 

of the jets produced. Fortunately, the rate of double collisions was very small in the 1987 

run, and they form a negligible background. This is demonstrated by a simple exercise. 

In our double parton analysis, we will be looking at 4-jet final states. Consequently for 

this background estimate, we are only interested in double collisions where each collision 
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independently produces a dijet event. We can therefore write the number of double collision 

background events as the number of single dijet events times the probability of getting a 

second dijet event in the same crossing; 

Ndoublecolliaion = (Ltot • C1dijet) • (L1 croaaing • C1dijet)· 

Ltot and L1 croaaing are the integrated luminosities of the entire 1987 ru11 and of a single 
\ 

crossing, respectively. The integrated luminosity of a single crossing is determined from the 

instantaneous luminosity and the time between crossings, 

Most of the 1987 data was taken at a luminosity of- 1028cm-2sec1• The total luminosity 

of the 1987 run was"' 25nb- 1• Three bunches in the Tevatron gave a time between beam 

crossings of "' 7 µsec so that; 

Lets compare this to the estimated double parton rate. Taking CTeff = 40mb/2.3 ~ 17mb 

in equation 2.3 gives; 

Ndoubleinterac:tion "'2 X 10-6uai;ei(nb) ""· 100 X Ndoublecolliaion· 

Therefore double collisions are a negligible background to double parton interactions. 

Double collision events can also be eliminated directly using vertex tracking information. 

Vertex tracking allows the resolution of separate PP collision points to within about 5 cm. 

Given that the bunch length in the Tevatron is about 60 cm, this implies a double collision 

rejection factor of about 10. Vertex rejection of double collisions was not done in this 

analysis, but will be necessary for 1988 CDF data, taken at 20 times higher instantaneous 

luminosity. 

2.3.2 Double Bremsstrahlung Background 

Another source of background to double parton scattering comes from double bremsstrah-

lung. These are events where a single pair of partons collide. Normally, such collisions give 
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rise to a simple dijet event, as shown in figure 1.2. Occasionally, extra jets are produced 

through QCD bremsstrahlung off either initial or final parton legs. Double brem is when 

two such extra jets are produced, giving a 4-jet final state. Examples of a few double brem 

diagrams are shown in figure 1.3. In total over 300 diagrams are needed to describe this 

process to lowest order (a!). 

Fortunately, the formidable task of evaluating these first order QCD diagrams has been 

done. This required the work of many physicists, and took several years [15]. Unfortunately, 

the final result is so complicated that it is computationally impractical. For instance, the 

term which describes the sub-process qg - qggg involves over 1000 separate subterms of 

parton momenta dot products. Evaluating the full matrix element for a single event requires 

an average of 10 cpu seconds (VAX 8600 equivalent). The full matrix element is therefore 

not practical for use in Monte Carlo event generators. Instead, approximations are used. 

The approximation used in this analysis includes the exact matrix element on only the 

most common double brem sub-process, namely gg - gggg. This term is computationally 

simple due to its symmetry. Sub-processes involving quarks (such as gq - gqgg) are 

approximated using a technique called gluon reduction [16]. This models qq pairs as a single 

gluon, giving a simple, symmetric matrix element term with a reduced number of partons. 

This is then multiplied by the first order QCD probability for a gluon to split into the qq 

pair. This approximation has been shown to be very similar to the exact matrix element. 

2.4 4-J et Rate Calculations 

To compare quantitatively double brem production with double parton production, we use a 

Monte Carlo program cal.led Papageno [17]. This uses first-order perturbative QCD matrix 

elements to describe many parton-level processes, including 2 and 4 jet production. These 

matrix elements are combined with structure functions and phase-space density functions 

to calculate PP collision rates for various final states. Papageno works by sampling the 

kinematic space of possible final states, and generating events corresponding to the events 
-...... 
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measured in an experiment. For each event it returns 4-vectors of the partons plus an 

overall weight which describes the event probability. Event weights are scaled such that 

their sum gives the total cross section for the process. A histogram of an event parameter 

(such as total energy) weighted by this value is effectively a calculation of the differential 

cross section in terms of that parameter. The details of how Papageno works are described 

in appendix A. 

Because the matrix elements inside Papageno are calculated only to first order, we must 

choose a Q2 scale at which to evaluate a,,. The proper choice of Q2 scale can account for 

the effects of higher order processes. For complicated final states (such as 4-jet final states), 

there is no obvious value of Q2 to use. For what follows in this section, we set Q to be half 

the average Pt of the final 4 partons of the event, Q =< Pt > /2. Because the same value 

is used for both double parton and double brem 4-jet calculations, comparisons between 

them are relatively insensitive to how Q 2 is calculated. Estimates of the systematic errors 

for double parton and double brem rates due to Q2 scale uncertainty are made in section 

6.5.3. 

To model PP collisions we must also decide on a structure function parametrization, 

and a Q2 scale at which to evaluate it. We choose. the structure function Q2 scale to 

be the same as that of the matrix element. The choice of structure function affects the 

relative double parton to double brem rate, as the two processes sample different Feynman 

x ranges. In double brem a single scatter generates all the observed energy while in double 

parton the two scatters combine to produce the energy. Consequently, we expect double 

parton to sample lower x values than double brem for similar final states. Structure function 

uncertainty therefore results in a systematic error when comparing double brem with double 

parton cross sections. This error is estimated in section 6.5.3, but is ignored for this simple 

comparison. 

To calculate the double parton cross section we start with Papageno dijet events. These 

are generated according to the lowest order QCD PP dijet cross section. Double dijets 
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events are created by combining two consecutively generated dijet events. A combined 

weight is calculated a.s the product of the individual weights, sea.led by 2Ngen/Ueff, where 

Ngen is the total number of dijet events generated. The 1/Ue// term comes from equation 

2.3. The 2Ngen term comes from combinatorics. Combining consecutive events samples 

only Ngen/2 of the Nien possible combinations of two dijet events. The 2Ngen term scales 

the double dijet events to compensate for the unused combinations. In our ca.lcula.tion, we 

take t1eff = 40mb/2.3 ~ 17mb. 

To calculate the double brem cross section, we use the a.pproxima.te 4-jet matrix element 

described in section 2.3.2. To eliminate the colinear divergence in the cross section, we 

require an angular separation between all partons of at lea.st 1 radian. We also require an 

angular separation between the partons and the beam directions of .06 radians. To a.void 

infra.-red divergence all partons were required to have a minimum transverse momentum 

relative to the beam direction of 10 GeV. These cuts were also ma.de on the double parton 

events. 

Figure 2.2 plots the double brem and double parton differential cross sections a.s a 

function of the transverse momentum (Pt) of the lowest Pt parton. Though smaller than 

the double brem, the double parton rate falls at approximately the sa.me rate a.s the double 

brem with P.,. Experimentally, detector and physics effects force jet analysis to require a 

minimum Pt of around 15 Ge V (see section 5.5 ). 

Figure 2.3 plots the differential cross sections a.s a function of the sum Pt (I:Pi) of all 4 

partons. This plot includes only events with all partons above 15 GeV Pi. Here the double 

parton rate drops much faster than the double brem. This variable is relevant since the 

CDF detector is triggered by I:.E.,, a closely related quantity. As discussed in section 6.1, 

the 1987 run CDF trigger results in an effective minimum I:Pt of 95 GeV. At that value, 

we expect only 10% of the 4-jet events produced to be due to double parton interactions. 
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Figure 2.2: The differential cross section of double brem and double parton events in terms 
of the Pt of the lowest Pt parton in the event. 

2.5 Double Parton Topologies 

From the previous section we know that the expected rate of double parton 4-jet events is 

much less than that expected for double brem. In this section explore the use of topological 

differences between the two types of 4-jet events to separate them. We use the term topology 

to refer to the relative size and orientation of parton 4-vectors, independent of their absolute 

size and orientation. 

In section 2.2 we learned that the double parton cross section approximately factorizes 

into the product of two single interaction cross sections. Therefore double parton 4-jet 

events should look like two independent dijet events. Because of momentum conservation, 

we know that the transverse momentum (Pt) of the jets in a dijet must sum to zero. The net 

longitudinal momentum of the jets is not constrained, as that depends on the Feynman x 

values of the colliding partons. This implies that jet Pt's will cancel in pairs in double parton 

4-jet events. Pairwise Pt conservation is not required of double brem 4-jet events, where 
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Figure 2.3: The differential cross section of double brem and double parton events in tenns 
of the sum Pi of all 4 partons. 

only the total Pi of all 4 jets is necessarily conserved. This suggests one can separate double 

parton events from double brem by requiring Pt balancing of pairs of jets (see figure 2.4). 

Experimental and non-perturbative effects blur this distinction. Translating the concept of 

pairwise A balancing into an experimentally robust variable is done in section 6.3. 

More subtle differences between double parton and double brem events are hidden in the 

matrix elements of the cross sections. Most of these are too delicate to remain useful after 

experimental effects are included. One simple and useful concept exploits the preferentially 

small emission angle characteristic of bremsstrahlung. Thus jets produced from double brem 

tend to be correlated in angle (see figure 2.4). Alternatively, we know the jets from double 

parton production are un-correlated. Thus the distribution of the angle between jets will 

be fiat for double parton events, and highly peaked for double brem. This distinction is less 

powerful than pairwise A balancing, as double parton and double brem distributions will 

overlap. However, it is relatively independent of the size of the momenta, and so provides a 

good cross check to pairwise balancing. Translating the concept of anti-correlated jet angles 
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Figure 2.4: Shown are transverse projections of momentum vectors for hypothetical 4-jet 
events. A) shows the effect of the extra topological freedom in double brem versus double 
parton events. BJ shows the preference of the double brem matrix element for colinear jets. 

into an experimentally robust variable is done in section 6.3. 

2.6 Jet Fragmentation 

In the previous sections we dealt with the partonic level of hard PP collisions, where per-

turbative QCD is applicable. This implies a stick figure model of jet events as a collection of 

parton 4-vectors. In reality, partons from a hard scatter fragment into showers of hadrons. 

Because fragmentation involves 4 momentum transfers of order the QCD scale (-1 GeV), 

it cannot be calculated perturbatively. Basic arguments have been used to suggest phe-

nomenological parametrizations for describing fragmentation. For all of these forms the 

parameters must be determined experimentally. 

Fragmentation affects experimental jet analysis in two basic ways. First, it makes the 

association of jet 4-momenta with parton 4-momenta ambiguous. This ambiguity occurs 

at two levels, one due to the absence of a complete theoretical understanding of fragmen-

tation, and the other due to the limits of particle detection technology. The second basic 

fragmentation effect concerns the measurement of jet multiplicity. It is conventional to 

regard fragmentation as occurring long after the parton-level interactions. In reality, the 

distinction between parton-level gluon radiation and fragmentation is not clear. This im-

20 

-

-
-

-

-
-
.. 



-

-

-

-

plies that the experimental definition of jet multiplicity will depend on fragmentation. This 

issue is discussed in detail in section 5.5. 

Fragmentation is generally thought of as occurring long after the hard collision has 

determined the parton momenta. One might therefore expect the momenta of the partons 

to be preserved by fragmentation, as the momentum of a 11"+ is preserved in its decay 

into µ+ + vµ- In reality, fragmentation arises from strong interactions between partons, 

and necessarily affects the 4-momentum of the final particles. This is seen simply in that 

individual jets have mass, while theoretical partons are described as massless. There is 

no fundamental theory of how this mass is generated. Fragmentation models implicitly 

describe mass generation, but each in a different way. The discrepancy between models 

outlines the theoretical systematic uncertainty in comparing jet measurements with parton 

calculations. 

Fragmentation also affects jet measurements through variations and imperfections in 

single particle detector response. As described in section 3.1.4, the CDF detector energy 

response to low energy charged pions is nonlinear. Because fragmentation determines the 

number of particles a parton evolves into, it couples to this non-linearity and affects the 

detector jet response. For instance a 10 GeV parton which divides into two 5 GeV hadrons 

will reconstruct 203 higher in energy than one which divides into five 2 GeV hadrons. 

To study detector effects to jet response it is therefore important to have an accurate 

fragmentation model. 

When a detailed modeling of jet fragmentation is required in this analysis we use a 

modified version of the lsajet Monte Carlo [20]. Isajet normally models fragmentation as a 

combination of gluon radiation and hadronization. Isajet starts each event as a dijet, model-

ing multi-jet production implicitly by fluctuations in the gluon radiation. Our modification 

to Isajet suppresses the gluon radiation so as to avoid ambiguities in jet multiplicity. 

This modified lsajet model independently transforms individual partons into jets of 

hadrons. Each parton is sub-divided longitudinally in momentum according to a frogmen-
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tation function whose form was suggested by theoretical arguments [18]. Hadron identities 

are decided randomly based on branching fractions measured in e+e- jet events. Each 

hadron is given momentum transverse to the parton direction according to a phenomeno-

logical model. After all partons are fragmented, the hadron momenta are rescaled. In this 

procedure the 3-momentum of all particles produced in all jets are multiplied by a single 

constant near one, calculated so that the total energy of the resulting final particle state 

equals the total energy of the initial parton state. Because it links the kinematics of the 

jets, this rescaling implicitly models the effects of parton interaction during fragmentation. 

lsajet fragmentation was tuned to reproduce charged particle momenta distributions 

as measured in the CDF tracking chamber (see section 3.2). Both the longitudinal and 

transverse momentum spectra of the produced particles relative to the jet direction were 

adjusted. Tracking data has the advantage of allowing clear identification of individual 

particles. It has the disadvantage of being blind to neutral particles. We chose to use 

tracking data to tune fragmentation as we later use the fragmentation model to study the 

response of the CDF energy detectors (calorimetry). The details of the fragmentation tuning 

study are presented in appendix B. 
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Chapter 3 

The CDF Detector 

The CDF detector is a multiple purpose device designed to measure many properties of PP 
collisions (21). This thesis is concerned mostly with the energy detectors or calorimeters 

which surround the collision point. These detectors register the energy of most particles 

produced in jets. Analog signals from the calorimeters were used to trigger on the events 

used in this analysis. Digital signals from the calorimeters were written to tape and pro-

cessed offline. Reconstructed into jets, these signals were the starting point of the double 

parton analysis presented in future sections. Tracking chambers, which measure the tra-

jectory and in some cases the momenta of charged particles, were used to check the Monte 

Carlo but were not extensively used in the jet analysis. Holding all detectors together were 

online data aquisition and trigger systems. The calorimeters, tracking chambers, and online 

systems are described below in appropriate detail. 

3.1 Calorimetry 

Nearly the entire solid angle about the CDF interaction point is covered with ·both electro-

magnetic and hadronic shower detectors. These calorimeters are finely segmented in solid 

angle around the collision point and coarsely segmented radially outwards from the colli-

sion point (ie depth segmentation). Polar angle is segmented in pseudo-rapidity, defined 

as f'/::: -ln(tan8/2), where 8 is the angle relative to the beam axis (polar angle). The 

choice of this segmentation is explained below. Angular coverage about the beam axis ( </>) 
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is complete. Coverage in polar angle extends down to a.bout 2° from the beam axis. Small 

gaps in solid angle coverage occur a.t structural boundaries and feed throughs. 

All calorimeters u&e shower sampling to measure particle energy. The calorimeters a.re 

constructed of many layers of a. dense absorber material (such as steel or lead) interleaved 

with layers of an active material (such scintillator) sensitive to ionization. Particles striking 

the absorber material undergo energy loss through repeated interactions with both nuclei 

and atomic electrons. The daughter particles produced in these interactions also interact 

with the absorber, giving rise to a shower of particles. Showers penetrate many layers of 

absorber before exhausting their energy. As showers pass through the sampling layers they 

generate a detectable signal, roughly proportional to the number of particles in the shower. 

Each active layer is therefore said to sample the shower. The sum of the signals from all 

sampling layers is proportional to the energy of the incident particle. 

3.1.1 Calorimeter O>mponents 

CDF calorimeters are hierarchically segmented. The polar angle coverage is divided into 

3 regions. Each region contains electromagnetic and hadronic components. Components 

are constructed of many identical modules. Each module is subdivided transversely into 

towers. Towers are segmented in depth, where each depth of each tower is read out by 

separate electronics channels. 

The beam and physics conditions of the different regions dictated the ha.sic calorimeter 

design parameters. The central region (0 > 1'11 > 1.1 ), being at large polar angle to the 

beam, is the most important for studying high transverse momentum objects. ~t also covers 

the largest piece of solid angle, and experiences the lowest energy flow. Accordingly the 

central calorimeters were built with scintillator as the active medium. This provides good 

energy resolution and an adequate luminosity lifetime. 

The plug (1.1 > 1'11 > 2.2) and fonDard (2.2 > 1'11 > 4.2) regions are closer to the beam 

line and hence subject to higher rates and energies. In these regions scintillator would 

eventually darken and degrade the energy measurement. The plug and forward regions cover 
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Figure 3.1: Y - Z view of the GDF detector. The interaction point is at center left. Com-
ponent and tracking chambers are shown in the positive Y slice, the projective tower 17 
segmentation in the negative. 

large amounts of pseudo-rapidity. Implementing the required transverse segmentation in 

these regions with scintillator would have been very hard. Accordingly, the plug and forward 

calorimeters use gas proportional chambers as an active medium. These have poorer energy 

resolution than scintillator, but have a longer lifetime. The transverse energy resolution 

is approximately uniform throughout the calorimeters. Cathode pad readout of the gas 

calorimeters easily facilitates the required transverse segmentation. 

Each region has separate electromagnetic (EM) and hadronic (HA) components. The 

EM detectors use thin lead sheets as absorber, the. HA relatively thick steel. The thin 

lead sheets allow detailed sampling of electromagnetic showers, while the thick steel assures 
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Comp 11 Range l:i 1J x !:14> N1ayers 
CEM 1111 < 1.1 .11 x 15° 30 
CHA 1111 < .8 .11 x 15° 32 
WHA .8 < 1'71 < 1.3 .11 x 15° 15 
PEM 1.1 < 1111 < 2.4 .09 x 5° 34 
PHA 1.3 < 1'71 < 2.4 .09 x 5° 20 
FEM 2.2 < 1'71 < 4.2 .1 x 5° 30 
FHA 2.3 < 1'71 < 4.0 .1 x 5° 12 

1 All thicknesses are listed in cm 
2 Scintillator is polystyrene for EM detectors, acrylic for HA 
3 Gas is 503 Argon 503 Ethane with 1-43 alcohol quencher 

Sampler Absorber 
.5 scn1 •:.e .32 Pb1 

1. sen 2.5 Fe 
1. sen 5.0 Fe 
.7 gas3 .27 Pb 
.7 gas 5.1 Fe 
.7 gas .27 Pb 
1. gas 10.2 Fe 

Table 3.1: Calorimetry Component Properties 

UE/vE 
133(e+) 
703(11"+) 
803(11"+) 
283(e+) 
903(11"+) 
303(e+) 

1203(11"+) 

containment of hadron showers. The 7 CDF components (3 EM and 4 HA) are shown in 

figure 3.1. Table 3.1.1 lists design and performance parameters for each. 

3.1.2 Readout Segmentation 

In order to resolve spatial characteristics of energy deposition, the solid angle coverage of 

the CDF calorimeters is finely divided. Figure 3.2 shows CDF transverse segmentation in 

'14> space. Transverse segmentation is adjusted radially to form towers which project to the 

nominal interaction point. There are 5184 towers, read out by 19440 independent electronics 

channels, of which less than 1 % were dead during the runs relevant to this analysis. Dead 

channels had a negligible impact on the analysis result. 

Gas calorimeter transverse segmentation is accomplished with etched cathode pads. 

Signals from individual plane cathode pads are cabled together in depth before amplification. 

To aid in electron identification, the readout of the plug and forward EM detectors are 

divided in depth. Thus the cathode pads from the first and last 15 planes of the FEM 

are ganged to a single amplifier, as are those from the first 4, middle 26, and last 4 PEM 

planes. The ¢ segmentation of the gas calorimeters is comparable to their 1J segmentation 

, whereas the central¢ segmentation is more coarse. Central components read each tower 

with 2 photomultiplier tubes on opposite ¢ sides. The signal balance between tubes allows 
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Figure 3.2: The TJ<I> segmentation of the GDF calorimeters is shown. Light lines are tower 
boundaries, medium lines module boundaries, and dark lines are component boundaries. 

a determination of the ¢> of a single particle to better than 1°. 

T/rP calorimeter segmentation was chosen for two reasons, one global and the other local. 

Globally, because partons carry only a fraction of proton beam momentum, PP events are 

not produced at rest in the lab frame. The rest frame of the hard collision is generally 

boosted relative to the lab frame along the beam direction (Z direction). To avoid biasing 

the physics analyses, the solid angle segmentation must therefore be invariant under boosts 

along Z direction. 

The rapidity of a particle is Lorentz invariant in this sense. Rapidity is defined as 

Y = .5 ln( ~M ). Under the rules of special relativity, rapidity transforms linearly under a 

boost, Y ~ Y' = Y + constant. Taking the derivative of this proves that segmentation in 

rapidity would be Lorentz invariant, ~y ~ ~y. From the definition we see that rapidity 

is a function of particle mass and polar angle. \Vhen considering particles of different masses 
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there is no single relation between rapidity and polar angle. Consequently, rapidity cannot 

be used to define angular segmentation. 

Pseudo rapidity (77 E -ln(tan 9/2)) is a similar variable to rapidity which depends only 

on polar angle. For particles with mass much less than their transverse momentum, pseudo-

rapidity is a good approximation to rapidity. To see this we expand Y in terms of 77 and 

a E mass/ Pt to get; 

(
Jcosh2 77 + a2 + sinh 77) 

Y = .5log ....... ====----
Jcosh2 77 + a 2 - sinh 'I 

~ 77- .5 x a 2tanh 'I+ O(a3) 

For low a particles 'I nearly equals Y, and a boost is nearly a simple shift in fl· Thus, for 

the high Pt particles of interest to CDF, segmentation in 'I will be approximately invariant 

under Z boosts. Being transverse to the Z direction, </> is also invariant under Z boosts, and 

is a logical choice of orthagonal solid angle variable. 

Locally, 77</> space produces approximately round jets. To see this, consider jet frag-

mentation as multi-body parton decay. We assume the decay is independent of the parton 

direction relative to the beamline or any other parton, in which case the decay products 

are produced symmetrically about the parton direction. In particular, the distribution of 

momentum transverse to the parton direction will be azimuthally symmetric. It is possible 

to show that particles produced with a fixed transverse momentum relative to an arbitrary 

axis describe a circle about that axis in 77</> space. 

To demonstrate, consider an arbitrary point in 77</> space specified by a momentum 

vector P. We consider the set of points having a small transverse momentum relative to 

this vector. We model these points by adding a small transverse kick to the original vector, 

-
-

-
.,,,,, 

... 

... 

dP = ll.90 + sinlll.</>i. The magnitude of the kick is held constant while its direction is -

allowed to vary, 

ldPl2 = ll.82 +sin 29/l.</>2 =constant. 

For small dP, sin9 is a constant, being the angle of P. From the definition of 'I we can -
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derive the differential relation; 

AT/-;:;; -AB/sinO. 

This gives the TJ<P locus of the points described by the kiclc dP; 

ATJ2 + A</>2 -;::; AfP J sin 29 + A</>2 = ldPl2 /sin 29 = constant. 

Therefore, jets will on average have a circular Pt distribution in T/<P space. This symmetry 

is exploited by the clustering algorithm described in section 4.3. 

In addition to cathode pad readout, the gas calorimeters have anode plane readout of 

the longitudinal shower development. These are grossly segmented inf]</> space, roughly the 

size of a single module. Anode signals are used in the noise removal algorithms described 

in section 4.2, and in electron identification. 

The CHA and WHA components digitized the time of charge deposition. The resolution 

of these hadron TDC signals was 1 nanosecond. These signals were used to remove cosmic 

ray and other backgrounds, as described in section 4.2. 

3.1.3 'Thst Beam Calibration 

Modules of each component were put in test beams of electrons and charged pions. The 

response to beams of momenta from 10 to 200 GeV formed the energy calibration. Shower 

development and energy resolution were also measured as input to the CDF detector sim-

ulation. Calorimeter response was found to be linear over the range of test beam momenta 

to within a few percent. Scans across modules were used to make response maps. Some 

boundaries between regions and/or modules were also scanned to study 'crack' response. 

Figure 3.3 shows the response of central calorimeters (EM + HA) to 11'+s and e+s scanned 

across a module </> boundary. These boundaries occur every 15°. Energy loss occurs when 

the particles hit the steel skin separating modules. Such response curves were incorporated 

into the CDF detector simulation. 
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Figure 3.3: The response at a <I> module boundary in the central calorimeter to (A} 50 Ge V 
pions and (B) 56 Ge V electrons. The overlaid curves are from the CDF detector simulation, 
which was tuned on this data. 

3.1.4 Calorimeter Non-linearity 

In the central calorimeters the response to charged, pions between momenta of .5 and 10 

GeV was measured using Pi' data. This study used minimum bias triggers, where particle 

densities are low, and isolated pions could be found. The response was found to be low 

by around 20 3 at low energies [5]. This non-linearity is reproduced in the CDF detector 

simulation. 

Limited tra.cking information in the plug and forward regions prevented a low energy 

response measurement in the gas calorimeter. The simulation assumed the gas calorimeter 

nonlinearity to be the same as in the central. This assumption has very little effect on 

the subsequent analysis, as very few particl~s from jets in the gas calorimeter fall in the 

non-linear region (.5 to 10 GeV). This is because gas calorimeters jets have higher energy 

than central jets of the same Pi. 
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3.1.5 Detector Cracks 

Due to mechanical constraints, certain regions of the "" 47r calorimeter solid angle coverage 

of CDF are under-instrumented. Given the 'I]</> segmentation of the calorimeters, these 

regions are bands in either 'I] or ¢. Figure 3.2 shows these regions on an 'l]t/> grid of the CDF 

geometry. The narrow bands at constant ti> in the central calorimeters are due to the steel 

skins which separate towers. The larger bands at constant TJ are due to junctions between 

the components. These regions are capable of absorbing single particles without registering 

their full energy. However, because a jet consists of many particles, only a fraction of the 

jet energy will be lost. 

Some crack regions of CDF were scanned with test beam particles, and their response 

mapped out (see section 3.1.3). Due to their complexity, other crack regions were never 

scanned. To model energy loss in these regions, we rely on parametrizations of the longi-

tudinal and transverse shower development measured at the test beam. The profiles were 

measured in the main regions of the calorimeters, far from the crack regions [22, 23]. As a 

function of particle impact point, the CDF detector simulation extrapolates these profiles 

into the dead regions to model the energy loss. 

3.2 Tracking 

Near the vertex particles are tracked by a time projection chamber (VTPC), which gives 

polar angle information but very little ti> or momentum information. VTPC tracks are 

used to determine the PP collision position. VTPC vertex resolution is "" .3 cm along the 

beam direction (Z). The long bunch length of the Tevatron caused the Z vertex position 

to be distributed about the nominal by a gaussian with a sigma of 45 cm. As previously 

mentioned, calorimeter towers point back to the nominal Z vertex position. When the 

actual Z vertex differs from the nominal, the projective tower geometry is distorted (see 

figure 3.1). To eliminate cases of extreme distortion, events with a Z vertex position more 

than 60 from the nominal were rejected. The Z vertex position was used to correct for 
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residual distortions. These distortions altered the 1/ and Et of the tower relative to their 

nominal value, being at most .3 in 1J and 303 in Et for the 60 cm maximum Z vertex 

position. 

The central tracking chamber (CTC) is a large azimuthally symmetric drift chamber 

that surrounds the VTPC. This provides good <I> and momentum measurement of charged 

particles. Particle 6 is measured with stereo layers. The novel feature of this chamber is 

the 45° tilting of the drift cells, which gives a purely radial drift in the nominal electric 

and magnetic fields. The jet fragmentation study described in section 2.6 uses CTC tracks. 

Surrounding the CTC is a superconducting solenoidal coil operated at 1.5 Tesla. The coil 

provides the track curvature for CTC momentum measurement, which has a resolution 

of dpt/Pf ~ .02Gev-1• Figure 3.1 shows the tracking chambers and coil relative to the 

calorimeters. 

3.3 Trigger 

The trigger for the 1987 run used low-angle scintillator counters (3.2 > 1111 > 5.9) and analog 

calorimeter signals. The counters were required to have at least 1 hit on each side of the 

detector in time with a beam crossing to within 15 nanoseconds. The time resolution of the 

counters is 200 pico-seconds. These counters also integrated the luminosity of the run by 

recording every valid crossing in a scaler. 

Fast calorimeter signals were required to sum to a minimum Et,. Sums were taken over 

trigger towers with tl.11x fl.</> segmentation of"' .2x 15° over the whole detector. EM and HA 

trigger tower energies were separately required to be above 1 GeV before beingincluded into 

the sum. The minimum Et threshold was varied by run between 20 and 45 Ge V according 

to luminosity, keeping the event-to-tape rate constant. Noise problems in the gas hadron 

calorimeters prevented their inclusion into the calorimeter trigger Et sum. The noise was 

removed offiine as described in section 4.2. The trigger processing time was less than the 

time between beam crossings of 7 µ-seconds. Dead time was incurred by digitization and 
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readout time after a valid trigger, and by inhibiting the trigger during Tevatron booster 

ring (main ring) injection and extraction cycles. The main ring was used during collider 

runs to produce Ps for the next store of protons and anti-protons. The data used in this 

analysis were all taken during the 1987 collider run at FNAL which wrote 30 nb-1 (± 153 

systematic) of data to tape. A total of 150,000 calorimeter triggers were written to tape. 

3.4 Online Readout and Calibration 

The online data acquisition system for the 1987 run included three levels of processing, 

one analog hardware, one digital hardware, and one digital software. The tracking and 

calorimeter data were read out through separate systems. The basic structure of each 

system was very similar. Only the calorimeter readout system is described below. 

The front end electronics connected directly to the active calorimeter components (either 

photomultiplier tubes or cathode pads). These used charge-integrating amplifiers to convert 

calorimeter charge signals into voltage levels. A sample and hold system was used to store 

these voltage levels on capacitors for about 1 micro-second while they waited for digitization. 

Amplifier output voltages were stored both immediately before and after each beam crossing. 

The difference of these signals was digitized by the ADC, implicitly removing any low 

frequency (11 < 1 KHz) noise. 

Single channel voltages were converted to digital signals with a 16 bit ADC. Signals 

from many channels (a maximum of 400) were sequentially bussed to the ADCs during 

readout. A total of 96 ADCs were used to read out all the calorimeters. Channel pedestal 

values were subtracted from the analog signals by circuitry on the the ADC ·board before 

digitization. Analog comparator circuits suppressed digitization of signals less than 10 

counts from pedestal (equivalent to between 20 and 80 MeV of energy, depending on the 

detector). This threshold test sped up the digitization process and reduced the quantity of 

digital data by a factor of 10. Complete digitization took 40 µ-seconds ±503, depending 

on event complexity. 
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Once digitized, calorimeter signals were read in by a. fa.rm of 36 dedicated microproces-

sors. In addition to readout, the microprocessors multiplied the data by channel dependent 

electronic a.nd gas gain correction factors. The methods for determining these factors a.re 

described below. The microprocessors also controlled the digitization process. Digital data. 

from the events was stored by the microprocessors in 4 buffers to await computer readout. 

Microprocessor buffers were read out sequentially by specialized FASTBUS modules. 

Other FASTBUS modules controlled the communication of trigger signals from the trigger 

to the microprocessors. Digital data was passed through FASTBUS to a VAX 785 computer. 

The computer controlled the FASTBUS network. Data was reformatted by the computer, 

and then written to tape. 

Energy calibration was monitored online by radioactive sources. C s137 sources were 

run past scintillator surfaces of all towers of the central calorimeters to monitor scintillator 

darkening. Source calibration was performed at the begining and the end of the 1987 

run, which showed an energy scale change of less than 2% [24]. Phototube response was 

monitored weekly with LED flashers in the CEM and with lasers in the WHA and CHA. 

Gas calorimeter gains could ·change by up to 50% in 24 hours, due to atmospheric 

pressure changes. A system of Fe55 source monitors was used to monitor gain changes. 

Sources were mounted on dedicated proportional tubes run with the same voltage and gas 

as the main detectors. Source tubes were distributed in redundant pairs a.round the detector, 

and placed in thermal contact with the absorber medium. Signals from these tubes were read 

out through an independent CAMAC online system once every 15 minutes. Gain changes 

of more than 5% stopped a data run. A new run was started after adjusting the calibration 

constants to compensate for the gain change. These gain factors were downloaded to the 

-
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microprocessors prior to starting the new run. These gain factors were also applied to the -

calorimeter trigger signals. 

Electronics channel pedestals and gains were monitored daily. Gains were measured 

using calibration circuits built on the front end boards. These injected known steps of 
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charge into the amplifier inputs. The amplifier response was measured using normal digital 

readout. Electronics gains were found to be stable to better than 1 % over the run. The 

channel-to-channel variations were of order 103, caused mostly by variations in the source 

capacitance of the signal lines and detectors. These gain variations were removed during 

readout as described above. 

ADC gains were also monitored daily. Precision DACs built in to the ADC board were 

used to create known voltage steps. The ADC response to the voltage steps was adjusted 

by changing the gain of low gain amplifier circuits which buffered the signals from the ADC 

input. A similar calibration technique was used to adjust the analog pedestal subtraction 

and comparator circuits. 
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Chapter 4 

Event Reconstruction 

The calorimeter data written to tape during a run were stored in a highly compressed 

format. Raw data was written as integers, scaled to maximize the dynamic range of the 16 

bit ADC. To minimize the time spent in writing tape, data were arranged sequentially by 

the order in which the microprocessors were read out. Offilne, this raw integer data was 

transformed into equivalent GeV of energy. The data were also re-arranged into a physically 

relevant format. Once re-formatted, noise and unphysical signals were eliminated from the 

data. Pattern recognition algorithms were then applied to find jets. This chapter describes 

the chain of algorithms used to reconstruct jets out of raw calorimeter data. 

4.1 Energy Reconstruction 

The first reconstruction job was removing digital shifts from the raw calorimeter ADC data. 

As mentioned in section 3.4, channel pedestals were removed online by an analog subtraction 

circuit on the ADC board. This subtraction was imperfect, and a residual pedestal shift of a 

few tens of counts remained in ...., 10% of the channels. These shifts appeared i~ the da.ta. a.s 

a constant, nonzero signals (either positive or negative) in the affected channels. Positively 

shifted channels registered a. signal even when no energy was present. Both positively and 

negatively shifted channels changed the value of detected energy. While individual shifts 

were small, collectively they generated a significant false signal. 

Pedestal shifts were calculated offilne using PP minimum bias triggered data. Minimum 
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bias events have very low energy flow, with typically 7 particles per unit rapidity [19]. Given 

the transverse segmentation described in section 3.1.2, we therefore expect a non-zero signal 

in a given calorimeter tower for only 5% of the minimum bias events. By contrast, a channel 

with a shifted pedestal registers a non-zero signal nearly every event. Accordingly, pedestal 

shifts were identified as channels with a high rate (30%) of non-zero signals in minimum bias 

events. A value for the shift was calculated for these high occupancy channels as the mean 

of that non-zero signal. In keeping with the accuracy of the threshold circuit described in 

section 3.4, shifts of less than 10 ADC counts were ignored. Channels with shifts of more 

than 10 ADC counts were corrected. 

The pedestal shift correction algorithm simply removed the shift measured in minimum 

bias events from the 'f.Et triggered data. Data from channels flagged as having a shift were 

altered each event by subtracting the value of the minimum bias shift. Shifts could be either 

positive or negative. The typical shift magnitude was a few tens of counts, or equivalently 

about 50 MeV. The number of channels with shifted pedestals ranged from from 1% in the 

CEM to 10% in the FHA. The number of shifted channels was approximately constant in 

time, whereas the identity of shifted channels changed each time the analog pedestal values 

were remeasured. Because of this variation, pedestal shifts were calculated separately for 

each run. 

The same minimum bias analysis was used to find hot channels. Hot channels were 

defined as channels with very large pedestal shifts (2: 200 counts) or widths (2: 100 counts). 

Roughly, 200 counts corresponds to about 1 GeV of energy. These channels were suppressed 

oflline. Channels which failed to respond to electronic calibration were also suppressed. Less 

than 1% of all calorimeter channels were suppressed in 1987 data. 

Once correct at the ADC level the data were converted to energies by multiplying the 

ADC data with detector dependent calibration constants. Section 3.1.3 describes how these 

constants were derived from test beam data and maintained by sources and other calibrations 

throughout the run. 
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Because of high voltage breakdown problems, some layers of the gas calorimeters were 

turned off. This reduced the signal seen in towers including a dead chamber. To compensate 

for this loss, energies from towers including a dead chamber were multiplied by a correction 

factor. This factor was determined from CDF jet data by measuring the longitudinal profile 

of the energy deposited in the gas calorimeter. This profile was measured using anode signal 

readout of the detectors, and only in regions without any dead chambers. The profile from 

each jet was normalized to the total jet energy, giving the fraction of energy appearing 

in each layer. Averaged over many jets, this profile described the average fraction of jet 

energy appearing in a given layer. The correction factor for a tower with dead chambers 

was calculated as the inverse of the sum of the average normalized longitudinal profile over 

all active chambers; 

Correction = l/''I:.active chamberaPi. 

For the worst case, this factor was 203 from unity. 

4.2 Noise Removal 

In the scintillator calorimeters it was necessary to remove spike signals associated with 

HV discharges at phototube bases. Single phototube spikes were also caused when parti-

cles showered in the light guides or wave shifters. Although relatively rare, these spikes 

accounted for 53 of all the calorimeter triggers taken in the 1987 run. Single phototube 

spikes were eliminated ofiline by exploiting the redundant phototube readout of each tower. 

In a normal particle shower, both tubes register roughly the same energy. In _a spike, only 

one tube sees any signal. Spikes were removed by requiring both tubes to have measured the 

same energy. Towers with an energy match 4u outside the observed test beam response were 

removed from the data. Events which had contained spikes were then analyzed normally. 

In the gas calorimeters there were other kinds of spikes. Most common were large 

isolated deposits of energy in the gas hadron calorimeters. This energy appeared without 

associated tracks or electromagnetic energy, and so was known to be noise. The depositions 
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Figure 4.1: The effective texas tower energy spectrum from the PHA calorimeter is shown 

were also much more spatially contained than normal particle showers. These so called texas 

tower spikes were caused by low energy neutrons. Neutrons are produced as a normal part 

of hadronic showers. At low energy, neutrons have a small cross section with lead and steel, 

and so penetrate deeply into the calorimeters. Low energy neutrons have a much larger 

cross section with hydrogen. This enables them to transfer their kinetic energy to protons 

in the ethane of the chamber gas. The protons lose that energy through ionization loss, 

ranging out in just a few centimeters of the gas. This energy generates a large calorimeter 

signal in a single layer and tower of the sampler. 

The signal generated by neutron-induced protons is much larger than that generated 

by a shower of the same energy. For instance, a 1 MeV knock-on Proton in the PHA 

calorimeter deposits charge equivalent to a 28 GeV pion shower. To understand this, we 

must review the calorimeter calibration procedure. Testbeam calibration constants were 

defined by equating the signal observed in the active medium of the calorimeter with the 

energy of the incident particle. Most shower energy is lost inside the absorber material. The 
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Table 4.1: Relative calorimetry absorber/sampler energy absorption 

Detector CEM CHA WHA PEM PHA FEM FHA 
MIP absorber/sampler 4.1 14.5 29.0 1800 31,000 3200 63,000 

This table lists the ratio of energy deposited by a minimum ionizing particle in the absorber 
and sampler of the different GDF calorimeter components. This ratio approximates the 
factor by which energy from neutron-induced protons (texas towers) is over-estimated. 

calibration therefore extrapolates the observed signal, scaling it up to compensate for signal 

lost in the absorber. This calibration procedure is necessary in all sampling calorimeters. 

Unlike showers, neutron-induced protons range out in the gas, depositing all their energy 

in the sampling medium. Interpreted using a shower-generated calibration, the computed 

'energy' of this signal therefore over-estimates the true proton energy. The amount of 

over-estimation is given by the value of the calibration scaling factor. 

The neutron sensitivity of a detector is proportional to the factor by which observed 

signal is scaled to account for absorbed signal. This factor can be estimated by modeling 

a particle shower as a collection of minimum ionizing particles (MIPs). In that model, the 

calibration scaling factor is simply the ratio of energy deposited by a MIP in the absorber 

to that in the sampler. Table 4.1 lists this ratio for all the CDF components. The larger 

the value, the more susceptible the calorimeter is to low energy neutrons. The gas hadron 

calorimeters were clearly the most susceptible. Figure 4.1 plots the observed texas tower 

'energy' spectrum for the PHA gas calorimeter. Given the estimated scaling factor for these 

detectors, the data indicates a fast falling neutron energy spectrum with a range of a few 

MeV. The high rate and 'energy' of texas towers in the gas hadron calorimeters prevented 

their inclusion into the EEt trigger. While texas towers were observed in the gas EM 

calorimeters, they did not present a serious problem in the trigger. No texas tower effects 

were seen in the scintillator calorimeters. 

In the PEM detector spikes were also caused by high voltage breakdown at the wire 

feedthroughs of the chambers. This type of spike accounted for 303 of all calorimeter 

triggers taken in the 1987 run. A similar problem in the FEM occurred at a much lower 
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rate. Like texas towers, these spikes deposit their signal at a single point in the calorimeter. 

Because both types of gas calorimeter spikes gave a similar signature in the data, both were 

removed by the same algorithm. The gas spike removal algorithm is described in detail in 

appendix C. The principle was to remove deposits of energy that were too localized to be 

particle showers. Both the pad and the (redundant) anode gas calorimeter data were used 

in this algorithm. After texas tower removal, events which had contained texas towers were 

analyzed normally. 

The efficiency of the gas spike removal algorithm was tested using a sample of verified 

texas towers in '!:.Et triggered events. The verification algorithm required the texas tower 

to be isolated in 77</> space from all other energy deposits. Isolation allowed tight cuts 

on the anode energy (longitudinal profile), resulting in a very pure texas tower sample. 

Unfortunately, the isolation requirement precluded testing the efficiency of the algorithm 

when the texas tower overlapped with a jet. Figure 4.2 plots the isolated spike removal 

efficiency as a function of spike energy in the PHA component. The plot shows that over 

953 of all isolated texas towers above 20 GeV in energy are eliminated. 

In addition to texas towers, the PHA calorimeter was afflicted with electronics noise 

caused by ground loops in its signal cables. The noise was coherent across all the channels 

in the cable. Each cable carried signals for 12 channels. Cable noise appeared in the data 

as a uniform signal across a 3 x 4 plateau of towers. This topology was used to eliminate 

the noise oflline. The redundant anode readout of the PHA was also used to eliminate 

cable noise. In cable noise, only the pads register energy. In particle showers, the pads and 

anodes measure approximately the same energy. PHA cables with 2! 8 of 12 towers above 

an energy of 100 Mev, and showing a corresponding anode signal of less than 1 Ge V, were 

eliminated. Events which had contained cable noise were th.en analyzed normally. 

Events were filtered based on TDC information from the CHA and WHA components. 

This eliminated triggers on cosmic rays and particle spray from Tevatron booster rings. 

Events where 2! 8 towers each reading~ 2 GeV more than 5 nanoseconds outside the beam 
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Figure 4.2: Efficiency for removal of isolated tezas towers as a function of energy in the 
PHA detector. · 

crossing time were removed. 

4.3 Jet Clustering 

Once the calorimeter data were fully cleaned, they were clustered to reconstruct jets. In 

clustering, the information from the thousands of separate tower energy measurements is 

combined and simplified. Nearby towers are associated together by an algorithm based 

on their proximity and energy, as shown in figure 1.2. Conceptually, clustering attempts 

to undo parton fragmentation, recombining the energies deposited by the ·many particles 

produced. Clustering determines the jet interpretation of events, describing the number of 

jets in an event, as well as their direction and energy. The 4-momentum of each cluster is 

computed assuming the energy in each tower was deposited by a massless particle striking 

tower center. The cluster 4-momentum is simply the sum of the 4-momenta of all the 

towers in that cluster. The relationship between cluster 4-vectors and parton 4-vectors of 

theoretical calculations is discussed in the next chapter. 
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Because fragmentation is subject to large fluctuations,-no single jet looks exactly like 

any other. It is therefore unrealistic to expect any single clustering algorithm to perfectly 

undo the effects of fragmentation for every jet. Instead, a good clustering algorithm must 

be flexible enough to provide a reasonable jet interpretation of all events. The response of 

the algorithm should therefore be uniform over a reasonable range of fragmentation. Addi-

tionally, a good algorithm should be simple, and incorporate our physical understanding of 

both fragmentation detector response. 

The CDF algorithm uses a fixed circle method, collecting together towers lying within a 

fixed radius in 114> space around a selected seed point. This circle is displayed in figure 1.2. 

Initial seed points were selected as centers of regions of high Et density in the calorimeters. 

As described in section 3.1.2, jets are on average circular in 114> space. Therefore the CDF 

algorithm collects towers in a uniform, unbiased way. The details of the jet clustering 

algorithm are presented in appendix D. 

This algorithm was selected over others (most notably algorithms which use the ad-

jacency of towers) based on tests using Pf> data. These tests attempted to quantify the 

criteria described above. The clusters produced by a given algorithm were examined for 

having missed energy clearly associated with a jet, having included spurious energy, or hav-

ing improperly divided energy into separate jets. As these qualities are difficult to define 

objectively, judgements focused on the consistency of algorithm response over a common 

sample of random jet events. Another test examined the sharpness of jet angular separation 

resolution. In all these tests, the fixed circle algorithm was found to be superior. 

The single parameter of the jet clustering algorithm is the radius, which was chosen 

to be . 7 114> units for this analysis. Clustering with a different radius can give different 

jet energies, or even a different numbers of jets in an event. This ambiguity cannot be 

resolved theoretically; ie there is no single 'right' value of radius to use. The .7 value was 

chosen based on studies using CDF data, where it was found to give both reasonable jet Pt 

resolution, and reasonable jet angular separation. A large cone gives better Pt resolution by 
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including more of the fragmented particles. A small cone allows good jet angular separation 

at smaller values of centroid separation (see section 5.7). To be consistent, the .7 value of 

circle radius was used throughout all the CDF data and most of the Monte Carlo studies 

presented for this analysis. 
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Chapter 5 

Cluster Correction and Selection 

In chapter 2 we discussed the calculation of jet cross sections using perturbative QCD 

and the parton model. In chapter 4 we discussed the procedure used to reconstruct jets 

from CDF data. Our ultimate goal is to quantitatively compare the QCD calculations 

with CDF data. Three problems prevent simply equating the 4-vectors of clusters with 

partons. First, as mentioned in section 2.6, there is a fundamental theoretical ambiguity in 

equating 4-vectors since jets have mass and partons do not. Secondly, calorimeter cracks 

and non-linear response can reduce the measured energy and momentum of a jet from its 

true value. Reconstruction and energy flow effects also systematically change the measured 

jet 4-vector from its true value. Lastly, not all clusters deserve to be called jets. Very low 

transverse momentum clusters may be reconstructed around fluctuations in the energy flow 

of an event. These fake clusters must be eliminated from the events in order to correctly 

measure the jet multiplicity. 

This chapter describes the use of a detailed Monte Carlo model of jet . creation and 

detection to quantitatively study the last two effects listed above. The jet model used is 

described in section 2.6, the detector model throughout chapter 3. Using this model, a 

correction function which adjusts parton 4-vectors to compensate for calorimeter energy 

mis-measurement is made. Cluster selection criteria for minimizing the ambiguity involved 

in counting jets are also developed. These corrections avoid the theoretical question of how 

jets get mass. Instead, they correct only for detector and reconstruction response effects. 
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Jet mass generation is modeled explicitly in the Monte Carlo, as described in appendix 

E. Thus the final comparison between data and Monte Carlo is made between corrected 

clusters and massive partons. 

5.1 Underlying Event Contribution 

When partons undergo a hard collision, the remaining parts of the proton and anti-proton 

interact, fragmenting into hadrons. Most of theses daughter products go down the beam 

pipe. A few are emitted at large angles, and deposit energy in the calorimeter. This 

underlying energy is distributed nearly uniformly throughout the detector, much like the 

energy deposited in a minimum bias event. Some fraction of this energy overlaps with the jet 

energy from the hard scattering. To obtain a true measure of jet energy and momentum, 

this underlying event contribution must be subtracted from the jet. It is impossible to 

determine whether an individual particle arose from the hard scattering or the underlying 

event. Consequently, it is impossible to extract the underlying event from each jet particle 

by particle. Instead, we subtract from each jet an estimate of the average underlying event 

contribution. This will degrade the jet energy and momentum resolution, but will on average 

give the correct value for the jet momentum and energy. 

We calculate the average value of the underlying event contribution using PP dijet data. 

To measure the underlying event energy we must differentiate it from jet energy. To do this 

we exploit the uniform distribution of underlying event relative to the highly collimated 

energy distribution of jets. Figure 5.1 shows the transverse energy 11.ow in a sample of Pf> 

dijet events. The events were selected to have ezactly 2 clusters of Pi 2: 15 GeV (ie no third 

cluster above 15 GeV Pt)· The plot shows Et density by </>relative to the </>of the leading 

jet (averaged over TJ). The plot averages the Et :6.ow of many events. The peak near</>= 0 is 

from the leading jet, the peak near </> = 1r from. the ha.lancing jet. The balancing jet peak is 

smeared by initial state radiation effects, which make the jets not be opposite in </>. These 

effects are described in appendix E. 
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Figure 5.1: The average Et density in CDF dijet events relative to the t/> position of the 
leading jet is shown. 

The wide, :flat valley of Et between the 2 jets is due to underlying event. The :flatness 

of this valley suggests that it extrapolates smoothly under the jets. The :flatness also shows 

that jet energy does not extend very far from the jet centers. This implies that we can 

estimate the underlying event contribution in jets by measuring the Et density well away 

from the jets in t/>. 

The Et contribution of the underlying event was measured by summing the Et in a 

circle in f'/t/> space. This circle imitates the one used in the jet clustering, having a radius of 

. 7 units. The circle center was positioned at a random f'/, 90° in t/> away from the leading 

jet </> direction. This Et was averaged over many events to define the average underlying 

event Et contribution. The average value was about 1.5 GeV of Et. No dependence of this 

average on the kinematics of the jet system was found. A slight dependence of underlying 

Et on the f'/ position of the circle was found. This f'/ dependence is shown in figure 5.2, and 

is included in the parametrizations used in the cluster correction algorithm. 
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Figure 5.2: The average Et density as a function of jet '1· Overlaid is the response of the 
tuned lsajet Monte Carlo, measured using the same analysis. The slight discrepancy in the 
forward calorimeters (f'J > 2.2) is probably due to residual detector noise. 

5.2 Energy Loss Mechanisms 

The largest loss of jet energy comes from the non-linear response of the central calorimetry 

to low energy pions (see section 3.1.4). The second largest loss comes from particles hitting 

calorimeter 'cracks', as described in section 3.1.5. In these regions, the calorimeters do not 

register the full particle energy. Energy loss also occurs from curl-up of low momentum 

($ 400 MeV) charged particles in the central magnetic field. Other losses come from the 

weak decays of strange hadrons (mostly ka.ons) into neutrinos a.nd/or muons, which leave 

little or no calorimetry signal. These single particle effects are modeled in CDF detector 

simulation. The details of their measurement a.re presented in other chapters (see section 

3.1.4 a.nd section 3.1.5 ). 

Cluster reconstruction reduces the a.mount of jet energy collected. Because ea.ch tower 

included in the jet is required to have a. minimum Et, energy from particles which deposit 

less than this threshold is lost. Energy is also lost from particles emitted a.t large angles 
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from the jet axis, whose energy is not collected within clustering circle. These losses can 

be modeled simply by applying the same reconstruction algorithm to Monte Carlo data as 

was applied to CDF data. 

The impact of single particle energy response effects on the net jet response depends on 

the model of fragmentation used. For instance, the average number of pions in the non-

linear energy range (.5 to 10 GeV) is determined by the fragmentation model. A jet that 

fragments mostly to pions in this range will give a smaller net energy than one composed 

of higher energy pions. Similarly, a jet that fragments into many particles can better afford 

the loss of the energy of single particle to a crack. This underscores the importance of using 

a correct fragmentation model when studying jet response. 

5.3 Correction Algorithm 

The jet fragmentation model and the detector response simulation were combined into a 

Monte Carlo program. We used this Monte Carlo program to study jet response. We started 

by generating artificial gluon scattering, producing 2 back-to-back gluons in the final state. 

The gluon pairs were produced with flat spectra in both Pt and 17. Flat spectra were 

necessary to generate a statistically adequate number of events at all Pt and 17. The gluons 

were fragmented into hadrons using the tuned Isajet model described in section 2.6. No 

underlying event was generated with the gluons. Particle energy response was modeled by 

the CDF detector simulation. The simulated energy data was reconstructed and clustered 

with the standard algorithms described in chapter 4. 

The resulting clusters were associated back to their gluon ancestors by requiring their 

separation in 17</> space to be less then .6 units. Gluons with no matching cluster were 

ignored. Ha gluon matched more than 1 cluster, only the higher Pt cluster was associated. 

Un-associated clusters and partons are the subject of section 5.5. 

Jet response was measured in Pi, being the kinematic variable most relevant to the 

double parton analysis. Jet Pt is proportional to jet energy, so all the above statements about 
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jet energy loss apply equally to jet Pt loss. The Pt of the matched cluster was compared to 

the sum Pt of all final particles which derived from the matched gluon. The final particle Pt 

is used to compare against since that is what a perfect detector and reconstruction algorithm 

would measure. We did not compare to the original gluon Pt, as that would presume our 

model of jet mass generation to be correct. The comparison between cluster and final 

particle Pt was made as a function of cluster Pt and 1/· Pt dependence was necessary to 

measure the changing contribution of the non-linear pion response to the jet response. 1/ 

dependence was needed to account for the effects of the T/ cracks. 

For each matched cluster-gluon pair, the ratio of final particle Pt to cluster Pt was 

computed. This ratio was computed for many events, and histogramed as a function of 

cluster Pt and T/· Each histogram of the final particle Pt to cluster Pt ratio was fit to a 

gaussian. The mean of the gaussian fit was defined as the jet response factor for that cluster 

Pt and 1/· A gaussian fit was used instead of a simple mean to suppress the effect of jets 

with catastrophic energy loss. These were rare, high energy jets which lost over half their 

energy to cracks. The presence of these in the jet response measurement sample was an 

artifact of the flat Pt generation spectrum. In real Pf> data, the low rate of high Pt jets 

naturally suppresses such events. 

The ratio of final particle to cluster Pt was fit for each bin of cluster Pt and T/· The mean 

of these gaussian fits was then smoothed and interpolated between the values of cluster Pt 

and 1/ to yield a continuous function of cluster Pt and T/· The value of this function at a given 

value of cluster Pt and T/ is thus the factor by which to multiply an observed cluster Pt to 

get the most likely final particle Pi. Figure 5.3 plots the response function as a function of 

1/ for different values of cluster Pt. The effects of 1/ cracks and the non-linear pion response 

can be clearly seen. 

The jet response function was combined with results of the underlying event analysis 

described in section 5.1 to give a total cluster correction function. To apply the cluster 

correction function to Pf> data, the cluster Pi was first adjusted by subtracting the average 
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Figure 5.3: The result of the Monte Carlo study of jet response is shown. The average value 
of the ratio of observed cluster to final particle Pt is plotted against the cluster TJ for clusters 
of different Pi. 

underlying event contribution (at the appropriate value of cluster TJ). The result was then 

multiplied by the value of the response function (at the appropriate cluster Pt and TJ). This 

procedure corrected the cluster Pts so that their average values would agree with what a 

perfect jet detector would measure. The corrected Pt of a cluster is then the most likely 

post-fragmentation Pt for the particles which generated the calorimeter signals. 

Corrected clusters are still not directly comparable to theoretical partons, simply be-

cause corrected clusters still have mass. In the end, a comparison between clusters and 

partons must involve a direct modeling of fragmentation. The role of the cluster correction 

function is to remove as many detector and reconstruction effects from clusters as possible. 

This isolates the effects of fragmentation modeling to simply generating mass for the jets. 

The mass generation model used in this analysis is based on PP data, and is described in 

appendix E. Comparisons between clusters and partons are made and described in chapter 

6. 

51 



5.4 ~luster Correction Testing 

The correction function described above is based on a long chain of measurements and 

assumptions. To insure the correctness of the final result we tested the correction function 

using PP data. Our test applied the principle of momentum conservation to dijet events. 

Because the pre-collision parton system has nearly zero A, we expect the final jet system 

to also have zero flt. Jet resolution and higher order QCD effects will vary the Pt of an 

individual event, but the Pt averaged over many events should be zero. We apply this 

principle by testing whether the average A in dijet events is zero. This allows us to test 

the relative jet Pt response. It does not test the absolute jet response energy scale. The 

uncertainty in the absolute jet energy scale is included as a systematic error in the double 

parton result. 

The Pt balancing study used an inclusive dijet event sample (at least 2 clusters with Pt > 

15 GeV). One jet was required to be well contained in the central calorimetry (-.8 < T/ < .8) 

while the other jet (probe jet) was allowed anywhere in the detector (-3.5 < T/ < 3.5). 

These events formed a laboratory for comparing the energy scale of all parts of the detector 

with the central detector. The central detector was chosen as standard first as the best 

understood of the CDF calorimeters, and second as the only calorimeter fully participating 

in the r;Et trigger. 

Central 'f;Et triggering created a bias in the balancing study. To understand this, 

imagine a dijet event with one central jet and a probe jet outside the central region. Further 

suppose that the Et of the central jet is just below the the I:;Et trigger t.hreshold. A 

resolution :fluctuation that boosts the central jet energy would then trigger the event. An 

analogous boost to the probe would not, since only the central participated in the trigger. 

Thus dijet data from the central I:;Et trigger is biased to include central jets with higher Pt 

than probe jets. 

The central trigger bias was removed by making an ,,_uniform hardening cut on the 

sample. Analogous to the central-only hardware 'EEt trigger, an oftline cut on the 'EPt of 
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the 2 jets was made without regard to the 1J values of the jets. The value of the L.Pi cut 

was determined from the hardware trigger threshold as; 

L.Pi ~ 2 x Trigger Ei + 15 GeV. 

The factor of 2 guaranteed that the central jet alone would satisfy the hardware threshold. 

The offset of 15 GeV accounts for resolution smearing. 

The vector sum of the event Pi was formed for events passing this cut. The Pi of all 

towers above the jet threshold (100 MeV) were added vectorially, assuming the energy in 

each tower was deposited by a massless particle striking the tower center. The sum was 

taken over the entire event as opposed to jets to minimize the sensitivity to clustering effects. 

The resultant vector was projected along the </>direction of the probe jet. The magnitude of 

this projection was interpreted as the Pi imbalance caused by the probe jet. This imbalance 

was divided by the average Pt of the 2 jets, giving a fractional imbalance. Averaged over 

many events, this fractional imbalance gives the average jet energy scale difference between 

the probe region and the central calorimetry. 

Figure 5.4 plots the average fractional imbalance as a function of probe fJ. The data 

are shown without jet response map corrections. For events with both jets in the central 

calorimetry one is randomly called the probe. The sign of the data are chosen to show energy 

loss in the probe region relative to the central as positive. Regions of low probe response 

relative to the central are seen near fJ's of 0, 1, and 2. These correspond to the crack regions 

of figures 3.2 and 5.3. The plug and forward regions are seen to have a higher response than 

the central (negative imbalance fraction) as expected due to the larger non-linearity of the 

central relative to the plug and forward. 

Figure 5.4 also plots the average fractional imbalance as a function of probe fJ after 

application of the jet response map. We see that the variations in the Pi response, previously 

of order 10%, have been reduced to less than 53. 
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5.5 Fake Clusters 

Not every reconstructed cluster can be matched to a gluon. These fake clusters arise from 

fluctuations in underlying event or fragmentation. We expect the rate of such fakes to 

fall rapidly with increasing Pi, as the fluctuation sea.le becomes small compared to the jet 

energy. Fake clusters form a background to multi-jet events, artificially increasing the jet 

multiplicity above the parton multiplicity. Avoiding such fakes is the main function of 

cluster selection cuts. 

We study fake clusters with the same simulation used to study jet response. Unlike the 
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response study, we include a model of underlying event with the parton fragmentation. The 

model used comes from Isajet, which views the residual PP collision as pomeron exchange 

[20]. These models are known to be imperfect [25]. Figure 5.2 plots the measured underlying 

event Et density for both the data and the Monte Carlo. Both the real and simulated data 

were analyzed as described in section 5.1. The agreement shown is adequate for the double 

parton analysis. 

As in the response study, events were generated as gluon dijets, fragmented by Isajet, 

simulated, and reconstructed. A cluster was called fake if it had no matching gluon within 

.6 11</> space units. The .6 value for the matching was chosen from a small Monte Carlo 

study of jet angular resolution .. 6 11</> units corresponds to 2: 3u of the angular resolution 

for 15 GeV Pt partons. 

Figure 5.5 plots the fraction of fake clusters against their corrected Pt. Even though 

fakes have no parent parton, they are experimentally indistinguishable from real clusters. 

Their Pts are therefore corrected with the correction function to compare their rate with 

the parton rate. The plot indicates that 10% of the clusters at a Pt of 15 GeV are fakes. 

The plot sums over all 11. Variations in fake rate with 1J were found to be negligible. 

This 10% fake rate results in a background to 4-jet events. For instance, dijet events 

with two fake clusters, or three jet events with a single fake cluster, make fake 4-jet events. 

This background can be estimated from the absolute jet rates. Roughly, the two:three:four 

jet event rates go as 10:3:1. This implies that roughly 30% of the 4-jet events could be 

background. This fraction of fake 4-jet events isn't substantially reduced by increasing 

single jet Pt cut, as, at high Pt, the real 4-jet rate falls as fast as the fake ·rate. 30% is 

an over-estimation of the fake 4-jet event background, as the Monte Carlo fragmentation 

model includes the effects of parton level gluon radiation. To some extent, these radiation 

effects are modeled by the matrix element used in the Monte Carlo, and thus account for 

some of the 'fake' 4-jet events in the CDF data. 

55 



1.0 

0.8 6. Efficiency "T) .., 
0 
0 
r+ 

0.6 0 
::J 

0 
0.4 ~ 

~. 

(1) 
r+ 

0.2 0 Foke rote (/) 

0.0 

0 5 10 15 20 25 
Jet P in GeV 

t 

Figure 5.5: Shown are the relative frequency for clusters with non-partonic origin (fake 
clusters), and the partonic cluster reconstruction efficiency. 

5.6 Reconstruction Efficiency 

Not every generated gluon was reconstructed as a cluster. These lost partons represent 

inefficiency in the detector and/or the reconstruction algorithm. As both the detector and 

algorithm performance improve with increasing Pi, we expect this inefficiency to vanish at 

large Pi. The data for this study were produced identically to the fake cluster study. A 

parton was defined as reconstructed if a cluster was found within .6 T/<I> units. 

Figure 5.5 also plots the fraction of partons reconstructed as clusters as 8: function of the 

Pi of the parton. The plot averages over all T/· The plot indicates a reconstruction efficiency 

of> 953 for 15 GeV Pt partons. T/ variation of reconstruction efficiency was found to be 

negligibly small. 
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Figure 5.6: Shown is the jet reconstruction T/<f> separation efficiency. 

- 5. 7 Cluster Separation Efficiency 

Fragmentation and reconstruction also limit the ability to resolve nearby partons. This 

spatial resolution has an important effect on multi-jet reconstruction. We study spatial 

separation efficiency using PP data. First, 2 events with a basic dijet structure are recon-

structed. The raw data from one cluster in one of these events is combined with the raw 

data of the other entire event. This merged event is clustered normally, and the clusters 

found are associated back to those in the original events. Merged events where the added 

jet is separately identified are considered to be correctly separated. Separation efficiency is 

then measured as the fraction of such successful events as a function of the minimum TJ<I> ,... 
separation between the original clusters. As shown in figure 5.6, this is a sharp function 

with a transition at about .8 units. We obtain > 953 efficiency for reconstructing clusters 

separated by ~ 1 unit. -
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5.8 Summary 

In this chapter we described studies of CDF detector response to jets. Detailed models 

of jet fragmentation and the CDF detector indicate that the measured jet Pt is lower 

than the actual, :final particle Pt. We used the Monte Carlo model to derive a correction 

algorithm for this Pt loss. The algorithm was tested with PP data and found to adequately 

describe Pt response as a function of fJ· We also used the Monte Carlo model to study 

reconstruction efficiency. We found that requiring a minimum Pt of 15 GeV per jet gives 

good reconstruction efficiency and background rejection. 
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Chapter 6 

4-J et Analysis 

In this chapter the CDF 4-jet data sample is defined. The generation and simulation of 

a double brem and double parton Monte Carlo data sample is also described. Variables 

sensitive to the presence of double parton scattering in the 4-jet data are introduced. The 

double parton cross section is determined by comparing the CDF data with the Monte 

Carlo data in these variables. The systematic errors on the cross section are estimated. 

The statistics of the 1987 CDF data sample are inadequate to decisively prove the existence 

of double parton scattering, though all the results are consistent with a cross section near 

the expected value. Based on the estimated errors, an upper limit on the double parton 

cross section is set. 

6.1 The CDF 4-Jet Data Sample 

In order to keep the data selection process understandable and reproducible, a minimum of 

cuts are used to define the 4-jet data sample. These cuts serve three basic purposes. First, 

the cuts select events with 4 jets. Second, cuts must be made to remove any bias coming 

from the online trigger used to select the events. Lastly, some cuts are made to insure event 

quality. 

4-jet events are first selected as having exactly 4 clusters whose corrected Pt is above 

15 GeV. Events with 5 or more clusters above 15 GeV are rejected. This makes the data 

set comparable to leading order 2-+ 4 calculations. Applying the cluster correction insures 
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that the Pt cut is applied uniformly over the detector. Below 15 GeV Pt The association 

between clusters and partons is ambiguous (see section 5.5). The threshold is set as low as 

possible so as to include as many events as possible. 

Recall from section 3.3 that the online calorimetry trigger for CDF required a minimum 

Et in the central calorimetry. This threshold was set to values between 20 and 45 GeV. 

In order to simplify the simulation of equivalent data sets, this cut offtine was hardened so 

that all accepted events would have triggered at the highest threshold. The selection cut 

was made on jet Pt to avoid having to simulate the trigger. At least two jets within the 

central calorimeter (centroid within - .9 < TJ < .9) were required. The sum of the corrected 

Pt of these central jets was required to be at least 65 GeV. Figure 6.1 plots the central jet 

Pt sum against the online trigger Et sum. The plot uses CDF 4-jet events triggered at 30 

GeV Et. The 65 GeV cut is 973 efficient for selecting events with trigger Et above the 

highest trigger threshold of 45 Ge V. The spread between trigger Et and jet Pt comes from 

a variety of sources, including jet reconstruction and offiine correction of tower Et by the Z 

vertex position (see section 3.2). 

All jets are required to be separated in TJ<I> space from their nearest neighbors by at least 

1 unit. This cut removes events of uncertain angular resolution efficiency. From section 5. 7 

we know that jets separated by 1 unit are correctly reconstructed with over 953 efficiency. 

All jets are required to be within a range -3.5 < TJ < 3.5. Clusters with centroid within 

ITJI < 3.5 are guaranteed to have the entire . 7 radius clustering cone within the ITJI < 4.2 

limit of the calorimeters. 

An event selection cut is made on the Z position of the collision point as·measured by 

the VTPC. Events with a vertex more than 60 cm away from the nominal point are rejected. 

As discussed in section 3.2, shifted Z vertices distort the projective tower geometry of the 

calorimeters. The 60 cm cut insures that this distortion is kept within correctable limits. 
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Figure 6.1: Trigger Et is plotted against the central jet Pt sum for CDF 4-jet events. The 
absence of events below 30 Ge V Et comes from the online cut. The of/line cut at 65 Ge V 
Pt and the online cut at 45 Ge V Et are shown. 

6.2 The 4-Jet Monte Carlo Data Sample 

The 4-jet Monte Carlo data sample was generated using the Papageno Monte Carlo program. 

As described in appendix A, this program produces parton level events according to first 

order QCD matrix elements. Double brem events a.re produced directly using an approxi-

mate matrix element. Double pa.rton events are produced by combining two independent 

dijet events. The procedures used to generate 4-jet Monte Carlo events a.re discussed in 

section 2.4. 

As discussed in appendix A, the statistical errors from Papageno do not go simply as 

../N. Instead, the errors for 4-jet production are approximately 1000 times larger. Given the 

approximately 1000 events in the CDF 4-jet data sample, this implies that about 1 million 

Monte Carlo 4-jet events a.re needed to match the statistical accuracy of the CDF data. 

Simulating this many events with the detailed fragmentation and detector simulation used 

in section 5.3 would require about one thousand hours of VAX 8650 CPU time. Instead, 
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a fast parton level simulation was used. This required about one hundred CPU hours to 

simulate the same number of events. 

The parton level jet simulation is philosophically different from the detailed, particle 

level simulation described in section 2.6 and 3.1. Instead of modeling the intermediate pro-

cesses of fragmentation, detector response, and reconstruction, the parton level simulation 

models the entire transformation of partons into clusters in a single step. Each generated 

parton is separately transformed into a single cluster. This process gives mass to the jets, 

and smears and reduces their energy according to measured detector responses. The trans-

formation is tuned to reproduce the jet response measured in CDF dijet events. The details 

of the mechanisms and tuning of the parton level jet simulation are presented in appendix 

E. 

It is legitimate to ask if a parton level jet simulation is realistic enough to compare with 

real detector data. The answer depends on the measurement being made. The key issue 

is whether the data can be interpreted in terms of parton dynamics, without specifically 

accounting for fragmentation or other soft QCD effects. For instance, if one is studying jet 

fragmentation, or the emergence of true jets from the low Et cluster background, a particle 

level simulation is essential. Such a simulation was used for the fragmentation and fake 

cluster analyses presented in sections 2.6 and 5.5. If, however, one is studying high Pt jets, 

where the effects of non-perturbative QCD are indirect, a parton level simulation suffices. 

Soft QCD processes are important for determining jet Pt resolution, but they do not affect 

the identification of jets, or their average Pt. Sections 5.5 and 6.1 prove that the CDF 4-jet 

sample is chosen so that the jets are directly related to parton level processes. Consequently, 

the parton level simulation is adequate for the 4-jet analysis. 

Once generated and simulated, the Pts of the Monte Carlo jets were corrected with the 

same response function used to correct the Pis of CDF jets. The only difference between 

the function used on the Monte Carlo data and the function used on CDF data was the 

absence of underlying event subtraction for the Monte Carlo algorithm. This is because no 

62 

-

... 

... 

-
-

-



-
-

r-

-

-

-

-

underlying event was generated for the the simulated data, so none needed to be removed. 

The Monte Carlo 4-jet events were required to satisfy the same selection cuts applied to 

the CDF data sample. In summary, these consisted of requiring a minimum corrected Pt of 

15 GeV for each jet, requiring an fJ<I> separation between jets of at least 1 unit, and requiring 

at least 2 jets in the central calorimeter with a minimum "I:;Pt of 65 GeV. The vertex selection 

cut was applied to a Z vertex position generated according to the distribution observed in 

the CDF 4-jet sample. This cut reduced the number of events by 103, but had no other 

selection effect. 

6.3 Double Parton Variables 

As mentioned in section 2.5, two basic topological features can be used to discriminate dou-

ble parton events from double brem events. The most powerful of these exploits the double 

dijet nature of double parton events, requiring that pairs of jets independently balance in 

P,. The second exploits the preferentially small angle between jets emitted through brem-

sstrahlung. For first-order parton level models, these effects distinguish double parton from 

double brem absolutely. Experimentally, finite resolution and higher order QCD effects 

limit their resolving power. In this section variables to extract information about pairwise 

Pt balancing and angular correlations from 4-jet events are developed. These explicitly 

include detector effects, but are conceptually equivalent to the parton level principles. 

6.3.1 Pairwise Significance 

To develop a useful variable for detecting Pt balanced pairs of jets within a 4~jet event, we 

start with dijet events themselves. We define the significance ( S) of a dijet event as the 

magnitude of the sum of the P,s of the two jets divided by the square root of their scalar 

sum or, 

(6.1) 
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Significance has units of JGeV. This equation is inspired by the fact that calorimeter reso-

lution generally goes as ~ ,..,, constant. Since jet Pt is determined from calorimeter energy, 

we expect jet Pt resolution to behave similarly. Based on dijet studies (see appendix E), 

we believe the A imbalance in jets is dominated by detector resolution effects. Therefore, 

l.Pt1 + .P;21 is determined by the single jet Pt resolution (C1p1). Because the Pt resolutions of 

the two jets are uncorrelated, this actually measures ,/2 times the single jet O' Pc. Similarly, 

../Pt1 + Pt2 is ,/2 times the average single jet Pt. Thus, St1.ijet measures the single jet Pt res-

olution constant, analogous to the calorimeter energy resolution constant. The distribution 

of St1.ijet should therefore be independent of the Pt of the jets. 

Figure 6.2 plots the significance for CDF central dijet events (2 jets above 15 GeV Pi, 

both in the central calorimeter). The peak near 1 translates into a single jet Pt resolution 

constant of 100%/.J'Pi. The tail at large values of St1.ijet comes from poorly measured 

dijet events and residual three jet events. This curve defines the experimental accuracy 

obtainable for measuring dijet balancing. The overlaid curve comes from a parton level 

simulation of Papageno dijet events. The agreement between these demonstrates that the 

Monte Carlo is adequate for simulating dijet balancing. 

The idea of dijet significance can be extended to 4-jet events in two ways. Trivially, we 

can add the appropriate terms to equation 6.1 and define a ,/-jet significance, 

s4;et = IP;+ P; + p;a + P;I. 
...f Pt1 + Pt2 + Pt3 + Pi. 

(6.2) 

As with the dijet significance, the 4-jet significance measures the single jet Pt resolution 

constant. Figure 6.3 plots the 4-jet significance for the CDF 4-jet sample, ·as defined in 

section 6.1. The distribution is nearly identical to the dijet significance of figure 6.2, showing 

that jet Pt resolution of 4-jet events is the same as in dijet events. The overlaid curve comes 

from a parton level simulation of Papageno 4-jet events. The agreement between these 

demonstrates that the Monte Carlo is adequate for simulating A resolution effects in 4-jet 

events. 

To look for double dijets in 4-jet events, we combine the ideas behind equations 6.1 and 
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Figure 6.2: The jet Pt significance is plotted for GDF dijet events. Events were selected 
from the '!:;Et ;, 30 Ge V trigger sample. The events were required to have exactly 2 clusters 
above 15 GeV Pt, both in the range -.9 < '1 < .9. The Monte Carlo event sample was 
generated by Papageno using the lowest order QCD 2 - 2 matrix element, and simulated 
with the parton level simulation. 

6.2. First, we divide the 4 jets into two groups of two jets (ie jets 1+2 and jets 3+4). For 

this pairing we define the pairwise significance as; 

Spair(l + 2,3 + 4):: (6.3) 

This is then computed for each of the three possible pairings of 4 jets into two sets of 2 jets 

(ie (1+2,3+4), (1+3,2+4) or (1+4,2+3)). We then define a single pairwise significance for 

each 4-jet event as the minimum value of the three specific significances, or; 

Spair E: min[Spair(l + 2,3 + 4),Spair(l + 3,2 + 4),Spair(l + 4,2 + 3)) 

This implicitly defines the minimum pairing, being that pairing which gives the minimum 

pairwise significance. As with the 4-jet significance, pairwise significance has units of ,/GeV. 

Comparing equation 6.1 to equation 6.3 we see that Spair is simply the quadratic average 

of two dijet significances. For double parton events, where the Pt resolution of the pairs is 
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Figure 6.3: The jet Pt signifimnce is plotted for GDF 4-jet events. The Monte Carlo event 
sample was generated by Papageno as a combination of double parton (<lelf = 11mb) and 
double brem events, simulated with the parton level simulation. 

uncorrelated, Spair therefore has a distribution identical to that of single dijets, peaking at 

small values. For double brem events, where the jets do not naturally balance in pairs, it 

... 

... 

-
-

will typically have a large value. Pairwise significance is therefore sensitive to double dijet -

events within the limitations of jet Pt resolution. 

To demonstrate Spair, figures 6.4 and 6.5 present two high Pt 4-jet events from the CDF 

data sample. Both events are well measured, as shown by the small value of their S4;et· .., 

However, the topologies of the events are very different. In event A, the jets fall naturally 

into balanced pairs. Jets 1 and 2 are nearly opposite in </>, and have similar values of Pt, 

as are jets 3 and 4. Mentally removing jets 1 and 2 (or 3 and 4) from the event leaves a .., 

perfectly reasonable looking dijet event. Because the jet pairs are opposite in</> and balance 

in Ph their Pt sum is small. Consequently, event A has a small value ( .8) of SJ14ir, completely 

compatible with the distribution of dijet significance shown in figure 6.2. Thus event A is .., 

a likely candidate for double parton scattering. 
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Figure 6.4: A 4-jet event from the GDF data (event A). 
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Figure 6.5: A 4-jet event from the GDF data (event BJ. 
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In contrast, event B does not naturally fall into pairs. The jets balance in ft more in 

the pattern of three versus one instead of two pairs of 2. Applying equation 6.3 to this 

event gives a large value of Spair (6.2). This value is inconsistent with the dijet distribution 

shown in figure 6.2. Event Bis therefore probably a double brem event. Thus Spair gives a 

numerical measure of how well a given 4-jet event balances into pairs. 

6.3.2 Pairwise </> Difference 

As discussed in section 2.5, the inter-jet angles of double brem events are expected to be 

small, simply because bremsstrahlung favors small angles. In contrast, no inter-jet angle 

correlation is expected of double parton events. Thus the processes can be statistically 

distinguished using their inter-jet angular distributions. 

In this analysis, inter-jet angles are measured only in the transverse plane ( ie jet ¢ 

angles). This is because the polar angle provides no additional leverage for separating 

double parton events from double brem. In double parton events, the pairs of jets are 

produced independently, and consequently the </> angle between the pairs of jets has a flat 

distribution. This simple spectrum is only slightly affected by event selection cuts, and 

can be easily distinguished from the double brem spectrum. By contrast, the polar angle 

distribution of both double parton and double brem jets has a non-trivial distribution [6]. 

Further, this spectrum is highly distorted by the 4-jet event selection cuts, particularly 

the central jet !:Pt requirement. These distortions make it impractical to use polar angle 

distributions to distinguish double parton from double brem events. 

The strength the inter-jet angle 4-jet separation method is its independence from the 

pairwise Pt balancing method. Care must therefore be taken to define an inter-jet angular 

measure that is independent of the definition of Spair· Some angular information is used 

to compute the pairwise significance of an event. Specifically, the IP;1 + P;2 1 terms depend 

on the angle between jets within a given pair. To be independent of Spair, the inter-jet 

angle measure can therefore depend only on the angles between pairs of jets. We use the 

minimum pairing defined in section 6.3.1 to define jet pairs, as this is the most likely pairing 
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for double parton events. The minimum pa.iring is well defined for double brem events even 

though it has no physical interpretation. 

The above arguments give basic restrictions to the definition of an inter-jet angular 

correlation measure. To be useful in the double parton search, this measure must depend 

only on the t/J angle between jet pairs. Angular correlations between jets are then measured 

as the magnitude of the difference between the t/Js of the two jet pairs. We therefore define 

the pairwise t/J difference as; 

(6.4) 

For double brem, the ll.t/J distribution will peak near 0 or 11", depending on the definition of 

t/Jpair (see figure 2.4). For double brem, the distribution of ll.¢ will be fiat. 

Some latitude exists in equation 6.4 for defining the t/J angle for a pair of jets. In the 

course of this investigation, a number of definitions were tried, including averaging the t/J 

angles of the jets ( t/Jpair = ( t/J1 +</>2-7r)/2), and using the t/J angle of their vector Pt difference 

(¢pair= <P(fii -.P;)). The final definition was chosen based on its ability to separate Monte 

Carlo double parton events from double brem, and for its simplicity. We define the t/J angle 

of a jet pair as the t/J angle of the highest Pt jet of the two; 

(6.5) 

For double parton events, the choice of the highest Pt jet is random, and thus the ll.t/J 

spectrum is still fiat between 0 and 7r. For double brem events, the choice of the highest 

Pt jet is biased, as momentum conservation will tend to put the highest Pt jets of each 

pair opposite each other in t/J. Thus the ll.t/J spectrum of double brem events will be highly 

asymmetric, peaking near r, corresponding to small inter-jet angles. The scarcity of double 

brem events at low ll.t/J angles provides a clean place to look for double parton events. 

6.4 4-jet Data Comparison 

Having defined all the relevant variables, we now compare the CDF 4-jet data with Monte 

Carlo data. Previous sections have demonstrated the agreement of the detector simulation 
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Figure 6.6: The sum of the Pt of all -I jets in the GDF -I-jet sample is plotted. The overlaid 
Monte Carlo curves include both double parton and double brem -I-jet events. The spread 
between the two histograms shows the systematic efT'Drs on the shape of the distribution. 
Monte Carlo rate was normalized to the GDF data in the region 120 < EPt < 250 Ge V. 

with CDF data, so we now concentrate on comparing 4-jet production dynamics with QCD. 

The qualitative comparisons made in this section are followed by quantitative comparisons 

in the next. 

Figure 6.6 shows the !:Pt spectrum for 4-jet events selected as described in section 6.1. 

!:Pt is defined as the sum of the Pts of all 4 jets in the event. This variable is important 

as it defines the range of topological freedom available for separating double parton events 

from double brem, as described below. The overlaid Monte Carlo curves result from two 

representative choices of structure functions (EHLQl and D02, see section 6.5.3). Monte 

Carlo double parton and double brem events have been added together to produce the 

curves, using Ueff = 17 mb for double parton production. Both Monte Carlo curves were 

independently normalized to the number of events above 120 GeV in the CDF data, so as 

to compare the shapes of the distributions. 

The cutoff in the EPt spectrum at 95 GeV comes from the combination of the trigger 
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hardening cut (which requires the central jet "E.Pt 2'.: 65 GeV) with the ;::: 15 GeV single jet 

Pt cut. The falling spectrum at high "E.Pt results from the high x falloff of the structure 

functions. Both Monte Carlo curves agree within errors for the shape of the high "E.Pt 

spectrum. However, at low "E.Pt they disagree significantly, and neither Monte Carlo curve 

agrees well with the data. This discrepancy may be due to inadequate modeling of very low x 

structure functions. This is possible, since no experimental data exists to compare with the 

functions used. The discrepancy may also be due to higher order QCD effects. Qualitatively 

similar effects have been seen in higher order calculations of other QCD processes, where 

the new terms result in a larger cross section near "E.Pt thresholds [26]. Since a higher order 

calculation of double brem is unlikely in the lifetime of this experimenter, it was decided 

to eliminate the low L.Pt events from the 4-jet sample. Therefore a final cut was made on 

both the data and Monte Carlo samples removing all events with !:Pt < 120 GeV. This 

cut removes about half the events from the final CDF 4-jet sample. While the cut worsens 

the statistical errors on the double parton result, by eliminating regions of large theoretical 

uncertainty it improves the systematic error. 

The L.Pt cut does not substantially affect the double parton cross section measurement. 

To demonstrate this, figure 6.7 plots Spair for 4-jet events divided below and above 120 

GeV 'f-Pt. Overlaying the CDF data are Monte Carlo double brem and double parton data, 

divided into the same 'f-Pt regions. The Monte Carlo curves are normalized to the CDF 

data sample. As shown, the CDF data and the predicted Spair distributions look nearly 

identical above and below the cutoff. This indicates a similar double parton presence in 

both samples. Thus the discrepancy between the CDF data and the Monte Carlo !:Pt 

spectrum is not due to an enormous double parton signal. Figure 6.8 demonstrates the 

same conclusion using the tl.</> distributions above and below 120 GeV :EP,. The deficit of 

double parton events at tl.</> = 0 and 11' is caused by the jet '7</> separation event selection 

cut, described in section 6.1. 

Figure 6.9 plots Spair against tl.</> for CDF data, and for double brem Monte Carlo data. 
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Figure 6. 7: The pairwise significance of selected GDF 4-jet events A} below 120 Ge V I:Pt 
and B) above 120 Ge V I:Pt are shown. The overlaid Monte Carlo curves are normalized to 
the GDF data. 

The Monte Carlo distribution is primarily smooth, but shows large spikes in regions of 

otherwise low density. Monte Carlo histogram spikes arise from statistical ftuctuations in 

the event weights (see appendix A). Spikes are absent from the one dimensional Monte Carlo 

plots as the number of bins is much smaller. A smooth two dimensional plot would require 

many more Monte Carlo events than the 5 million used to create figure 6.9. Because the 

CDF data shows no strong correlation between Spo.ir and tl.</>, and because of the practical 

limitations of the Monte Carlo, those correlations are ignored, and this analysis uses only 

one dimensional distributions. 
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Figure 6.8: /:;,.</> of selected CDF ./-jet events A) below 120 Ge V !:Pt and BJ above 120 Ge V 
!:Pt are shown. The overlaid Monte Carlo curves are normalized to the CDF data. 

6.5 Double Parton Cross Section Limits 

In this section the CDF and Monte Carlo 4-jet data samples are used to determine the 

double parton cross section. This results in a measurement of the effective cross section 

(t1eff , see equation 2.3). tie// is determined in two stages. First, the measured 4-jet Spair 

and lit/> distributions are compared to the Monte Carlo double parton and double brem 

predictions. Using the shape of these, a fit is made to the relative admizture of double 

parton to double brem events in the CDF data. This relative admixture value is then 

interpreted in terms of tleff· 

There are two reasons why the determination of tlelf is divided into two steps. First, 
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Figure 6.9: tl.t/> versus Spair for A} GDF 4-jet events and BJ double brem Monte Carlo 
events. Only bins containing 1 or more events are shown in the Monte Carlo plot. 

the division provides a. distinction between those parts of the analysis which are based on 

the shapes of distributions, and those based on absolute rates. This distinction is convenient 

because the systematic errors on shapes and rates are mostly independent, .and arise from 

different sources. Thus the systematic errors can be calculated independently and later 

added. 

Second, the separation is expedient for the calculation of statistical errors. At its root, 

measuring CTe.ff involves counting the number of events believed to come from double parton 

scattering. The statistical errors on such a number are easily determined, and are basically 

symmetric. However, CTe.ff is inversely related to the double parton cross section, and 
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therefore the number of double parton events. Thus, fitting directly for (Jeff would be 

somewhat unnatural, and would give highly asymmetric statistical errors. On the other 

hand, the relative double parton to double brem admixture is proportional to the double 

parton cross section, and hence the number of events. It is therefore a more natural variable 

to use in a fit. The details of how fits are made and errors are calculated are presented in 

the subsequent sections. 

6.5.1 uvp/unB Ratio Fitting 

To measure the relative admixture of double parton to double brem events, we define a 

quantity n as; 

n = (JDP x Anp 
(JDB X ADB 

(6.6) 

Anp and AnB represent the acceptance effects of the 4-jet selection cuts on double parton 

and double brem events. In principle the acceptances can be different, but in practice the 

selection cuts are so general that they are nearly identical. 

n can be fit for directly from the measured Spair and ~</> distributions. To do this, 

separate histograms of these are made using CDF data, double brem, and double parton 

Monte Carlo events. A fit is then made to determine the admixture of double parton and 

double brem distributions which best agrees with the shape of the CDF distributions. Both 

the Spair and the ~</>distributions are fit simultaneously to a single admixture value. The 

fit has two free parameters, one being n itself, the other being the absolute normalization of 

the double parton and double brem admixture. The fit value of the absolute normalization 

was not used. The fit minimized the value of a x2 computed using poisson statistics. The 

statistical errors on the value of n were determined as the change inn necessary to increase 

the x2 from its minimum value by 1. 

Figure 6.10 plots the Spair and ~</> distributions for the final CDF and Monte Carlo 

data samples. The overlaid Monte Carlo curves are scaled as dictated by the fit to the 

relative admixture of double parton and double brem events. Fits were performed for many 
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Figure 6.10: A} the Spa.ir and BJ the tl.</> spectra for selected 4-jet events. The relative 
double parton and double brem admizture, and the absolute Monte Carlo rate result from a 
fit to the GDF data. 

different Monte Carlo data samples, as described in section 6.5.3. The average value of 'R 

from these is; 

'R = .056 ± .017(sta.tistical errors only) 

The average x2 /DOF for the fits is .85, indicating a good match between the CDF and 

Monte Carlo data. The non-zero value of 'R indicates a. small double parton contribution 

is necessary to best describe the CDF data.. The statistical error on this contribution is 

about 303 of its value, and i.s thus barely significant at the 30' level. The inclusion of 

systematic errors in subsequent sections will unfortunately reduce this result beyond the 

limit of statistical significance. Systematic errors a.re discussed in section 6.5.3 

6.5.2 aeff Determination 

By combining equations 2.3 and 6.6 we can solve for the effective proton cross section as; 

2 2 A u di jet 1 U di jet · DP 
Ueff = UDP ='Rx uns·ADB. (6.7) 
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This determines Ueff from the measured the ratio of double parton to double parton rate 

('R), and the dijet and double brem cross sections and acceptances. n can be determined 

from CDF data with relatively small systematic errors. Since the CDF 4-jet data is clearly 

dominated by double brem events, UDB·ADB can be determined from the CDF data. Udijet 

and ADP are both determined from the Monte Carlo, while 'R, is measured directly from 

the data. The propagation of statistical and systematic errors of these components into the 

determination of Ueff is described in the following section. 

In principle, Udijet could have been measured from CDF dijet data. In practice, none 

of the trigger ~Et thresholds used in the 1987 run were low enough to trigger on 15 Ge V 

(corrected) Pt jets. 'Without data, Udijet must be determined from Monte Carlo calcula-

tions. This dependence on the Monte Carlo causes additional systematic errors on Uef f, as 

described in the next section. 

6.5.3 Systematic Errors 

Important systematic uncertainties in the measurement of n and Ueff come from theoretical 

assumptions made within the Monte Carlo. To study these, many different Monte Carlo 

data samples were generated, each with different assumptions. The variation in input 

parameters was chosen to cover a reasonable range of theoretical uncertainty. The Spair and 

A</> distributions from each set were compared to the CDF data, and used to determine a 

value of 'R. The variation in 'R, values obtained was interpreted as the systematic error on n 
due to theoretical uncertainties. The one CT systematic error on the value of 'R was estimated 

as the standard deviation of these Monte Carlo results. Systematic errors on u3ijet · ADP 

were estimated in the same way. This method was used to propagate uncertainties in the 

Q2 scale, the structure function parametrization, and the double brem matrix element of 

the Monte Carlo into the 'R and <Teff measurements. Monte Carlo systematic errors are 

listed in table 6.1, and described in detail below. 

Some systematic errors arose from uncertainties in the energy scales of the CDF cal-

orimeter reconstruction. These mostly affect the absolute rate of 4-jet production. The 
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Table 6.1: Errors on Double Parton Results 

n Uef f 
Statistical 303 30% 

Structure function 20% 503 
Q2 scale 0% 503 

IMl2 approximation 20% 0% 
Relative energy scale 5% 10% 
Absolute energy scale 0% 65% 

Luminosity 03 153 
n determination - 303 
Total (stat 9 sys) 30% 9 303 30% 9 1003 

1 u systematic error estimates on n and Uef f are listed for the various contributing sources. 
The values are rounded to the nearest 5% 

uncertainty in the energy scale of the gas calorimeters relative to the central calorimeters 

can in principle affect double parton events differently than double brem events, and thereby 

contribute to the errors in the n measurement. The effect of uncertainties in the calorime-

ter energy scales was tested by reconstructing the CDF data with modified scale constants. 

n and Ueff were then determined from the modified data, and the standard deviation in 

values was interpreted as the one u systematic error. Note from equation 6.7 that energy 

scale uncertainty would not have effected the measurement of Ueff if Udijet could have been 

determined from CDF data. Energy scale systematic errors are listed in table 6.1, and 

described in detail below. 

To estimate the systematic error due to Q2 scale, Monte Carlo events were generated 

using both Q =< Pt > and Q =< Pt > /2 parametrizations. Q2 determines a,,, which 

enters multiplicatively into the 4-jet cross sections. Since a,, enters to the same order 

(fourth power) in both double parton and double brem diagrams, their relative rate (and 

hence n) is unaffected by the Q2 scale. Additionally, Spair and .6..4> are unaffected, since 

event topology is insensitive to Q2• 

A more radical Q2 parametrization was also tried. This calculated an independent value 

of a,, for each of the Feynman graph vertices using Q = Pt/2 of the parton at that vertex. 

This gave the same rate as Q =< Pt > /2 generation, and had no effect on the Spair or 
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A</> distributior. shapes, for either double parton or double brem events. Consequently, 

systematic errors on 'R due to Q2 parametrizations were found to be negligible. The change 

in UJijet • Anp over this range of Q2 values contributed 503 to the systematic error in O'e//. 

To estimate the systematic errors associated with the choice of a structure function, 

four different parametrizations were used. These were the Eichten, Hinchliffe, Lane, and 

Quigg (EHLQ) 1 a.nd EHLQ2 sets, and the Duke a.nd Owens 1 (DOl) and D02 sets [12]. 

The main difference between the EHLQ and DO sets is in the functional form of the low 

z extrapolation of DIS data. The difference between the variants of both is in the choice 

of Aqcn, which affects the Q2 evolution of the parametrizations. As mentioned in section 

2.4, the structure function choice mainly affects the relative double parton to double brem 

rate, not event topologies. These choices gave only 203 variation in 'R values, but 503 

variations in u3i;et · Anp (and hence O'eff ). 

A systematic error arises because Papageno uses an approximate double brem matrix 

element. This error is estimated by comparing with a slightly different approximation. 

The comparison approximation is simpler than the one described in section 2.3.2. The 

simple approximation uses the exact gg -+ gggg matrix element, and models sub-processes 

involving quarks as having the same functional form as this, but scaled by an overall factor 

of 4/9 for every quark replacing a gluon. [27]. The 4/9 factor results from tuning the 

approximation to agree with the exact calculation. 

The choice of approximation technique couples to the choice of structure function, as the 

different approximations react differently to parton identities. Consequently, sets of data 

were generated for both approximations with all four structure functions. A small variation 

in 'R was found for the different approximations, giving a 20% systematic error. This error 

does not directly affect the determination of O'eff, but does enter indirectly through the 

dependence of Geff on 'R. 

A more fundamental error enters simply because the matrix elements in Papageno are 

calculated only to first order. Because a second order QCD 2 -+ 4 calculation does not 
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exist (and probably never will), there is no way to reliably estimate this error. Since the 

CDF data and the Monte Carlo agree on the shape of the Spo.ir and D.<P distributions, we 

conclude that higher order terms have a negligible impact on the value of 'R,. The effect of 

higher order contribution uncertainty on the absolute 4-jet rate (and hence Ueff) is implicit 

in the variation of Q2 scale discussed above. 

The determination of (JDB · AnB involves a very small("' 5%) error which arrises from 

the approximation that the entire CDF 4-jet sample comes from double brem. A 15% error 

comes from the uncertainty in the total luminosity of the CDF data [28]. Both of these 

propagate directly into the determination of Ueff 

A large error on (JDB · AnB comes from the uncertainty in the absolute energy scale 

of the CDF calorimeters. The absolute energy scale uncertainty has been estimated to 

be at most 12% for jets [5]. This is mostly caused by uncertainty in the low energy non-

linearity of the calorimeters, and in the measurement of jet fragmentation. To estimate 

the effect of energy scale uncertainty on (Je/b the CDF 4-jet data was re-analyzed using 

calorimeter reconstruction scale factors± 12% from their nominal (see section 4.1). The 

number of selected 4-jet events was found to change by roughly a factor of 2, giving a net 

653 uncertainty on nnB · AnB, and hence (Jeff· Absolute energy scale variation has no 

effect on the value of 'R. 

A smaller error comes from the uncertainty in the relative energy scale of the CDF 

calorimeters. Based on the analysis presented in section 5.4, this is estimated as ±53. The 

effect of this uncertainty was tested by reconstructing the CDF data with a ±53 change 

in the scale factor of the gas calorimeters. The number of selected 4-jet events was found 

to change by 10%, giving a net 10% uncertainty on nnB · AnB and hence Uef!· This also 

resulted in a 53 change in the fit value of 'R. 
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6.6 Final Results and Conclusions 

To compute a 'most likely' value of Ueff, we average the individual values determined from 

each Monte Carlo set, and from each energy scale factor reconstruction. The systematic 

errors on this value are propagated assuming they are un-correlated ( ie they are added in 

quadrature). The breakdown of systematic errors into individual sources is listed in table 

6.1. The one u errors are expressed as a percent of the average value. The average value 

and errors are then found to be; 

Ueff = 39 mb ± 30% (statistical) ± 100% (systematic) 

Recall from section 2.2 that a simple proton model predicted Ueff"' 17 mb, well within the 

uncertainties of this measurement. 

95% confidence level limits on Ueff were also determined. To account for systematic 

errors we adopt the policy of using the worst case of the individual values of <Teff calculated 

for the different Monte Carlo and energy scale factor samples. The 95% limit is then 

calculated as a 3 u statistical error deviation from this worst value. From equation 6. 7, 

we see that, to determine an upper limit on Ueff, the worst case involves choosing the 

smallest value of 'R., the smallest value of u DB • ADB, and the largest value of u~ijet · ADP· 

Conversely, a lower limit on Ueff comes from choosing the largest value of 'R., the largest 

value of <TDB · ADB, and the smallest value of u~ijet ·ADP· Applying this method gives the 

limits; 

Ueff > 5.14 mb (953 confidence level) 

No 95% confidence upper limit on <Teff can be determined from this data (ie the limit is 

infinite). Translated into the language of equation 2.3, the absence of an upper limit on 

Ueff means that the existence of double parton scattering has not been proven. The lower 

limit on <Te// is effectively a.n upper limit on the double parton scattering cross section. 

The CDF value of <Teff and its lower limit can be compared with previous experimental 

results. These have been performed at both the Intersecting Storage Ring (ISR) PP collider, 
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and at the Super Proton Synchrotron (SPS) PP collider, both at CERN. Even though these 

machines operate at substantially different energies than the Tevatron (63 GeV for the JSR, 

630 GeV for the SPS), the simplicity of the double parton cross section (see equation 2.3) 

allows a direct comparison of the measured values of Ueff· In other words, Ueff is primarily 

a property of the proton, and its value is independent of the experiment used to determine 

it. This universality breaks down when parton correlations start to influence the double 

parton cross section. 

The Axial Field Spectrometer (AFS) collaboration working at the ISR claims to see a 

double parton signal, and measures Ueff = 5 mb (without quoted errors) [29]. This value 

is excluded by the CDF limit. The AFS result is based on an analysis very similar to this 

one, save that the jets in the AFS sample are only required to have 4 GeV of Pt. While 

the fake jet background is surely smaller at JSR energies than the Tevatron, the studies 

done for this thesis indicate that 4 GeV Pt is insufficient to allow a comparison between 

clusters and parton level QCD predictions (see section 5.5). Additionally, the theoretical 

uncertainties in the AFS result are stated to be large. The discrepancy between the AFS 

and CDF results is probably due to one of these effects. 

, The UA2 collaboration has also performed a double parton search at the SPS [30]. Their 

analysis is virtually identical to the one presented in this thesis, except in using 10 Gev Pt 

jets. The UA2 detector has a small TJ acceptance region (-1 < TJ < 1). Because of this 

reduced acceptance, the UA2 4-jet sample coming from 742 nb-1 is only half as large as the 

CDF sample from 30 nb-1• Using this sample, UA2 found no evidence for a double parton 

signal. Their limit of Ueff ~ 10 mb (903 confidence level) is completely compatible with 

the CDF limit, and also excludes the AFS result. 

6.7 Future Analysis 

The prospects for making this measurement with data from the 1988 run of CDF are good. 

A special trigger was designed for double parton events, requiring a EEt of 80 GeV, taken 
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over all the calorimeters (including the gas calorimeters). Most of the events passing this 

requirement a.re dijets. To remove these dijet events, online topology cuts a.re applied. In 

ha.rdwa.re, events a.re kept only if the 'EEt is substantially larger than the sum of the Ets of 

the two largest clusters; 

'EEt - Et1 - Et2 > 40GeV. 

Cluster Et is determined using a ha.rdwa.re clustering algorithm, which operates on the 

analog trigger signals generated by the calorimeters (see section 3.1). This removes most of 

the dijet events. A cut on the number of ha.rdwa.re clusters is not made, as the efficiency for 

reconstructing low Et clusters in ha.rdwa.re is poor. Events passing the hardware cut are then 

read out, and reconstructed. Reconstruction is performed by a fa.rm of dedicated micro-

computers operating in parallel, running the standard offline reconstruction algorithms (see 

chapter 4). Before being written to tape, a final cut is made requiring at least 4 offline 

clusters above 15 GeV Pt (uncorrected) in the event. This removes the three jet events, 

and the residual dijet events. These cuts reduce the raw 'EEt > 80 GeV rate by a factor of 

10, and have an estimated 803 efficiency for 4-jet events. Introduced late in the run, this 

trigger has currently accumulated 100 inverse nanoba.rns of data, and will hopefully reach 

500 inverse nanoba.rns by the end of the 1988 run. Froin the best fit value of CTef I presented 

above, this implies a sample of over 500 double parton events. 

The 1988 data sample will include some data taken at very low 'EEt (30 GeV). This data 

will allow a direct determination of the low Pi dijet cross section, thus eliminating most 

of the "elf systematic errors listed in table 6.1 . This plus the increase in 4-jet statistics 

should allow the positive identification of double parton scattering, and possibly a measure 

of pa.rton correlation functions. 
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Appendix A 

The Papageno Monte Carlo 

The Papageno Monte Carlo [17] simulates PP collisions at the parton-level using first order 

QCD matrix elements. As input it requires the definition of a specific final state. For 

example, one definition could be 2 jets, both within -3.5 < T/ < 3.5, each jet having at least 

10 GeV of Pi. For a given run, Papageno will produce only that final state. The final state 

definition must be chosen to avoid the singularities in the matrix elements. Unlike many 

other jet Monte Carlos, Papageno does not produce a mixture of jet multiplicities. Mixing 

events of different jet multiplicity is inconsistent with the use of first-order matrix elements, 

since higher multiplicities are higher order in eta. 

Papageno requires other inputs such as a choice of Q2 scale for evaluating eta, and a 

structure function parametrization. As output Papageno produces events. Each event con-

sists of the N 4-vectors of the partons, and an overall weight which expresses the probability 

of having obtained those 4-vectors according to the QCD model. All partons are assumed 

massless. 

In quantum mechanics, the differential interaction probability from an initial state to a 

final state can be written as (31); 

dW =Pf x IMl2• (A.1) 

IMl2 is the matrix element which describes the interaction dynamics. In field theory this 

is calculated as the square of the sum of all contributing Feynman diagrams. PJ describes 

the density of states available for the given final state. This phase space factor is uniquely 
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specified by the number and masses of the final state particles. 

Papageno uses equation A.1 to generate events and weights. Initially, the events are 

randomly selected to evenly populate the space of possible N-body topologies [32). The 

events are scaled to have a fast falling total mass spectrum described by 'P(M) ,..., 1/M3 . 

The events are boosted in the beam direction to give a Feynman x distribution described 

by 'P(x),..., 1/x. 

Event weights are calculated by multiplying the matrix element for the given topology 

with the structure functions for the given Feynman x values. The effect of the non-uniform 

mass and x generation is removed by multiplying the weight by a jacobian factor. In this 

scheme the random choice of topology expresses the phase density term of equation A.1, 

while the weight expresses the matrix element term. 

In general, the QCD matrix element does not want to uniformly populate the space 

of possible topologies. For instance, in multi-jet production, QCD has a strong bias for 

producing co-linear jets, which are produced only rarely by phase space. The event weight 

compensates for this skewing, giving co-linear events a larger weight than separated ones. 

However, this method is statistically inefficient, since only a few events are produced with 

the most likely topology. Similarly, the functions used to describe event mass and x do not 

match perfectly with the structure functions. To improve the Papageno event generation 

efficiency, the event topology and x generation are relaxed to correspond more closely with 

the matrix element. This is done by numerically adjusting the functions which transform a 

set of random numbers into an event. The adjustment is driven by a feedback loop which 

tries to minimize the discrepancy between event weights [33]. This procedure reduces the 

spread in weights by a factor of 10. 

Because the events are weighted, statistical errors on Papageno calculations do not go 

simply as the square root of the number of events. From basic arguments, it's possible to 

show that the statistical errors on weighed events go as; 
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w is just the average weight, while CTw is the standard deviation of weight values. Notice 

this gives the traditional VN answer for unweighted events ( w = 1 and CTw = 0). For 

complicated processes, the statistical errors on Papageno calculations are dominated by the 

CTw term. For example, to obtain .JN statistical accuracy for 4-jet production, one needs 

1000 x N events. 
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Appendix B 

Jet Fragmentation Tuning 

Events used in the fragmentation tuning were selected from the same triggers used in the 

double parton analysis. Calorimetry information was reconstructed as described in section 

3.1. Tracks in the CTC were reconstructed and selected using standard algorithms [34]. 

Jets were clustered with a large cone size {l TJ</> unit). Events were required to have a dijet 

structure (exactly 2 clusters with Pt > 15 Ge V), with at least one of the jets in the CTC. 

To sharpen the trigger, the jet(s) in the central were required to have sufficient Et to have 

alone triggered the event. Events were separated according to dijet system mass, making 

tracking acceptances and efficiencies uniform. 

Figure B.1 shows the match between the lsajet and the CDF data for a longitudinal 

fragmentation variable. This variable, called Z', measures the fraction of charged momen-

tum along the average charged momentum direction of each charged particle. Plotted is a 

frequency distribution of this variable, averaged over dijet events with mass between 100 

and 120 Ge V. The data are shown without acceptance or efficiency corrections, merely to 

indicate the similarity between data and model. 

Figure B.1 shows the match for a transverse fragmentation variable, namely the momen-

tum perpendicular to the average momentum direction of each charged particle. Again, the 

data is shown without acceptance or efficiency corrections, merely to indicate the similarity 

between data and model. 

Agreement between data and model holds equally well at other masses. This agreement 
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Figure B.1: A) The average fraction of charged momentum carried by a single track in a 
jet, or Z'. B) The transverse momentum of charged particles relative to the calorimetry jet 
axis. Both plots are normalized to the number of jet events analyzed 

is adequate for the double parton analysis. We assume the model describes equally well the 

fragmentation of multiple jet events. 
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Appendix C 

Gas Spike Removal Algorithm 

The philosophy of the gas spike removal algorithm was to remove energy deposits that were 

too narrow to be due to particle showers. Narrowness was measured using the transverse 

and longitudinal distribution of energy deposits. The same removal algorithm was applied 

to all 4 gas calorimeters with a slightly different set of cuts. 

The first step was to look for clumps of energy in TJ<P space. These were defined with 

a simple adjacency clustering algorithm. This clump clustering was done separately in the 

plug and forward regions, and not at all in the central. The algorithm gathered together 

towers above a threshold energy (EM+ HAD) which touched on a side. Clumps were seeded 

by towers above a second, higher threshold. The tower energies were required to decrease 

monotonically going outward from the seed ( ie the clumps were not allowed to contain 

energy valleys). The thresholds for the plug and forward clump clustering are listed in 

table C.1. These were set to remove all spikes which might serve as a seed for jet clustering 

(ie above 1 GeV Ei). 

The main job of the spike removal algorithm was to decide which clumps were spikes 

and which were showers. The separation was done using the longitudinal and transverse 

distribution of energy within individual clumps. The transverse energy distribution was 

measured simply as the number of towers in the clump. Spikes are expected to be very 

narrow and hence have a small number of towers, while showers tend to be wider and 

contain more towers. 
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Table C.1: Clump clustering parameters 

Parameter Forward Plug 
Tower threshold (GeV) 2.5 .75 
Seed threshold (GeV) 5.0 1.5 

The longitudinal energy distribution was measured using either the depth segmenta-

tion of the pad readout or the independent anode readout. Because the anode longitudinal 

segmentation is much finer than the pad, the anode readout provides. more information. 

However, the transverse segmentation of the anode readout is very poor, and overlap am-

biguities limited their usefulness. These ambiguities were only a problem when the clump 

energy was low. For this reason, clumps were divided according to energy into high and low 

samples. The energy thresholds for dividing high and low clumps are listed by detector in 

table C.2. 

Low energy clumps used the depth segmentation of the calorimeters to measure the 

longitudinal energy distribution of the clump. The plug has 4 depth segments (3 in the 

PEM plus the PHA), the forward 3 (2 in the FEM plus the FHA). Spikes were defined as 

clumps with more than a given fraction of their energy in a single depth segment of the 

calorimeter. 

High energy clumps used the anode readout of the calorimeters to measure the lon-

gitudinal energy distribution of the clump. Unlike low energy spikes, high energy spikes 

were not required to have a small number of towers. This was because the neutron-induced 

proton of a texas tower sometimes ran down a wire of the chamber, making a very long 

and energetic 'spike'. High energy spikes were identified as clumps having a match between 

- the clump energy and the wire energy in a single layer. The match was made in the ratio 

of the single layer wire energy to pad energy. This ratio is about 1 for spikes, because all 

the energy is deposited in a single layer, and small for showers, where the energy is spread 

- between many layers. An additional cut was made to eliminate high energy clumps with 

no wire energy. These were caused when the spike energy exceeded the range of the wire 
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Table C.2: Spike identification cuts 

FEM FHA PEM PHA 
Low/high energy (GeV) 30 80 30 20 
Number of towers (low) $2 $4 $3 $2 
Depth fraction (low) ~ .98 ~ .90 ~ .98 ~ .95 
Single wire fraction (high) ~ .4 ~ .6 ~ .3 ~ .5 
Total wire fraction (high) $ .7 $ .7 $ .7 $ .7 

readout circuits, causing them to read zero. This cut was made on the ratio of the total 

wire energy ( ie summed over all layers) to pad energy. 

The spike selection cut values for the different calorimeters are listed in table C.2. 

Clumps which satisfy these spike identification cuts were removed from the calorimeter 

data. 

-
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Appendix D 

Jet Clustering Algorithm 

Seed sites for the fixed circle jet clustering algorithm were selected based on the density 

of Et deposition. To insure uniformity in the seed selection across the detector, the 11</> 

segmentation was unitized in software. 'The energies of the 3 towers of extra</> segmentation 

of the gas calorimetry were summed together, giving an effective tower size of,..., .1x15°11</> 

over the entire detector. Effective towers containing over 1 GeV (EM + HA) of Et were 

used as seeds. 

Before being used in circle clustering, the seeds themselves were pre-clustered using a 

simple adjacency algorithm. Seed towers were associated if they touched on a side or corner 

in 11</> space. Associated seed towers were required to fall monotonically in energy going out 

from the highest energy tower to the lowest. An 'energy valley' between groups of adjacent 

towers forced pre-cluster separation. The Et weighted f]</> centroid of each pre-cluster of 

seeds was computed, and used as the initial site for fixed circle clustering. 

The fixed circle algorithm used the full 11</> segmentation of CDF. The algorithm collected 

towers above 100 MeV Et (EM+ HA) inside a circle of fixed radius in 11</> space. This radius 

was typically chosen to be . 7 units. Circles were initially centered about each precluster 

centroid. The center was then iterated until it coincided with the Et weighted 11</> centroid 

of the enclosed towers. The towers of the original pre-cluster were retained during iteration 

regardless of whether they lay inside the circle. This provided a mild hysteresis, preventing 

the clusters from wandering too far from their original center. The iterations ended when the 
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towers enclosed remained unchanged. Convergence usually occurred within 2 or 3 iterations. 

Each cluster was developed independently, creating the possibility of more than one 

cluster claiming the same tower. The final stage in the algorithm separated any such 

overlapping clusters. First, the Et of the towers held in common by the two overlapping 

clusters was computed, and compared to the total Et of each cluster. If the common 

towers accounted for more than half the Et of either cluster, the two were merged into a 

single cluster. H less, they were separated. Separation was an iterative process, like the 

centroid determination. First, all towers in common were divided by removing them from 

the cluster further in in 11</> space, keeping them in the nearer. The Et weighted centroid of 

the now separated clusters were then re-computed, and the original set of common towers 

again divided. The iteration ended when the tower separation didn't change. Convergence 

usually occurred within 2 or 3 iterations. 
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Appendix E 

The Parton Level Jet Simulation 

The parton level jet simulation is based in equal measures on studies using the particle level 

simulation and on studies using the CDF data. Where ever possible, CDF data was used 

to define and/or tune the simulation. The fundamental limits discussed in section 2.6 on 

the accuracy of jet fragmentation models apply equally to this simulation. 

The first job of the parton level simulation is to model fragmentation by giving mass 

to the individual partons. The mass of a jet clearly depends on its Pt, with higher Pt jets 

having larger mass. To avoid the largest part of this dependence mass is generated according 

to the distribution of obesity n :: *. Simple models of fragmentation predict a logarithmic 

dependence of obesity on Pt [35]. Figure E.1 plots the obesity distribution for jets in CDF 

central dijet events (exactly two jets above 15 GeV Pi, both in the central calorimeter). 

The slight dependence of obesity on jet Pt is ignored. The CDF data histogram is used to 

functionally generate the Monte Carlo obesity distribution. Once all the partons have mass, 

their 4-vectors are rescaled by a single constant to restore the event S to its pre-parton-mass 

value. This process is identical to the rescaling done by Isa.jet (see section 2.6). 

Next, the entire event is given a Lorentz boost transverse to the beam direction at 

a random <I> angle. This so-called Kt kick simulates the effect of initial state radiation. 

The magnitude of the Kt is described as the sum of two ga.ussians, with widths of 5 Ge V 

and 10 GeV. These are added together in equal admixture. The Kt kick was tuned to 

reproduce measured Pt balancing distributions for CDF central dijet events. This tuning 
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Figure E.1: Plotted is the obesity distribution for centrrd GDF dijets. This variable is 
equivalent to the jet mass, and hence measures fragmentation effects. This plot defines the 
distribution of jet mass used in the parton level simulation. 

is also sensitive to Pi and angular resolution effects described below. The tuning analysis 

is described at the end of this section. When simulating double parton events, this kick is 

applied to each dijet event independently. 

The next step of the parton level simulation is to invert the jet response function de-

scribed in section 5.3. This function is based on the particle level simulation, and corrects 

on average for the effects of detector response and reconstruction on the Pi of measured 

jets. Inverted, this function transforms parton Pt into the most likely value of cluster P,. 

Because of detector non-uniformities and non-linearities, this transformation depends on 

both the parton Pt and its f/ position. 

Next, the transformed parton Pt values are smeared to simulate the finite energy resolu-

tion of the calorimeters. Each parton Pi is independently distributed about its transformed 
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value by a gaussian function. The width of the gaussian was measured using the particle -

level simulation in the process of calculating the response function (see section 5.3). The 
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variation of gaussian width with parton Pt and 17 was parametrized to form a continuous 

function similarly to how the response function was made. A quadratic function describes 

the variation of width with Pt, and a smoothed, splined fit describes the 17 variation. Given 

that calorimetry resolution for single particles is described by u "' C · ,/E, one might expect 

jet CT~, to vary linearly with Pt. Interestingly, it was found that CTp, itself varied linearly 

with Pt. This implies additional Pt smearing due to the varied composition of the jet. This 

same result was found in Monte Carlo studies of the UAl detector [36]. 

Finally, the 17¢ directions of the partons are smeared about their nominal by gaussian 

functions. This smearing simulates the pointing resolution of the cluster reconstruction 

and detector response. This was studied using the particle level simulation, comparing the 

initial 17</> direction of a parton with the 17¢ direction of the resulting cluster. The 17 and ¢ 

smearings were measured separately, as the 1J smearing was larger. The larger 17 smearing 

resulted from residual effects of the Z vertex shift correction described in section 3.2. Both 

17 and ¢ smearing were measured as a function of jet Pi, as lower Pt jets showed larger 

smearing. The sigma of 11</> smearing reached an asymptotic minimum value of .03 ( .01) in 

17 (¢)for jets above 100 GeV Pi, and a maximum value of .2 (.1) in 17 (</>)for 15 GeV Pt 

jets. 

To test the effects of the three different kinds of smearing (Kt, Pt, and 11</> ), a comparison 

was made between simulated Papageno dijet events and CDF dijet events. This study used 

Pt balancing of dijet events to test the simulation. A balancing was also used in section 

5.4 to test the cluster response correction. At the parton level, we expect the Pt of the 

two jets in a dijet event to sum to zero. Detector smearing and higher order· QCD effects 

(Kt) give non-zero balancing. Figure E.2 shows the momentum vectors of an idealized dijet 

event. A imbalance in the dijet system has occurred from Pt loss through resolution effects 

along the jet direction, and from a very low Pt jet emitted close to the beamline. The two 

effects can be separated by projecting the net Pt of the dijet system along axes parallel 

and perpendicular to the jet directions. Imbalance transverse to the jet direction will be 
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Figure E.2: Momentum vectors of an idealized dijet event are shown in the X- Y and Y-Z 
projections. The third jet escapes the detector volume, giving a Kt kick to the detected jet 
vectors. The detected momenta are also resolution smeared. Azes transverse and longitudi-
nal to the jet directions are shown. 

dominated by Kt effects, while parallel imbalance will be dominated by Pt resolution effects. 

Figure E.3 plots the transverse and longitudinal projections of the dijet Pt for both 

CDF data and Papageno dijets simulated with the parton level simulation. The transverse 

distribution is narrower because it measures only Kt and </> smearing, being transverse 

to calorimeter resolution loss. The longitudinal distribution is sensitive to Kt and to Pi 

resolution effects. The agreement for both projections between the CDF data and the 

Monte Carlo data indicates that all the smearings are adequately simulated. 
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Figure E.3: Projections of the A sum of the jets in GDF central dijet events are plotted. 
Overlaid are histograms of Monte Carlo data. 
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