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ABSTRACT 

Neutr1no (and ant1-neutr1no) 1nduced events w1th mult1-muons 1n 

the f1nal state are stud1ed us1ng the Fenn1lab 15 Ft. Bubble Chamber. 

The neutr1no beam 1s made by 800 GeV protons 1nc1dent on a Beryll1um 

target, and the secondar1es are focussed by a quadrupole tr1plet tra1n 

tuned to 300 GeV/c. The bubble chamber, f1lled w1th a 74% molar Ne-H2 
m1x, has been equ1pped w1th a new External Muon Ident1f1er/Internal 

P1cket Fence system. 44 p-p+ (neutr1no 1nduced), 8 p+p- (ant1-

neutr1no 1nduced), 11 p-p-, 1 p+p+, and O tr1muons are observed. 

After subtract1ng background and correct1ng for detect1on losses, the 

oppos1te s1gn rate (per charged current event) 1s 0.62±0.13%, for Pp ~ 

4 GeV/c, the 11ke s1gn events are cons1stent w1th background, and the 

90% conf1dence level upper 11m1t for p-p-/p- 1s 1.1*10-3• E1ght 

neutral strange part1cles are observed 1n the oppos1te s1gn sample, 

lead1ng to a corrected rate for ppv0xtppX of 0.50±0.21. One neutral 

strange part1cle 1s observed 1n the 11ke-s1gn sample, and the raw 

neutral strange part1cle rate per 11ke-s1gn event 1s cons1stent w1th 

the raw rate 1n charged current events. We present k1nemat1c 

d1str1but1ons of the event samples, where the oppos1te s1gn sample 1s 

compared w1th the pred1ct1ons of a chann Monte Carlo and background 

pred1ct1ons, and the 11ke-s1gn event sample 1s compared w1th the 

pred1ct1ons of a background calculat1on. 
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Chapter 1 

Introduction 

Neutrinos were "invented" by Wolfgang Pauli, to explain the 

continuous energy spectrum of electrons emitted during nuclear beta 

decay. -rhey were postulated to be neutral particles with spin 1/2 and 

mass less than 1% of the proton mass. In the Mstandard model" of 

particle interactions, there are at least three neutrino flavors, two 

of them (ve and vp) having been observed by their interactions with 

matter1• The third flavor, vT, has not been observed directly, but is 

required by lepton flavor conservation arguments, and by the agreement 

between experimental results on T decay2 and theoretical predictions, 

which assume the farmer's ex1stence. Apart from some controversy 

about the mass of ve, the masses of the other two neutrino flavors are 

only bounded from above3• The standard model assumes that the mass of 

all neutr1nos 1s zero, however, mass1ve neutrinos can also be 

acco111110dated4• Measuring the z0 w1dth and 'neutr1no counting• 

exper1ments5, at SLC and LEP, will prov1de answers about the number of 

neutrino flavors (where the mass of the new neutrino flavor(s) 1s ( 

Mz/2). At present, the best 11mit on the number of neutr1no flavors 

(from UAl and UA2) 6 is Nv S 6, at the 90% C.L. 11mit. 

In this chapter, we present a br1ef description of the standard 

model with emphasis on multi-muon production. We also discuss the 



possibility of using multi-muon events as a tool for probing beyond 

the standard model. 

1.1 The Standard Model 

2 

According to current belief, matter is composed of quarks, 

leptons and gauge bosons. For instance, atoms are made up of a 

nucleus, containing protons and neutrons (which are themselves made up 

of quarks), surrounded by electrons (one kind of a lepton). Quarks 

and leptons interact with each other via gauge bosons, e.g., the 

photon. At present, we know of six quarks (including the top quark, 

which has not been detected experimentally, but whose existence is 

required in current models), six leptons (including vT) and twelve 

gauge bosons. The quarks and leptons are arranged in three families 

of two quarks and two leptons each. It is not known how many more 

such fundamental particles exist in nature. 

The standard model is a field theory, based on underlying 

symmetry principles (also called gauge invariances) which predict the 

presence of gauge bosons, and describe the nature of their 

interactions with each other, and with quarks and leptons. In the 

standard model, the underlying symmetry is given by SUc(3) X SUL(2) X 

Uy(l) group. These groups describe the transformations of the 

fundamental fields of the theory under which the Lagrangian is 

invariant (this invariance is called gauge invariance). For example, 

we consider the Lagrangian for a free fermion field, and require it to 

be invariant under a transformation of the fermion field, where the 

.... 
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.... 

-

-



-

3 

latter, ;Cx), transforms as eia(x);(x), i.e., a is a function of x, 

implying that the phase changes are local. Requiring the free 

Lagrangian to be invariant under these (local) transformations, 

described by the U(l) group, we are led to an expression for the 

Lagrangian, which not only describes the free field but also describes 

the interaction between the fermion and a massless gauge field. The 

latter field is identified with the photon field. Thus, requiring the 

free fermion Lagrangian to be locally gauge invariant leads to the 

theory of electromagnetic interactions. 

In the standard model, strong interactions are described by the 

SUc(3) group, and, the electromagnetic and weak interactions are given 

by the SUL(2) X Uy(l) group. Gravity is not included in the standard 

model. 

1.2 Strong Interactions 

Strong interactions are based on the SUc(3) group, which gives 

the transformations between the three quark (and antiquark) colors. 

This means that quarks can change their •color• without affecting the 

strong Lagrangian. The theory of strong interactions, also called 

quantum chromodynamics (QCD), has eight massless bosons (gluons) 

mediating the force between different colored quarks (and anti­

quarks). The strong coupling constant is large, as M 1, at small Q2 

(invariant momentum transfer), which 1s why strong interactions are 

strong. A large coupling constant also means that perturbation 

techniques cannot be used easily (unlike, for example, 1n quantum 



electrodynamics where the coupling constant, a, is 1/137, and the 

theory can be used for calculations to any order in a). However, QCD 

has had many qualitative successes. 

4 

QCD can be tested quantitatively in the high Q2 limit, and 1t 

has met with success. Quarks at h1gh Q2 behave as essentially free 

particles (i.e., as+ 0), and QCD can be used to make predictions (the 

property that as+ 0 as Q2 +•is also called asymptotic freedom). 

For instance, the observation of scaling and scaling violation in deep 

inelastic scattering of nucleons by leptons7, hard scattering 

processes8 (e.g., direct photon production in pp and pp collis1ons), 

and jet production8•9 (in e+e-, pp, pp and vN interactions) are 

consistent with QCD predictions. 

Quarks are also believed to be confined, and there is no 

confirmed experimental evidence for free quarks10• It is also 

believed that all colored quant1ties are confined, and that all 

observable matter containing quarks (and gluons) has to be colorless. 

1.3 Electromagnetic and Weak Interactions 

Electromagnetic (EM) interact1ons of quarks and leptons are 

described by quantum electrodynamics (QED), and as mentioned 

previously, arise by requiring the Lagrangian for a free fermion to be 

locally gauge invariant. QED is generated by the gauge group U(l). 

The EM interactions are mediated by the massless photon. QED has had 

enormous success11 • For instance, the (Lamb) shift in the energy of 

the 2s112-2p112 levels of the Hydrogen atom has been calculated via 
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QED, and confirmed experimentally; the anomalous magnetic moment of 

the electron has been calculated and experimentally confirmed with an 

accuracy of roughly 0.0002%. Weak interactions are responsible for 

nuclear p-decay, decays of the rt and µ mesons, v and v interactions 

with matter, etc. We now have a single theory which incorporates both 

weak and EM interactions. 

The Glashow-Weinberg-Salam gauge theory (GSW) 12 , based on 

symmetries described by the SUL(2) X Uy(l) group, is one such theory. 

The Lagrangian for leptons (and quarks) is required to be invariant 

under transformations given by the SUL(2) X Uy(l) group. The SUL(2) 

group describes transformations between the electron and the electron 

neutrino (and,µ and vµ etc.), and those between the up and down 

quarks (also, c ands quarks etc.). These particles are arranged in 

left-handed doublets and right-handed singlets, as 

This pattern repeats over the known families. The Uy(l) group 

describes transfonnations between all quarks and leptons. Requiring 

this theory to be locally gauge 1nvariant under SU(2) X U(l) pred1cts 

the presence of four massless gauge bosons, whereas in reality there 

is only one such boson (apart from the strongly interacting gluons), 

the photon. Therefore, the symmetry group has to be •spontaneously 

broken• to yield UEM(1) 13 , wh1ch leads to the result that three of the 

previous four massless gauge bosons become massive, and only one 

remains massless (1dentified as the photon). If, we give mass to the 



vector bosons by explfcftly puttfng a mass term 1n the Lagrang1an, 

then the Lagrang1an 1s no longer 1nvar1ant under SU(2) X U(l) 

transformatfons. Two of the mass1ve bosons are thew± wh1ch med1ate 

6 

the charge chang1ng reactfons 11ke p decay, p decay, etc., wh1le the 

th1rd boson (Zo) med1ates the neutral weak current 1nteractions, and 

the fourth boson (photon) med1ates the electromagnet1c interactions. 

The spontaneous breaking of symmetry pred1cts the presence of yet 

another part1cle, a neutral scalar called the H1ggs part1cle. The 

neutral gauge bosons, z0 and 7, ar~ 11near comb1nat1ons of the 

generators of Uy(l) and the neutral part of SUL(2), and the m1xing 1s 

descr1bed by the angle Bw· 

The GSW theory has had spectacular success. It predicted the 

ex1stence of weak neutral currents, wh1ch were conf1rmed by the 

observat1on of elastic vpe- scattering in the Gargamelle bubble 

chamber14• Among the other successes of th1s theory 1s the pred1ction 

and experimental confirmation of forward-backward asymmetry 1n the 

+ - + - ( + - + -) 0 cross-section of e e + e e or, to p µ , TT , aris1ng due to Z 

and 7 1nterference 1n the s-channel 15 • Finally, the weak bosons, w± 

and z0, were directly observed 1n pp collfsfons 16 , with masses 

pred1cted by the GSW theory. 

1.4 Glashow-Iliopoulos-M1an1 (GIM) mechan1sm 

The GIM17 mechan1sm very successfully pred1cted the exfstence of 

the charm quark which, as wf 11 see later, expla1ns the phenomena of 

-
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opposite sign dimuons (in v(v) interactions). We briefly describe the 

reasons which lead to the formulation of the GIM mechanism. 

In the late 1960's, it was believed that there were only three 

quarks, u, d and s, and that all hadrons could be constructed out of 

them on the basis of SU(3) flavor symmetry18• In this model, the 

quarks were grouped together as a SU(3) triplet, with u and d as an 

isospin doublet, and the s as an isospin singlet 

( ~ ') and s 1. 1 
L 

I 

where d = dcosBc + ssinBc (sinBc = 0.22) 

In equation 1.1, d' is the weak eigenstate, whereas d and s are mass 

eigenstates. The reason d' was written as a linear combination of d 

and s quarks was to explain the difference in GF (Fermi coupling 

constant) determined in p-decay and p decay, and the different rates 

for non-strangeness and strangeness changing reactions liker+ pv and 

K + pv19• Such a scheme, however, gave rise to strangeness changing 

neutral interactions where a s quark could transform to a d quark, 

with the amplitude proportional to sinBccosBc, but the experimental 

limits on such interactions were very stringent (branching ratios of 

K+ + r+vv < 1.4X10-7 and Kol+ p-p+ < 9Xl0-9)20 • The GIM mechanism 

solved this problem by proposing the existence of a fourth quark, 

charm. We now identify the first two quark doublets as 

I 

(1.2) where, d = ssinBc + dcosBc 
L 

s = -dsinBc + scosBc 
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(actually the existence of a fourth quark had been proposed in 1964, 

on the basis of SU(4) flavor symmetry21 ). Writing the quarks as in 

1.2, we get two strangeness changing (neutral) tenns which cancel each 

other, in agreement with data. The two tenns are, 

s + u + d 

s + c + d 

with amplitude sin8ccos8c(ar"c1-75)s)ZP , and 

with amplitude -sin8ccos8c(ar"c1-75)s)ZP 

The interactions u + d and c + s are "Cabibbo-favored" (since their 

strength is« cos28c * 0.95), and u +sand c +dare "Cab1bbo­

suppressed• (since they are« sin28c * 0.05). 

The charm quark was first observed as a bound cc state22 , and 

subsequently charmed mesons (bound states of c and u(or d) quarks) 23 

were detected. Since then, charmed mesons and baryons have.been 
+ -produced and detected in very different environments ( e e , pp, pp, 

JIN, 7N, rN interactions). An exhaustive review can be found 

elsewhere24 • 

With the discovery of the bottom quark and T lepton, the quark and 

leptons are now arranged in three families, 

I I 

UR ' dR ' CR ' SR I tR ' bR 
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The weak eigenstates, d', s' and b', are expressed in terms of 

the mass eigenstates, d, s and b, via the Kobayashi and Maskawa 

matrix, 

[ ;: l = [ : l 
where ci = cos8i, si = sin8i, 6 is a complex phase angle (responsible 

for CP violation in weak interactions), and e1 is the Cabibbo angle. 

1.5 Neutrino Interactions 

Neutrinos (and anti-neutrinos) interact with matter via both 

charged and neutral current weak interactions, with the charged 

current (CC) structure being purely V-A, while the neutral current 

(NC) structure has a small V+A component in addition to the V-A 

component. The amount of V+A component depends on the nature of the 

target. 

9 

Neutrino interactions at currently accessible accelerator 

energies are well described by the V-A theory, which is the low energy 

limit (Q2 << Mw2) of the GSW theory. In the following discussion all 

cross-sections are computed in this limit. We use the quark parton 

model 61 to describe neutrino interactions, since in our energy regime 

the neutrino probe is small enough to •see" the partons which make up 

the nucleon. The neutrino is assumed to interact with a quark via a W 

or Z boson, and the struck quark (and the other quarks in the nucleon) 



10 

convert to hadrons through the fragmentation process. The final state 

in this (deep inelastic) process is an outgoing lepton accompanied by 

a hadronic shower. This is schematically shown in Fig. 1.1. 

Neutrinos which interact coherently with an entire nucleus have been 

observed in both previous experiments and this experiment. However, 

this process accounts for only about 1% of all neutrino interactions 

at high energy. 

1.6 Multi-muon production models 

1.6.1 Opposite Sign Dimuons (OSD) 

Neutrino events, w1th two oppositely charged muons 1n the f1nal 

state, were f1rst observed25 at Ferm1lab, and soon confirmed by other 

neutrino experiments26 • OSD were explained to be charged current 

neutrino events where a charm quark was produced, which hadronized 

mainly as a charmed meson (at times as a baryon) that subsequently 

decayed sem1lepton1cally to produce the second muon, as shown 1n Fig. 

1.2 (a) and (b). Events, where the second lepton is an electron, have 

also been seen27 w1th the same rate as OSD. Some other models were 

also put forward to expla1n OSD, but the data best agrees w1th charm 

product1on and decay hypothes1s28• F1g. 1.3 (a) and (b) show theµ-

1+/µ- and µ+1-/µ+ rates (the sol1d 11ne 1s the charm exc1tat1on 

funct1on, as calculated by La1 65). The increase w1th energy 1s due to 

the momentum cut on the second lepton and a threshold effect due to 

the large charm quark mass. In Chapter 6 we will compare k1nemat1c 

-
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df strfbutf ons of the present event sample wfth predictions of a 

(charm) Monte Carlo. If a charm quark f s produced f n approximately 

10% of neutrino charged current events and the observed charm (meson) 

semf-leptonf c branching fraction fs roughly 10%, then one would 

observe OSD at a level of 1% (of charged current events). Thfs rate 

fs approximately what fs experimentally observed. 

In neutrino events, a charmed quark can only be produced by the 

f nteractfon of the w+ boson wfth a d or a s quark (the latter bef ng 

ffCabfbbo-favored"), whfle fn antf-neutrfno events, charm fs produced 

by the actfon of aw- boson.on a a or s antf-quark (whfch only exfst 

fn the 'sea'). Therefore, one would expect one or two strange 

particles per event fn neutrino induced OSD, and two strange particles 

per event fn most antf-neutrfno induced OSD. One strange particle fs 

produced by the decay of the charmed particle, and the second one f s 

due to the remaf nf ng s (or s) quark fn the sea (fn case the w± 

interacts wfth s or the s quark 1n the sea). In antf-neutrfno induced 

OSD, one expects two strange particles per dfmuon event because charm 

f s produced ma1nly by fnteractf on wfth the s quark (bef ng •cabfbbo­

favored•). The average number of strange particles per neutrino 

induced OSD depends on the fraction of the strange quarks (relative to 

d quarks), and can be expressed as l+lOq, where~ =/xs(x)/Jxd(x) (~ fs 

the ratfo of strange to down quarks fn a nucleon). Thus ff~ fs 2% to 

6%, one would expect 1.2 to 1.6 strange particles/event. Studies of 

neutral strange particle production f n bubble chamber experiments 

support thfs hypothesfs29 • 
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The kinemat1c variables used to describe deep 1nelast1c processes 

are 

.,,, = E - E1 where E and E1 are the 1n1t1al and f1nal 
lepton energ1es 1n the lab. frame 

Q2 = -q2 ~ 4EE's1n2(B/2) Th1s 1s the 4-momentum transferred 
between the neutr1no and the struck quark. 
8 1s the lepton scatter1ng angle 1n the 
lab frame. Masses of the two leptons 
are assumed to be zero. 

x ,. Q2/2MN11 In the quark parton model, x 1s the 
fract1on of the nucleon momentum carr1ed 
by the struck parton. M~ 1s the nucleon 
mass. Th1s is also refe red to as x6j 
or Bj orken x) • 

y = 11/E Fract1on of the in1tial lepton's energy 
loss (1n the lab frame). Th1s 1s related 
to the scatter1ng angle 1n the center-of-
mass frame. Th1s 1s referred to as Ysj 
(or Bjerken y). 

wz 2 2 Mass of the hadron1c system recotl1ng ,. MN + 2MN11 - Q 
against the outgoing lepton. 

In the h1gh energy 11m1t (E >> m, 1.e., part1cles are massless), 

quarks can be treated as left-handed part1cles, and ant1-quarks as 

r1ght-handed. In th1s 11mit, "L interactions with a quark are 

isotropic in the center-of-mass system, and hence un1form in y, while 

"L interactions with anti-quarks are not isotropic and have a (1-y) 2 

dependence. The reverse is true for vR interactions with quarks and 

anti-quarks. If we assume the charm producing current to be left­

handed (i.e., V-A), we can write the cross-section for interactions 

with isoscalar nuclei as (in the limit Q2 << Mw2) 

.... 

.. 

-

-

.. 

.... 

-

-



13 

duv 2 GF MN Ev x ( 2 2 2s(x) ) = IVcdl (u(x) + d(x)) + IVCSI 1.7 
dx dy r 

and, 

duv 2 
GF MN Ev x ( 2 2 2s(x) ) = IVcdl (u(x) + a(x)) + IV cs I 1.8 

dx dy r 

The tenns in the bracket are wr1tten using the quark parton model, 

where a nucleon 1s represented as the sum of the parton dens1ty 

funct1ons. In equat1ons 1.7 and 1.8 the tenns u(x), d(x) and s(x) 

represent the probab111ty of f1nd1ng a u,d and a s quark respectively, 

with momentum fraction x. Also, in writing 1.7 and 1.8 we have 

assumed the Callan-Gross relation (2xF1=F2), and maximal V-A 

interference30 , i.e., -2F1(x) = F3(x). We see in equations 1.7 and 

1.8 that the cross-sections are unifonn in y, and have no (l-y) 2 term, 

the latter being due to either vl interactions with dR (sR) or vR 
interactions with al (sl). If the experimental results have a 

dependence on y, then it would mean that chann is not produced by_ pure 

V-A currents, but has some mixture of V+A currents.· 

Equations 1.7 and 1.8 have to be corrected for the large chann 

quark mass (mass s 1.5 GeV/c2), because it introduces a threshold into 

the d (s) + c process. This kinematical effect is taken into account 

via the slow re-scaling procedure30 , where x is replaced by e = x + 

(mc2/2MNv), and the structure functions fi(x) are replaced by fi(f) 

(where me is related to the chann quark mass, and is usually taken to 

be 1.5 GeV/c2). The corrected cross-sections are31 , 



2 
d <Tv GF MN Ev f xy 

(1v~dl(d(f) + u(f)) + IV~sl2s(f)) = (1 - y + -) 
dx dy ., e 1.9 

- 2 dO'v GF MN E;; f xy 
(1v~d1 cace> + u<e>> + I V~s I 2s ( f)) = (1 - y - -) 

dx dy ., e 1.10 

We use equations 1.9 and 1.10 in the chann Monte Carlo (described in 

chapter 6). 

OSO have been studied in great detail and have yielded 

infonnation about various aspects of the standard model : 

(1) Anti-neutrino induced OSD occur by interaction with anti-quarks, 

and since s + c transition is "Cabibbo-favored" they provide a clean 

measurement of the structure function of strange quarks, s(x). This 

has been studied, and the fraction 2s(x)/(u(x)+a(x)) is estimated to 

be between 0.4 and 0.5 (with roughly 20% errors) 31 •32 • 

14 

(2) The energy spectrum of the secondary lepton can be used to study 

the fragmentation function of chann quarks (D(z), where z is the 

fraction of the channed quark energy carried off by the channed 

hadron)~ It is believed that quark fragmentation functions should be 

the same, regardless of the environment in which it fragments, and 
+ -thus a comparison of results from vN and e e interactions serve as a 

test of this hypothesis. The shape of the fragmentation function 

cannot be measured directly in OSD, and is consistent with many 

different functional fonns, however, the mean, (z), is detennined with 

good accuracy ((z) a 0.68~0.08) 31 • The result is consistent with 

results from e+e- interactions and theoretical predictions15
r
33 • 
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(3) Combining neutrino and anti-neutrino induced OSD results, one can 

estimate the element Vcd of the Kobayashi-Maskawa matrix. The COHS 

group31 has done this analysis, and calculate IVcdl = 0.24±0.03. The 

CCFR group33 calculate IVcdl = 0.25±0.07. Using this estimate, the 

two groups have calculated coss2 (in the KM matrix) to be 1.05±0.14 

and 1.14±0.35 respectively. 

(4) A mechanism for OSD, not associated with charm production, has 

been discussed in a recent calculation34• The Feynman diagrams for 

the processes are shown in Fig. 1.4 (a) and (b). Such a mechanism 

enables us to study the interference between W and Z propagators. The 

experimental signature would be the presence of two oppositely charged 

muons and nothing else (not even nuclear fragments). The rate (per 

charged current event) is calculated for (E,,) = 50 GeV and an iron 

detector, and is M 10-5• Since bubble chamber experiments have low 

statistics, these reactions can only be detected in electronic counter 

experiments. One collaboration did do such an analysis and obtained a 

signal of 1.7±1.7 events34 , whereas the theoretical calculation 

predicts (for their experimental cuts) 10±2.6 events. The reason for 

the discrepancy is not understood. The same mechanism can be used to 
- + produce ~ e events with a rate which is roughly ten times higher. 

There have been no searches reported for th1s mode. 

(5) A study of OSD, especially at low neutrino energies, is important 

for estimating the value of the parameter me (used in slow re­

scaling). Some experiments31 •35 claim a deficiency of OSD at low 

energy (compared to the rate at higher energies) even after correcting 

for the slow rescaling threshold effect, as in Fig. 1.5. One way to 
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remove this deficiency would be to increase the value of me beyond the 

commonly used value of 1.5 GeV/c2 (in fact, ) 1.9 GeV/c2). This, 

however, causes problems when the value of sin2ow determined from deep 

inelastic scattering experiments is compared with that from pp 

collider results. Another explanation, that the strange sea structure 

function s(x) is a function of Q2, is also ruled out by data35 •36 • It 

has been proposed36 , that at low Q2 and W there is enhanced Ac 

production, and since the Ac semi-leptonic branching ratio is believed 

to be lower than the D semi-leptonic branching ratio, this would lead 

to a suppression of OSD. Ac production can be studied in bubble 

chamber experiments by comparing Ao/Ko rates (Ac may decay to AO or 

pKo, whereas D decays to Ko). The statistics at low energies are 

poor, but there is some evidence that for 2.1 ( W ( 2.7 GeV/c2 there 

is enhanced Ac production (in this particular experiment37 ((Ev> = 2 

Gev). Some experiments, at higher energy, do not see any excess of Ac 

in dilepton events (compared to ordinary charged current 

interactions), whereas some others see an excess of Ao, but do not see 

any dependence with neutrino energy27 •29 • However, the latter 

experiments are all done with much higher energy neutrino beams ((Ev> 

) 25 GeV), and hence may not probe the low energy region. The counter 

experiments which claim to see a deficiency at low Ev are also done 

with high energy beams ((Ev>) 25 GeV). One explanation could be that 

the Ac has a significant semi-leptonic branching ratio into states not 

containing a Ao. This would explain why bubble chamber experiments 

see no excess of Ao, whereas the counter experiments are affected by 

-
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the small Ac semi-leptonic decay fraction. It is also possible that 

the counter experiment results are in error. 
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(6) As discussed above, OSD are produced via charm decay, and if the 

decay is visible then one could study exclusive decay modes and 

lifetimes. Even though charm meson (and baryon) lifetimes are well 

measured, bubble chambers can make a significant contribution in the 

study of new and exotic decay modes (this becomes easier when one has 

a large event sample). 

It is in the study of strange particle production (and unusual 

behavior around the event vertex) that bubble chamber experiments have 

a distinct advantage over high statistics electronic counter 

experiments. 

1.6.2 Like sign dimuons (LSD) 

The presence of OSD can be easily explained by the charm 

hypothesis, but LSD have been controversial ever since they were first 

observed. The experimental evidence is confusing and uncertain at 

best (see Fig. 1.6). Most electronic counter and some bubble chamber 

experiments claim a signal at the 1-3~ leve1 29 •38 , whereas most bubble 

chamber experiments see no excess above the predicted background39 • A 

recent result from a counter experiment51 claims no LSD signal (an 

earlier experiment by the same collaboration did see a signal at the 

1-~ level). The reason that LSD are controversial is that the first 

order perturbative QCD calculations fall short of the observed signal 

by 1-2 orders of magnitude40 • 
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Many models have been proposed that claim to explain the LSD 

signal seen by some of the experiments, however, they predict too 

large a rate for chann in photo-production and hadro-production 

experiments. These include: (1) The proton's structure function is 

assumed to have chann component at the 1% level 41 • On interaction 

with the W boson, the c (c) quark transfonns to a b quark, as in Fig. 

1.7 (a), which then decays in a cascade process (b + c + s) producing 

a muon, and giving rise to LSD. In addition, this model predicts 

large b and t quark production cross-sections in hadronic 

interactions. Lowering the intrinsic chann fraction gives too low a 

LSD rate42• (2) The quark (in the nucleon) struck by the W boson is 

postulated to undergo a non-perturbative transition43 (Fig. 1.7 (b)), 

and give off a cc pair. One of the charm quarks decays 

sem·f leptonically to give LSD. The results from a previous bubble 

chamber experiment49 contradict the predictions of this model. (3) 

Another model includes QCD and non-perturbative effects44 (Fig. 1.7 

(c)), and appears to give rates and kinematic distributions consistent 

with results from some of the experiments, but results from a previous 

bubble chamber experiment49 contradicts its predictions. Some other 

models also exist, but they predict a rate which is too low compared 

to the observed signal. These include : (4) Gluon fusion processes42 , 

as shown in Fig. 1.7 (d). (5) Gluon bremstrahlung. This is the first 

order QCD calculation40 mentioned above (Fig. 1.7 (e)). (6) Do - o0 

mixing, as in Fig. 1.7 (f). A Do produced in a normal (v) charged 

current reaction converts to a o0 which then decays semileptonically 

to give off the second p-. o0•s which do not convert to o0 contribute 

.. 
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towards producing OSD. This model is ruled out by experimental 

limits60 on the amount of mixing. 
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These models also predict a large strange particle production 

rate in LSD, since there are two chann quarks (except for model 6, 

which has only one c quark) in the final state. Most bubble chamber 

experiments45 •46 see no anomalous neutral strange particle rate in 

their like-sign dilepton samples (which are consistent with 

background, anyway), however, one experiment47 did observe neutral 

strange particles along with a LSD signal, although with poor 

statistics. (7) Another model 48 has been proposed (Fig. 1.7 (g)), 

which tries to account for the LSD rate and the lack of strange 

particles in such events by postulating the existence of a new 

neutral, low mass (( 5 Gev/c2) and non-strange particle which decays 

weakly. Such a particle would be produced either in W decays or ·1 n pp 

collisions, depending on whether it couples directly to the W or is 

produced in the hadronic debris and is unrelated to the W. However, 

there is no evidence for such a particle48 •49 • 

The LSD signal seen by some counter experiments is only l-3a 

effect, and it is possible that the background calculations, which are 

complicated and model dependent, are wrong50 • The major source of 

background is the decay of r's and K's that are produced in charged 

current reactions (the decay background is at least 60X of the event 

sample). The background calculations51 have to estimate the r/K 

production at the event vertex and in the hadronic shower. This is 

done by using quark fragmentation data from muon experiments and 

bubble chamber v experiments. Assumptions have to be made in 



extrapolating results from v interactions in H2 to heavier targets. 

On the other hand, bubble chamber experiments have backgrounds which 

are easier to calculate, but they suffer from a lack of statistics. 
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In Fig. 1.6 one can see that the upper limits from bubble chamber 

experiments are comparable to the signals reported by the counter 

experiments. Bubble chambers do offer the opportunity for studying 

the event vertex to search for anomalous behavior. However, the 

recent result from a counter experiment51 and one from a previous high 

stat1st1cs bubble chamber experiment52 {along with upper limits set by 

other bubble chamber experiments39) seem to suggest that there is no 

d1screpancy between experiment and theory (first order QCD 

calculations40). 

1.6.3 Tri-leptons and Tetraleptons 

Multi-muon (and mult1-lepton) events have been observed by both 

electronic counter and bubble chamber experiments, in v and v 
interactions, and the f1nal states53 include p-p-p+, p+p+p- and p-e-e+ 

(and one report of p-p-e+). Two tetralepton54 events have also been 

reported (p_p_p+p+ and p+e-e+e-). The production rate per charged 

current event for v induced trimuons is (3.l±0.4)*10-5 (averaged over 

two experiments where Pp)4.5 GeV/c), v induced trimuons 

(1.8±0.6)*10-5, and for v induced p-e-e+ is (3.ltl.9)*10-4 (Pp)4.5 

GeV/c and Pe)0.3 GeV/c). The energy dependence for v induced tr1muons 

is show~ in Fig. 1.8. The difference in the ppp and pee rate is due 

-

-

-
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to the cut on the lepton momentum. Due to poor statistics, no rate 

has been calculated for the tetra-leptons events. 
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Many models55 have been proposed to explain the existence of tri­

leptons : (1) Production of a heavy charged lepton, which decays to a 

neutral heavy lepton which decays further with muons being produced in 

each decay. This is shown in Fig. 1.9 (a). The limit6 on the mass of 

a new heavy charged lepton is ML) 41 GeV/c2, and since the center of 

mass energy available in fixed target neutrino experiments is less 

than 40 GeV, this model can be ruled out as a possible source. (2) 
- + Radiative production of µ µ pair by either the leading muon or the 

quark, as shown in Fig. 1.9 (b). (3) Hadronic production of aµ-µ+ 

pair during the hadronization of quarks, as in Fig. 1.9 (c). (4) 

Production of a heavy quark, like b, which then decays to lighter 

quarks semi-leptonically, producing a muon at each step.(5) 

Electromagnetic production of vector mesons, that decay producing a µ-
+ µ pair. (6) Oiffractive production of a 6c meson which then decays 

in a cascade process; (7) Non-perturbative production of a cc pair, 

each of which decays semi-leptonically. Some of these models also 

have implications for the production of like sign dimuons (e.g. 

models 3, 6, and 7). 

The data best agrees with a combination of models 1 and 2 (in the 

ratio 1:3) 56 • However, to explain the trimuon rate, it is assumed 

that hadronic production of muon pairs in vN interactions (model 2) 1s 

enhanced compared to rN interactions57 (by a factor of 2.5). This led 

to a calculation58 which proposed that the observed production rate is 

best reproduced by a mixture of 20% cc production {model 7), 30% 
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radiative production (model 1) and the rest hadronic production (model 

2). This proposal also explains the LSD rate observed by some 

experiments43 , but overestimates charm production fn hadronic 

interactions, and cannot explain the lack of neutral strange particles 

in LSD samples (as mentioned fn 1.6.2). The other models 

underestimate the production rate, and the (kinematic) characteristics 

of the events do not follow the predictions made by these models55 • 

Considering all these factors, ft seems the data is fs best explained 

by a mix of models 1 and 2 only. 

Although, tetraleptons are produced in the standard model with 

very small rates54 , ~ 10-5 - 10-7 per CC event, it f s quite likely 

that it can explain the two observed tetralepton events. However, 

some of the models discussed for trimuon production can also produce 

tetraleptons (for example, models 3 and 6), but with only two events 

it is not possible to draw any conclusions. 

1.7 Can multimuons be used to probe beyond the standard model? 

Although the standard model explains the current data very well, 

1t has a lot of unattractive features 59 , some of which are: (1) There 

are too many free parameters 1n the theory, e.g., all quark and lepton 

masses have to be put in by hand. (2) 'rhe theory does not explain why 

the proton and electron charges have exactly the same magnitude. (3) 

'rhere is no explanation for the replication of quark and lepton 

families, nor can it predict the total number of such families (1n 

nature). (4) ·rhe bare mass of the Higgs bosons has to be fine-tuned 

• 
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with extraordinary precision. (5) It does not include gravity. 

Considering all these "problems", 1t is believed that there has to be 

be something beyond the standard model. Possibilities include grand 

unified theories, supersymmetric theories, superstring theories, 

horizontal symmetric models, models incorporating composite W, Z and 

Higgs bosons, composite fermions, etc. Each of them solve some of the 

problems with the standard model {but have problems of their own). 

We discuss two specific cases which, in principle, can be tested 

by studying dimuon (or multi-muon) production in v interactions: (1) 

Production of supersymmetric particles, e.g., the scalar-neutrino, and 

its subsequent decay to produce d1leptons. (2) Production and decay 

of heavy neutral leptons to produce multi-lepton events. The latter 

have been searched for, both in bubble chamber experiments and high 

statist1cs counter experiments, with no success62 • Bubble chamber 

experiments, however, suffer from lack of statistics, though have the 

advantage of being able to study anomalous events 1n greater detail. 

Supersymmetry is a theory in which bosons and fermions can be 

transformed into each other, due to the presence of a new symmetry. 

Thus, all the presently known particles have supersy11111etric partners, 

e.g., the electron's partner is a scalar-electron, the photon's 

partner is a photino, etc. Since these supersymmetric particles have 

not been detected, it is believed that 1f supersymmetry 1s indeed 

true, then their masses have to be rather large. The present 

discussion is based on arguments presented in a recent review 

article63 • 



We consider here the production of a scalar-neutrino, and study 

its decay modes. Current limits6 on the mass of the scalar-neutrino 

and the scalar quark make it impossible for us to actually produce 

them 1n present day f1xed-target experiments. A scalar-neutrino can 

be produced via a neutral current interaction, as dep1cted in Fig. 

1.10. The rate of this reaction depends on the mass of the 

supersynnnetric gauge boson, masses of the final state scalar 

particles, e.g., the scalar quark, energy of the incident neutrino, 

etc. If the scalar-neutrino is assumed to be unstable it can have 
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decay modes involving 2, 3 or 4 particles in the final state. In most 

scenarios, the 2-body decay modes dominate. However, in some 

circumstances the scalar-neutrino can have 4-body decay modes, 

producing opposite sign d1muons (or dileptons}, some of which are 

depicted in Fig. 1.11 (a} - (e}. If the scalar-neutrino is lighter 

than the scalar-lepton (its weak partner} or scalar quarks, the 2-body 

decays (v + ,;;, assuming the photino is the lightest supersynnnetric 

particle} dominate, whereas if the scalar-neutrino is nearly 

degenerate with the scalar-lepton (or scalar-quark} or heavier than 

them, then 4-body decays have significant branching ratios. The 

cleanest experimental signature would be that the angle between the 

two muons, when projected on a plane perpendicular to the neutrino 

direction, would peak at small angles when compared to ordinary dimuon 

production, where the same angle peaks at large values (suggesting 

that the second muon is anti-correlated with the primary muon, which 

is indeed the case}. One must point out that the experimental 

-

.. 

-
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ev1dence for the presence (or absence) of supersymmetry 1s most likely 

to come from h1gh energy coll1ders. 

In some grand un1f1ed theor1es, neutral heavy leptons are 

pred1cted to ex1st wh1ch can m1x w1th the 11ghter neutr1nos. These 

are not members of a new lepton fam1ly, but are 1sos1nglets under the 

weak SU(2) group. The present d1scuss1on 1s based on arguments 

presented 1n a recent art1cle62 • Such leptons can have masses as low 

as 1 GeV/c2, and we restr1ct ourselves to the case where the mass 1s 

1n the range 1 S MN S 2 GeV/c2• In such a case one m1ght expect that 

these leptons are produced 1n decays of charm and bottom mesons, e.g., 

o±• 0, and e±• 0• A beam-dump exper1ment64 searched for such leptons by 

look1ng for the decay process Ne + e+e-ve, where the heavy lepton Ne 
+ 1s produced 1n the decay of D , the latter be1ng produced 1n the 

target reg1on far upstream of the detector. They observed no s1gnal, 

enabl1ng them to set 11m1ts on the m1x1ng between the heavy lepton and 

ve, as a funct1on of the heavy lepton mass. The s1gnature of such a 

process would be the presence of a d1lepton event w1th low 1nvar1ant 

mass, and no accompany1ng hadron1c shower. There are other decay 

modes of the heavy lepton, 1nclud1ng p-p+v, p-e+v and single leptons 

1n the final state. The s1ngle lepton f1nal states also include 

hadrons. Thus, one can search for long-11ved heavy lepton decays by 

search1ng for events w1th unusual lepton s1gnatures, and for short-

l 1ved heavy lepton decays by 1ook1ng for decay vert1ces 1n oppos1te 

s1gn d1muon events, s1nce the latter are due to the decay of the D 

meson. B1g bubble chambers compete very well w1th counter exper1ments 



in searching for long-lived heavy leptons, but not for short-lived 

leptons. 

1.8 Motivation for the present Experiment 
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The present experiment was initially proposed in 1980. The major 

aims outlined in the proposa1 66 were the search for new phenomena, 

study of chann and heavy quark production, T lepton production, and 

study of fragmentation and structure functions. The focus was on the 

search aspect, since this was the first big bubble chamber experiment 

to be operated in a new energy regime, available at Fennilab's new 

Tevatron. Also, this would be the first big bubble chamber to be 

equipped with holographic optics, which would improve resolution by a 

factor of 4-5 over conventional photography. With holographic optics, 

one hoped to see particles with lifetimes of the order of 10-12 -

10-13 sec. 

We expected to obtain roughly 28,000 charged current events, 

which would imply that about 280 chann particles would be observable 

within the holographic fiducial volume (roughly 1/3 of the fiducial 

volume used in conventional photography). This would allow a good 

lifetime detennination, search for unexpected decay modes, etc. There 

was also a small possibility that one could produce b-quarks, and 

actually see the b-particle decaying. This was an exciting prospect 

since at that time there was uncertainty in the b-quark lifetime 

(estimates ranged from 10-15 to 10-13 sec). There was also a 

poss1bil1ty that one could see a T lepton decaying at the primary 

... 
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... 
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vertex, thereby indicating that the incoming neutrino was a vr for 

which there is still no direct evidence. 
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The study of like-sign dileptons was given high priority too. As 

has been pointed out in Chapter 1.6.2, the rate at which these events 

were being observed by some experiments was higher than theoretical 

predictions by a factor of 10-100. If a signal did exist at this 

level, then bubble chambers could make a unique contribution by 

studying strange particle production in such events, and perhaps 

discriminate between the various models proposed to explain like-sign 

di leptons. 

1.9 Organization of the present work 

In Chapter 2, we present a description of the experimental setup, 

with emphasis on the ~xternal ~uon Identifier/Internal ficket fence 

hardware and the online data acquisition system. In Chapter 3, we 

describe the procedure to select multi-muon candidates, i.e., the raw 

event sample. In Chapter 4, we describe cuts designed to remove some 

of the background events from the event sample, and estimate the 

background due to events which cannot be removed from the sample. In 

Chapter 5, efficiency of the various cuts, and the geometrical and 

electronic acceptance of the EMI is calculated. In Chapter 6, we 

calculate rates for the various multi-muon categories, compare 

kinematic distributions for the event sample with Monte Carlo 

predictions. A summary of our conclusions is presented in Chapter 7. 
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Hadrons 

F1g. 1.1. Feynman d1agram for deep 1nelast1c scatter1ng. 

+ 

(a) 

-
F1g. 1.2. Production of opposite sign dimuons by v and v 
off (a) non-strange quarks, (b) strange quarks. 
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Fig. 1.10. Product1on of scalar-neutr1no f n neutrf no f nteract1ons. 
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Fig. 1.11. Four body decay modes of the scalar-neutrino. 
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Chapter 2 

Exper1mental Apparatus 

2.1 Neutr1no Beaml1ne 

The data for th1s work was collected at an experiment (E632) 

conducted at the neutr1no fac111ty at the Fenn1 Nat1onal Accelerator 

Laboratory. The neutr1no beam was produced by the guadrupole Ir1plet 

train. This beam, compared to a w1deband beam, enhances the relat1ve 

amount of the h1gh energy flux by suppress1ng the low energy 

component. The QT produces both v's and ii's, but the ii flux is down 

by, roughly, a factor1 of 2.5. One could choose the Sign Selected 

Triplet to reduce the ii component further, but keeping in mind the 

pr1mary aim of the experiment, the search for new phenomena, the QT 

train was chosen. The v (and ii) yields of some neutrino beams2 are 

shown in F1g. 2.1. 

A typical accelerator cycle lasted 65 seconds. After the 

protons were accelerated to 800 GeV in the Tevatron they were 

\extracted over a 23 sec period, known as the 'flat-top', as shown 1n 

i:~~ :~:.Te::: ~:o::c::: :::t n:;:: ~:n b::h::~ p::o::t:::: 1 ::t:::ted 
rone in 3 'spills', each spill being 2 - 3 msec long and containing 

11.5-2*1012 protons. During the rest of the 'flat-top' protons were 
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extracted for experiments in other beamlines. The three spills were 

10 seconds apart because the laser used for holography could not be 

pulsed faster (the bubble chamber could be pulsed every 7-8 seconds). 

The neutrino beam was fonned by targeting 800 GeV protons onto a 

water-cooled, 0-shaped Beryllium cylinder. The charged secondaries, 

primarily pions and kaons, were then 'focussed' by a train of 

quadrupole magnets. A schematic of the neutrino beamline is shown in 

Fig. 2.3. The high energy secondaries are produced in the very 

forward direction2• The optics of the quadrupoles was set such that 

300 GeV/c is point to parallel, i.e., secondaries with P ~ 300 GeV/c 

travelled parallel to the beam line, whereas the lower energy 

secondaries, usually produced at larger angles, diverged out of the 

beam. After the secondaries were 'focussed' they were allowed to 

decay in a 520 meter long decay tunnel. At the end of the decay 

tunnel a hadron dump was placed to absorb the undecayed secondaries, 

protons from the primary beam, etc. Beyond the dump was a 1000 meter 

earth shield, which also contained lead, concrete, and iron to filter 

out the muons produced, along with the v's and v's, in the decay of 

the ~·s and K's. 

The beam was monitored at various points along the beamline using 

Segmented Wire Ion Chambers (SWIC), which provided a X-Y readout of 

the beam profile, and Split Plate Ion Chambers, which measured the 

beam intensity in four 0-shaped plates placed symmetrically around the 

beam axis, thereby giving a measure of the beam symmetry. The SWICs 

were placed before the Beryllium target to measure the incident proton 

beam and in the earth shielding to measure the muons, whereas, the 
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Split Plate Ion Chambers were placed after the Beryllium target to 

measure the secondary beam profile. Any deviation from the expected 

Gaussian shape of the beam meant that part of the beam was being lost 

due to mis-steering. The primary proton current was measured by an 

inductance toroid counter placed upstream of the target. 

The mean energy of v-component of the beam is 80 GeV, and the 

mean event energy of v-induced charged current events is 155 GeV. The 

corresponding numbers for the u component are 70 and 130 GeV 

respectively. 

2.2 Bubble Chamber 

The detector used was the 15 Ft. bubble chamber filled with a 

heavy neon/hydrogen mix (74% molar Neon mix correspond1ng to p = 
0.72). The general features of the bubble chamber are shown in F1g. 

2.4. The total target volume was 30 m3 with the fiducial volume 

be1ng N 15 m3• Events which occurred between± 110 cm along the 

vertical axis, at least 70 cm from the downstream wall, and at X 

(measured along the neutrino axis) ~ -160 cm were counted as being in 

the fiducial volume (the origin of the coordinate system was at the 

center of the bubble chamber). Also, the event vertex was required to 

be at least 2 cm away from the bubble chamber walls. The radiation 

length was 40 cm and the interaction length was 153 cm, and since both 

these lengths were smaller than the bubble chamber radius (= 1.8 m), 

most 71 s converted inside the chamber, and many of the hadrons 

interacted before leaving the chamber. Two superconducting coils, in 
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the Helmholtz conf1gurat1on, suppl1ed a 3 T f1eld 1n the vert1cal 

d1rect1on, caus1ng charged part1cles to bend 1n the hor1zontal plane, 

thereby prov1d1ng a measure of the1r momenta. A 4 GeV charged 

part1cle had, approx1mately, a 4 m rad1us of curvature. 

The bubble chamber had s1x camera ports w1th three be1ng used for 

convent1onal cameras, one for a convent1onal h1gh resolut1on and one 

for holograph1c camera (one port was not used). The three 

convent1onal cameras v1ewed the bubble chamber 1nter1or from d1fferent 

angles to prov1de stereoscop1c v1ews. The f1eld of v1ew of each 
0 

camera was 108 • The w1de-angle lens and the camera body were 

separated from the 11qu1d by three hem1spher1cal, concentr1c 'f1sh­

eye• lenses. The 1nner two 'f1sh-eye• lenses were made of quartz, 

whereas the outennost lens was made of BK 7 glass. 

The 11qu1d 1n the bubble chamber was kept at 30 Kand a stat1c 

pressure of 8.3 bars. The operat1ng cond1t1ons were such that the 

pressure on the 11qu1d was just above the equ111br1um vapor pressure 

at 30 K. The cycle to reduce the chamber pressure (by about 3 bars) 

started 40-50 ms'ec before the beam was due to enter 1t. The expans1on 

was t1med so that the beam arr1ved at the bottom of the pressure 

curve. The pressure-t1me curve 1s shown 1n F1g. 2.5. After beam 

1nject1on, chamber pressure was brought back to 1ts or1g1nal value 

over the next 50 msec. The sudden expans1on causes the 11qu1d to 

become superheated, and when charged part1cles traverse the 11qu1d 

they 1on1ze the atoms, and cause them to g1ve off extremely low energy 

6-rays3, wh1ch travel a short d1stance, produc1ng more 1on1zat1on. 

Th1s secondary 1on1zat1on reaches a max1mum just before the 6-rays 
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come to a rest, thus depositing a large amount of energy in a very 

small volume. The ions in the small volume then recombine giving off 

energy, largely as heat, which causes bubbles to be fanned. The 

charged particles are therefore identified by the stream of tiny 

bubbles they leave behind. Neutral particles cannot be identified in 

a bubble chamber unless they decay or interact producing charged 

particles. 

Bubble diameter increases at a rate proportional to t 0•5, where t 

is the growth time, with the constant of proportionality depending on 

chamber operating conditions like temperature, vapor pressure etc. 

One, however, cannot wait for too long to take a picture as turbulence 

in the liquid moves the bubbles randomly, thus spoiling track quality. 

In the current experiment one aimed to achieve a bubble size of 100 pm 

for holography and 400 pm for the conventional pictures with an 

adequate bubble density in both cases. The chamber conditions were 

such that the holographic picture was taken 1 msec after beam 

injection (or an event trigger, whichever occurred earlier) and the 

conventional pictures 12 msec after injection. The high resolution 

photograph was taken 2 msec after beam injection. 

A unique feature of the experiment was that holography was tried, 

in a production mode, for the first time in a b1g bubble chamber. 

This technique has already been used in small bubble chambers4• The 

main motivation of holography was to have high resolution over a large 

volume (N 4 m3). In contrast the fiducial volume in focus for the 

conventional high resolution camera was only 0.5 m3• The large 

holographic fiducial volume implies that approximately 10% of chann 

.... 

-
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decays, which have lifetimes of the order of 10-12 sec, can be 

detected5• 
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Since there is no aperture to focus the image on the holographic 

film the (diffraction limited) resolution is detennined by the 

physical dimensions of the f1lm. The theoretical limit is 

d = 
1.22~L 

D 

where d is the bubble image diameter, ~ the laser wavelength, D the 

film size and L is the distance from the bubble to the film plane. 

For a ruby laser, ~ • 694 nm, and if the object to be imaged 1-s at a 

distance of 2 m from the film (the distance between the bubble chamber 

midplane and the film), and the f1lm is 50X50 nan, then the limit is 34 

pm. Thus one can, in principle, separate two bubbles, or equivalently 

two tracks, which are at least 70 pm apart. This figure is very 

sensitive to imperfections in the recording system, turbulence in the 

bubble chamber etc. It was hoped to achieve a two track resolution of 

100 pm. This is to be compared to a 400 pm for conventional 

photography and 150-200 pm for the conventional high resolution 

camera. Unfortunately, holography did not yield any useful physics 

results in the 1985 Spring run but a lot of the problems were 

understood, and many good holograms were taken during the run in 

Sunaner-Fall 1987. 

For making holograms, a pulsed ruby laser was used. The light 

from the laser was brought into the lower hemisphere of the bubble 

chamber. The light, before entering the chamber, passed through a 
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specially designed dispersing lens which had the property of directing 

more energy at wfder angles than at smaller angles as shown in Fig. 2.6 

{b)6• This was done to counter the effect of the sharply decreasfng 

scattering amplitude, G{a), in the direction of the holographic 

camera, as a function of scattering angle, as shown in Fig. 2.6 (a) 6• 

The light rays passfng through the central part of the dispersing lens 

served as the reference beam (for making the hologram) and the light 

scattered by the bubbles served as the object beam. A schematic of 

the recording scheme is shown in Fig. 2.4. 

For the playback of the holograms, three machines are in use. 

They are situated at Fennilab, Rutherford Appleton Laboratory, and the 

University of Hawaii. The latter two machines use a time reversed 

beam to create a real fmage, whereas the Fennilab machine creates a 

virtual image and was mainly used to check the quality of the 

holograms. Details of the holographic recording and playback system 

can be found elsewhere6• 

-

-

-

-

2.3 External Muon Identiff er/ Internal Picket Fence and Readout System ___________ _ 

2.3.1 EMI/IPF 

2.3.1.1 Theory of Proportional Counters 

The bubble chamber was also equipped with an ~xternal ~uon 

Identifier and an Internal Picket Fence. The EMI (as the name - - - -
suggests) is used to identify muons produced 1n neutrino events and 
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the IPF is used to aid in detennining the time of these events. Both 

the EMI and IPF were newly built for the experiment. 

Both the EMI and the IPF were made of drift tubes that were 

operated in the proportional mode. The aim was to detect the position 

of minimum ionizing particles. The passage of a minimum ionizing 

particle through a drift tube (filled with 80-20 mix of Ar-co2) 

produces about 30 ion pairs/cm7• The electrons from these primary 

ionizations produce more secondary ionization leading to the 

liberation of about 90 ion pairs/cm7• If this charge is collected at 

an electrode, it would lead to a detected signal V=ne/C, which for 

ns90 and a typical system capacitance, C=lO pF, would be N 2 pV. This 

signal is too small to be detected. A strong electric field applied 

between the electrodes of the drift tube leads to avalanche 

multiplication, thus boosting the signal. 

The avalanche multiplication depends on the value of the applied 

electric field. Far from the anode wire (diameter of 50 pm), the 

electric field (which goes as l/r), only causes the electrons to drift 

towards the anode and the ions towards the cathode. But at distances 

very close to the wire (N few wire radii), the field gets so strong 

that electrons gain enough energy to further ionize the argon atoms, 

and an avalanche develops. As the avalanche drifts in the electric 

field, it assumes a tear-drop shape7, where the electrons are in the 

front part and the positive ions are in the tail. Because of lateral 

diffusion and the small anode radius the avalanche surrounds the wire 

as shown in Fig. 2.77• The electrons are collected at the anode and 

the ions drift towards the cathode. To operate the system without 



causing a breakdown and yet have good gain, the avalanche 

multiplication has to be in the range 105 - 106• The maxfmum gain 

that can be obtained without breakdown depends on the gas used. 
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The typical drift velocity of electrons in the avalanche region 

is 5 cm/psec7• This implies that the whole process of multiplication 

will take place in less than 1 nsec and electrons will be collected at 

the anode in that time interval. The signal fnduced in the system is 

due to the change in the energy caused by charges drifting in· an 

electric field, electrons to the anode and ions to the cathode, and is 

proportional to the distance through which the charge is moved. Hence 

the signal due to electrons, which only have to travel a few wire 

radii, is much smaller CM lS) than the signal due to the ions. The 

signal develops slowly fn tfme, and all the fons are collected at the 

cathode in a few hundred microseconds. However, the rise time of the 

signal is extremely fast, and a significant fraction CM 501) of the 

signal develops within the first few hundred nanoseconds7• Therefore, 

one can termfnate the output signal from the drift tube with a small 

resistance, giv1ng a t1me constant, T = RC, and thus very short pulses 

can be achieved, thereby decreasing the dead time of the counter. 

The gas m1x used in a proport1onal counter is such that ft allows 

avalanche multiplication without breakdown. Counters are usually 

filled w1th a noble gas, for econom1c reasons argon, because 

multiplicat1on occurs at lower fields than for gases with complex 

molecules7• However, argon alone cannot be used because it breaks 

down at low gains CM 103 - 104). This is because when an exc1ted 

argon atom returns to ground state it does so by a radiative process, 
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releasing a photon with E ~ 11.6 eV. This is greater than the 

ionization potential of the cathode (6 eV for aluminum), and hence 

photoelectrons can be extracted initiating a new avalanche very soon 

after the original avalanche. Also, argon ions are neutralized at the 

cathode by electrons extracted from the electrode surface, and the 

excess energy is dissipated by the atom either by radiating a photon 

or extracting another electron from the metal surface, thus starting a 

delayed avalanche. To avoid the early breakdown, argon is usually 

mixed with a polyatomic gas (organic or inorganic). This is because 

polyatomic molecules have many non-radiative excited states 

(rotational and vibrational) which can absorb photons generated with a 

wide energy spectrum. The polyatomic gases dissipate the excess 

energy either by elastic collisions or by dissociation into simpler 

molecules, thus acting as 'quenchers• 7• Some efficient 'quenchers' 

are methane, isobutane, freons, co2 etc. Carbon dioxide was used in 

the EMl/IPF system. 

To keep the anode wire stable against electrostatic forces, it is 

strung in the drift tube under tension. The tension also reduces the 

catenary sag of the wire. For the EMI the tensions were 325 gm for 

the 22' wires and 250 gm for all the other lengths. 

2.3.1.2 Description of the EMI/IPF 

The IPF surrounds.the inner tank of the bubble chamber (see F1g. 

2.8) and is physically fastened to the bubble chamber magnet coils. 

The region where the IPF is situated, between the inner and the outer 
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tanks of the bubble chamber, f s f n vacuum and at an extremely low 

temperature. Also, the IPF fs subjected to a 3T magnetic field. No 

repairs can be made once ft fs installed fn place. All these factors 

have to be kept fn mind while designing the system. The IPF covers 
0 

approximately 290 in azimuth. 

The IPF consists of 96 cans with each can 220 cm long, 11.0 cm 

wf de and 2.2 cm thick. They are grouped f n 4 quadrants of 24 cans. 

The cans are symmetrically placed with respect to the mid-plane of the 

bubble chamber. The cans upstream of the bubble chamber are labeled 

IPFA, whereas the cans downstream are labeled IPFB. A cross-section 

of one IPF can is shown in Fig. 2.9. A single can contains 24 

stainless steel tubes glued together to fonn two layers. Each tube is 

2.2 m long with an inner diameter of 7 mm and 0.5 nm wall thickness. 

Inside each tube f s a 50 pm gold plated tungsten wire. The two layers 

are staggered with respect to each other to increase geometric and 

electronic efficiency of the system. High voltage cables, heater 

control cables, gas tubes and signal cables are fed to each can vf a 

'umbilicals' shown 1n F1g. 2.10. S1x tubes in each layer in a can 

are ganged together to fonn one signal channel. Hence each can 

provides four output signals. Twelve signals from each layer are 

multiplexed before being sent to the control room. 

The EMI is placed outside the bubble chamber and is downstream 

from ft. A schematic of the EMI/IPF is shown in Ffg. 2.8. The first 

EMI plane (EMIB) is separated from the bubble chamber by 3-5 hadronic 

interaction lengths (chamber vessel, magnet coils, support structure 

and zfnc). The magnet coils are slightly over two interaction lengths 

-
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- thick, and the zinc is 3-5 interaction lengths thick8• The second 

plane (EMIC) is separated from the first one by another 4-6 hadronic 

interaction lengths (lead and shielding blocks). 
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Hadrons which leave the chamber interact in the absorber, whereas 

muons going through it undergo only multiple Coulomb scattering. All 

charged particles produced in a neutrino event, which leave the 

chamber without interacting, are extrapolated through the magnetic 

field and the absorber. The extrapolation program (XTRAP) includes 

the energy loss in the bubble chamber liquid and the absorber 

(assuming that the tracks are muons), and predicts where the particles 

will hit the EMI (i.e., X, Y and Z coordinates). These positions are 

then compared with the hits recorded in the EMI, and tracks which pass 

cuts on the fit are labeled muons. The algorithm to tag muons is 

described in detail in Chapter 3. 

The EMI planes are made of proportional drift tubes which are 

fanned out of aluminum extrusions as shown in Fig. 2.11. The 

extrusions are fastened together to fonn a plane. The proportional 

drift tubes are 7/s• on the side (inside dimension), with wall 

thickness of 1/s•. Each tube contains a 50 pm gold plated tungsten 

wire. Two layers are staggered with respect to each other by half a 

tube width to increase electronic and geometric efficiency of the 
0 

system. The layers were labelled H-H', V-V' or U-U' (at 36.5 to the 

vertical) depending on their orientation. The primed layer was 

downstream of the unprimed layer. Planes with wires running in 

horizontal and vertical directions were physically fastened to each 

other to provide a X-Y readout at one location. In the case of EMIB, 



a plane w1th w1res at an angle to the vert1cal was also prov1ded (U 

coord1nate). Each tube was counted as a s1ngle channel, and f1fteen 

channels from each layer were mult1plexed onto one s1gnal cable. An 

Ampl1f1er/ D1scr1m1nator/ Mult1plexer card (descr1bed later on), - - -
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phys1cally mounted on the extrus1on 1tself, mult1plexed the s1gnals 

before send1ng them to the control room. On the oppos1te end of the 

extrus1on a d1str1but1on card was mounted wh1ch suppl1ed h1gh voltage 

to the same 15 w1res. 

The w1res in the IPF were kept at a posit1ve potent1al of 1750 

Volts and those 1n the EMI at 2400 Volts. Thresholds for the 

d1scr1m1nators d1ffered from layer to layer (0.5-1 Volt), although the 

voltage supplied by the threshold power supply was about 20 t1mes 

h1gher. There was a res1st1ve drop of SOS along the cables carry1ng 

the threshold signals and another factor of 10 was due to a 10 to 1 

voltage d1v1d1ng circu1t on the electron1c cards. The ent1re EMI/IPF 

system was fed with a 80-20 m1xture of Ar-co2• The EMI was built and 

installed by the Facilities Support Group at Fermilab while the IPF 

was bu1lt at CERN but 1nstalled by the above group and the 15 Ft. 

Bubble Chamber crew. 

2.3.1.3 Onl1ne Event Trigger for Holography Using the EMI/IPF 

The amplified signals from all tubes 1n a single layer (before 

be1ng discr1m1nated) were connected in parallel to prov1de a signal 

which was available earlier than the multiplexed signal. This signal, 

called a 'fast OR', was used in an event trigger for holography. 
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To make holograms of bubbles which were of the same size as the 

resolution (N 100 pm), it was necessary to flash the laser 1 msec 

after an event occurred. If the hologram was taken at the end of the 

beam spill, which was typically 2 - 3 msec wide, the bubbles would be 

between 100-200 pm, for an event occurring 1 msec after the start of 

the beam spill. It was thus decided to construct a trigger which 

would generate a signal available i11111ediately after an event occurred. 

Also, the laser used in the recording scheme had an inherent delay of 

N 1 msec between the time it received a signal to fire and the time 

there was light output. Thus, if a signal from the event trigger was 

made available to the laser firing circuit i11111ediately after the event 

occurred a hologram could be taken at a time when the bubble size was 

of the order of 100 pm. 

The fast 'OR' signal stayed on for as long as the signal from the 

EMI/IPF stayed above threshold. The pulse height was a measure of the 

number of tubes hit coincidentally, allowing one to distinguish 

between 1, 2 and~ 3 tubes hit in coincidence (in the EMI layer). For 

the IPF, signals were grouped in units of six cans, called a 

'segment'. A 'segment hit' was registered when there was a hit (in 

time coincidence) in both the inner and outer layers. The event 

trigger was activated for different event topologies. The event 

topologies used in the trigger were : 

(1) 1 or 2 IPFA segments, ~ 3 IPFB segments and ~ 1 EMIB four-fold 

(time coincidence hits in H, H', V and V'). 

(2) O IPFA segments, ~ 2 IPFB segments and ~ 1 EMIB four-fold. 

(3) O IPFA segments, ~ 1 IPFB segments and ~ 2 EMIB four-folds. 



(4) < 2 IPFA segments and ~ 3 IPFB segments. 

(5) A default tr1gger, 1.3 msec after beam arr1val, was generated 1n 

case there was no event wh1ch matched the chosen topolog1es. After 

generat1ng one s1gnal the tr1gger log1c was d1sabled from generat1ng 

anymore tr1ggers dur1ng a beam spill. The trigger logic is detailed 

elsewhere9• 

2.3.2 Readout System 
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The ent1re EMI/IPF system conta1ned 2600 ind1v1dual electron1c 

channels, and, to avo1d hav1ng as many s1gnal cables, 1t was decided 

to use a multiplexing scheme. The amplifier/discriminator and the 

multiplexer for the IPF were on different cards unl1ke the EMI where 

all three components were on one card. However, the principle of 

operation for both the IPF and the EMI was the same. A 16 MHz clock 

was used for multiplexing. The clock pulse train was 'divided' into 1 

psec time slots and thus each slot contained sixteen clock pulses. 

Therefore, a maximum of fifteen bits of data were encoded in one such 

slot (the sixteenth bit was reserved as a timing bit). For the IPF, 

however, one encoded only 12 bits/slot. The clock module was 

triggered by a signal indicating arrival of the neutrino beam, and it 

generated a 4 msec pulse train. The passage of a particle through a 

EMI/IPF tube was recorded by a single channel of the electronics. The 

signal was amplified, discriminated and a latch was set. At the end 

of the time slot (1 psec wide), the contents of the latch were loaded 

into a shift register {each multiplexer card has two 8-b1t registers}. 
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The clock pulse train shifted the infonnation out and a reset signal 

cleared the latches enabling them to read in data during the next 1 

psec time slot. In this manner the data was conveniently divided into 

1 psec time slots. Moreover, the EMI/IPF had no dead time -{although 

electronic interference from a nearby experiment caused the EMI/IPF to 

be saturated, rendering it useless for roughly 3-4 psec during the 2-3 

msec long beam spill). One of the sixteen bits of the shift register 

was connected to +5 Volts and thus was always on (this was the timing 

bit). The output from each ADM card during one time slot consisted of 

the first bit always set high and the tra·lling 15 bits (12 for IPF) 

set high' or low depending on whether there were any hits in the tubes 

corresponding to those bits. 

At the other end of the 600' cable, the signal was demultiplexed 

by using the same clock train which multiplexed the data. The bits 

which were set were translated into a spatial position {since we know 

the extrusion of the EMI or the group of cans of the IPF to which the 

cable is connected and the tube which is associated with that bit). 

The temporal infonnation was obtained by noting the ordinal number of 

the time slot in which the bit was on. The timing bit was used to 

keep the data signals and the clock pulses synchronized. The 

electronics to do the demultiplexing was built by Nanometric Systems 

Inc. There were 20 12-channel digitizers. Each channel was fed data 

from one ADM card or one IPF multiplexer. The entire !ime Qigitizing 

~stem, including the clock module, was housed in one CAMAC crate. A 

correspondence table mapped the spatial positions of the EMI/IPF tubes 

onto the digitizer channels that received their data. 
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A second CAMAC crate conta1ned add1t1onal modules for the onl1ne 

system. Input gates were used to obta1n the bubble chamber roll/frame 

number, and the bubble chamber magnet current. A 16-b1t Gated 

Reg1ster was used to store the event type of the event wh1ch was befng 

read out. A 032/036 module was used to commun1cate w1th the beam 11ne 

system so that beam mon1tor1ng data could be read into our computer. 

A scalar was used as a counter to store the ordinal number of the beam 

spill. Other scalars counted the fast 1 0Rs 1
, the number of clock 

pulses in the clock burst and the various tr1gger topologies. Another 

16-bit Gated Register was used to store add1t1onal 1nfonnat1on about 

the laser trigger. The data was read from CAMAC modules by a PDP 

11/45 computer and stored on 9-trk 1600 BPI tape. 

2.3.3 Event Interrupts 

A device called the Bison Box, des1gned and bu1lt by Fennilab, 

acted as an interface between the hardware and the PDP 11/45. The 

Bison Box had an 1nput register, output register and two special 

inputs called Interrupt A and B. Interrupt A was used to indicate to 

the software that a beam sp1ll was about to occur so that one could 

halt intersp111 processing (described later), and was generated by a 

pulse synchronized with the accelerator clock. Interrupt B was used 

to indicate to the data acquisition software that data had been 

collected by the TDS and was ready to be read out and written to tape. 

The signal that generated Interrupt B was issued by the master clock 
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module of the TDS, after all the data had been read into the 

digitizers. The timing sequence is shown in Fig. 2.12. 

2.4 Data Acquisition and Online Analysis Software 
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The standard Fermilab data acquisition package, RTMULTI 10 , was 

customized for the present experiment. RTMULTI consists of two parts, 

DA and MULTI, as shown in Fig. 2.13. The DA part handles the Bison 

Box event interrupts, reads CAMAC, controls data buffers, writes tape 

and passes the events to MULTI for analysis. MULTI contains some 

analysis software, and in addition, has lots of 'hooks' to add on 

extra analysis software. 

The reading of CAMAC and the format of the event record is 

controlled by the CAMAC list. The list is read from the disk at the 

time MULTI is initialized. The conanands in the list are processed 

whenever an interrupt is generated. Different branches are followed 

depending on the kind of interrupt, Interrupt A, B or C (described 

later), and on the event type. 

Since bubble chamber events cannot be scanned and measured 

quickly (compared to electronic counter experiments), it is very 

important to check the data quality as soon as possible. The 

performance of the EMl/IPF was continuously monitored by analyzing 

online cosmic rays going through the system. In addition, the 

demultiplexers were subjected to online hardware tests to ensure that 

they were working as expected. This monitoring was done in the period 



between beam spills and was called 'interspill monitoring•. More 

detailed infonnat1on on the online system can be found elsewhere11 • 

2.4.1 Hardware Tests 
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The first hardware test was the MUX pattern test which tests the 

Time Digitizing System. The second test pulses all wires in the EMI 

(the test did not work for the IPF) and checks that data is recorded 

for all channels. These tests were done once automatically after the 

beginning of a run. 

2.4.1.1 MUX Pattern Test 

Since information from one EMI/IPF tube was encoded as one bit in 

a digitizer, it was necessary to ensure that the digitizers were 

working properly. A MUX Pattern Test CAMAC module was built for this 

purpose. A bit pattern, corresponding to which of the 15 possible 

tubes are hit was.generated by the module. The pattern could be 

generated in a single 1 psec timeslot or for a number of timeslots. 

·rhe starting timeslot, number of timeslots and the pattern were under 

computer control. 

The pattern unit was synchronized with the master clock. The 

output from the unit was fed to the entire TDS. The digitizers had a 

special input for the HUX test pattern. 

-

-

-
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To allow MUX pattern tests to be treated differently from other 

neutrino events they were given a different event type. The data read 

out from a digitizer had a simple format if it was working well. For 

each one psec time bin selected all the bits in the wire pattern 

corresponding to the test pattern would appear for all 12 digitizer 

channels. The software tests performed on the data were straight 

forward: 

1.) Check if all selected and no extra time bins appeared. 

2.) Check that the correct bits appeared in all 12 digitizer 

channels in the selected time bins and that there are no 

extras. 

Any errors occurring were logged on the terminal. 

2.4.1.2 Anode Pulsing Test 

To check the complete EMI (not the IPF) readout system, a test 

was devised where all the wires were simultaneously pulsed twice 

during one TDS clock cycle. A signal was distributed to the EMI via 

the high voltage distribution cards. This induced a signal in the 

anode wires which was then picked up by the ADM cards. The data read 

out contained a lot of hits in the anode pulse time slots and also 

hits for some wires in a few extra time slots since the EMI/IPF was 

also sensitive to cosmic rays during the test. Once the data was 

analyzed, information was printed out about dead tubes and extra time 

slots (not anode pulsing time slots). This test was heavily used 



whf le debugging the EMI sfnce ft provided a qufck check of the dead 

ADM and hf gh voltage cards, broken wf res etc. To treat such events 

differently from neutrino events and MUX events, they were gf ven a 

different event type. 

2.4.2 Cosmf c Ray Monftorfng 

Cosmf c rays provided another check of the EMI/IPF. The beam 

spf lls were at least 10 sec apart and so the fntervenfng tfme was 
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utf lfzed to collect cosmfc rays. Cosmfc ray events occur at a rate of 

approximately 100 Hz/(sq. m.) 11 • For an EMI plane of dfmensfons 22' X 

12' thfs 1mplfes 10 cosmfc ray events/plane/livetfme (of 4 msec). 

Thf s rate f s qufte large, and no special cosmfc ray trfgger was needed 

to collect data. Each such event was fully analyzed before 

'trfggerfng' the EMI to collect more cosmfc ray data. The cosmfc ray 

data was df stfngufshed from other kfnds of events by givfng ft a 

different event type. 

Cosmfc rays pass through the EMI/IPF from all angles at all 

tfmes. Thf s meant that a histogram (bfnned according to tube numbers) 

of the raw hf ts f n a layer, durf ng cosmf c ray events, should be 

un1fonnly ff lled. Thfs was a very s1mple way to monftor the EMI. 

Dead wf res, non-functf onf ng electron1c cards, lack of Ar-co2 f n the 

EMl/IPF all showed up as non-unffonn1tfes fn the histogram. Over­

active wfres showed up as spikes. 

Cosmf c rays were also used to provide a measure of the efffcf ency 

of the EMI. When a cosmfc ray goes through an EMI plane ft registers 

-

-
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h1ts 1n the eff1c1ent layers. T1me slots were selected by demand1ng 

that they have between two and e1ght h1ts 1n two adjo1n1ng t1me slots 

(adjacent tubes were counted as a s1ngle h1t) 11 • For the !PF plane, 

there had to be at least one and less than f1ve h1ts 1n each layer, 

and spat1al coincidence between a tube 1n one layer and one of the 

tubes 1n the other was requ1red. For the EM! plane, there had to be 

at most one h1t 1n each layer. Effic1encies were calculated for each 

layer separately, by count1ng how often that layer fired 1n 

coincidence with the other layers 1n that plane. Spatial co1nc1dence 

between the primed and the unprimed layers (H-H' or V-V') was 

demanded. Hits 1n the orthogonal layers of a EMI plane were 

correlated by demand1ng that all hits occur with1n two adjacent time 

slots. 

For efficiency calculations, 1t was required that at least three 

out of the four layers (four out of six in the region where the U 

layer was present) register h1ts. If, for example, there were h1ts in 

H, H' and the V layers of a plane then the eff1c1ency counters for the 

h1t tubes 1n H, H' and V were 1ncremented whereas the 1neff1c1ency 

counter for V', us1ng the tube number 1n the V layer, was 1ncremented. 

Th1s 1nformation was also d1splayed 1n h1stograms, b1nned accord1ng to 

tube numbers. S1nce spat1al co1nc1dence was demanded between the 

pr1med and unpr1med layers, holes (15 tubes w1de) 1n the eff1c1ency 

h1stograms could 1mply that s1gnal cables from the mult1plex1ng cards 

had been fed to the wrong d1g1t1zer channels. Th1s problem d1d not 

show up 1n the raw number h1stograms (descr1bed earl1er) s1nce they 

plotted all h1ts 1n the event. 
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Each IPF plane had only two adjacent layers, and hence the above 

algorithm was not appropriate for calculating efficiencies, and only 

the efficiency histograms were filled. A subroutine analyzed the 

contents of the EMI's efficiency and inefficiency histograms to 

calculate layer efficiencies. This information was printed out at 

regular intervals. A sample printout is shown in Fig. 2.14. The 

singles/spill column was the average number of hits/4 msec for that 

layer. This number provided a quick check of the activity in the 

EMI/IPF planes. A active tube in a layer would boost the number of 

h1 ts per sp1l l • 

2.4.3 Other aspects of the Online system 

It is crucial to associate the neutrino beam data with the 

correct bubble chamber roll/frame number. The roll/frame was read 

from the bubble chamber data box and included in the record with the 

rest of the neutrino beam data. The roll/frame number was read in, 

via the CAMAC list, at Interrupt A time and again at Interrupt B 

time. No change in the frame number meant that no picture had been 

taken and hence the data was not written to tape. If the frame number 

changed by one, it implied that a picture had been taken and the data 

was written to tape. If the change was greater than one, then an 

error message was logged on the terminal. A bubble chamber photograph 

was taken only if the proton intensity, as measured by the toroid 

counter, was above a threshold of 2.0*to10 protons. 
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Other changes made to MULTI included new software for beam line 

monitoring. The software was written by the Fermilab Computing 

Department but was later modified. The list of beam line devices, 

like the proton counter, total ionization from SWICS, was specified by 

us in a file resident on the beam line computer. A terminal, hooked 

to the beam line computer, was located in the EMI control room. The 

beam line devices were read at the end of a beam spill and information 

for all three spills came together in one record after the third 

spill. The data arrived via the 032/036 module, which generated a 

1ook ~t fie signal. This was processed, and the data read into memory. 

After this, a software interrupt, Interrupt •c•, was generated, 

causing the data to be read into a buffer and written to tape. Beam 

line records were given a different event type to distinguish them 

from other kinds of events. The bubble chamber roll/frame number was 

also included in the beamline record. 

During the run in Spring-Summer 1985 155,000 conventional 

pictures and 90,000 holograms were taken. These corresponded to a 

total of 2.5*1017 protons on target, yielding 15,000 v (plus v) 

induced charged current events in the bubble chamber fiducial volume 

(as defined in 2.2). In the present analysis, we only used data 

corresponding to 2.25*1017 protons on target (or 13,000 charged 

current events). 
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F1g. 2.2. Schematic of a typical accelerator cycle. The fast 
spills occur at Pl, P2 and P3. The t1me between Pl and P3 1s 
roughly 23 sec, and duration of cycle 1s 65 sec. 
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Fig. 2.tia. Geometrical scattering function, G(a), 
as a function of scattering angle, a, for bubbles 
(nb = 1.0) in Neon (nNe = 1.085), .and glass beads 

(ng = 1.5) fn a1r (na = 1.0). 
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f1g. 2.11. Vf ew of two EMI extrusions. 
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EFFICIENCIES ANO SINGLES RATES BY LAYER 
DATE: 23-JUN-85 TIME: 07:46:21 

LAYER EFF(%) DEFF(%) SINGLES/SPILL 

IAH 0 0 2.9 
IAHl 0 0 2.7 
IBH 0 0 2.5 
IBHl 0 0 3.4 
EAH 86 0 11.2 
EAHl 80 0 11.6 
EAV 91 0 14.2 
EAVl 92 0 13.8 
EBH 82 0 28.8 
EBHl 73 0 27.1 
EBV 82 0 38.0 
EBVl 59· 0 40.6 
EBU 73 1 20.6 
EBUl 70 1 18.0 
ECH 80 0 26.8 
ECHl 84 0 28.9 
ECV 87 0 34.7 
ECVl 87 0 35.3 

Fig. 2.14 Cosmic Ray Efficiency printout 
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Chapter 3 

The Data Sample 

The analysis procedure used in the search for multimuon events 

consisted of five distinct steps, as shown in Fig. 3.1: (1) All frames 

are scanned for events, and the event vertices noted down. (2) Event 

vertices are used in conjunction with the EMI/IPF data, in program 

DIMUON, to tag events as possible multimuon candidates. (3) Events 

tagged in step 2 are re-scanned to ensure that they have at least two 

tracks originating from the event vertex, and leaving the chamber 

without undergoing any visible interactions. All such tracks, 

referred to as 'leaving• tracks, that have momentum~ 3 GeV/c are 

measured for these events. (4) 'Leaving• track measurements are 

processed by program PROB632 to select events which have two or more 

muons. (5) All events with at least two muons are completely 

measured. At the end of the chain, the data sample contains both 

genuine multimuon candidates and background events. 

Some of the groups bypassed step 2, and measured all 'leaving' 

tracks in events that had at least one 'leaving• track. Table 3.1 

shows the number of events passing each step. The numbers shown in 

Table 3.1 (except the last line) and below are only for those groups 

which followed all the steps. 

.... 

.... 

.... 

-
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3.1 Scanning 

The film was distributed, for scanning and measuring, among the 

groups in the collaboration1• In the first scan, all frames were 

looked at, and vertices for all events found were noted down. An 

event is defined as a neutral-induced interaction, visible in all 

three views and one which has no obvious association with interactions 

in the upstream bubble chamber wall and support structure. A second 

scan was also done on a subset of the film to detennine a scan 

efficiency for the first scan. The event vertices are also used in 

searching for events on the holographic film. In this step 35700 

events were found. 

3.2 Search For Multi-muons using Event Vertices and EMI/IPF Data 

Usually, in bubble chamber experiments, one measures all 

'leaving' tracks in all events and then detennines which of them are 

muons. However, in the present analysis, in order to reduce the 

measuring load, this measurement was done on a sub-sample of the 

events found above. The basic idea was to use event vertices and 

EMI/IPF data, in program DIMUON, to tag possible candidates. Only 

those events which are in the fiducial volume (as defined in 2.2) are 

considered here - 25100 events pass this cut. We loop over timeslots 

(that pass cuts described in 3.2.1), combining them with an adjacent 

time slot. 'Tracks' are constructed using hits in horizontal and 



vertical layers of the EMI. Only those tracks that pass cuts 

(described in 3.2.2) are kept. Events, with at least two tracks in 

each view, are tagged as multi-muon candidates. 

3.2.1 T1meslot Selection 
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The data on the raw EMI tapes is processed and put in HYDRA 

format2 by program MUCKEMI3• The data in a timeslot is arranged in 

'bunches'. 'Bunches' are made for each layer pair in an EMI/IPF 

plane, for eg., EMIBH-H', EMIBV-V' and so on. A 'bunch' is defined as 

a group of consecutively h1t tubes in a layer pair, where tubes in the 

primed layer of a layer pa1r have even numbers, and those 1n the 

unprimed layer have odd numbers. For instance, 1f tubes 72 and 74 are 

hit in EMIBH', and 73 and 75 h1t in EMIBH then the bunch 72-75 is made 

for EMIBH-H 1 • 

The timeslots that are present in a data record are divided into 

four classes: (1) Timeslots that contain h1ts in the IPF, EMIA or 

EMIB, and EMIC. (2) Timeslots that contain h1ts 1n the IPF, EMIA or 

EMIB, and none in EMIC. (3) Timeslots that contain at least two IPF 

bunches, or one IPF bunch that is at least three tubes wide, and which 

otherwise do not f1t in classes 1 and 2. (4) Timeslots that do not 

f1t into classes 1 through 3. In this classification scheme, it is 

reasonable to expect that event timeslots for charged current events 

would fall into class 1, whereas those for neutral current events 

would fall 1nto classes 2 and 3. Class 4 timeslots are usually 

generated by electronic noise in the EMI/IPF, cosmic rays passing 

-
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through the detector, background associated with the beam, or hits 

spilling over from timeslots belonging to class 1, 2 and 3. 
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In the present analysis, only those timeslots that belong to 

classes 1 through 3 are considered. However, since hits in the 

EMI/IPF can span two timeslots, all timeslots belonging to classes 1 

through 3 are combined with adjacent timeslots. Two adjacent 

timeslots are combined by adding all the 'bunches• present in both 

timeslots. The combined timeslots have to satisfy additional criteria 

before they are used for constructing •tracks'. Firstly, they have to 

have less than 200 hits in the entire EMI/IPF system. This is done to 

avoid including timeslots which have a lot of 'electronic noise•. 

Secondly, the timeslots have to have at least three bunches in EMIC, 

with each layer pair i.e., EMICH-H' and EMICV-V', contributing at 

least one bunch. 

3.2.2 Algorithm to construct tracks 

Tracks are constructed separately in the top and side views, as 

shown in Figs. 3.2 (a) and (b). The figures explain the various 

quantities described below. 

a) Top View 

We choose one EMICH and EMIBH bunch from a combined timeslot. A 

straight line, with slope SLP(l), is constructed using the mean 

position of the two bunches. This line is extrapolated back till it 

intersects a cylinder of radius (RIPF) equal to that of the IPF. The 

magnetic field outside this cylinder is assumed to be negligible 
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compared to the field inside (see Fig. 3.2(c) 4), and hence straight 

lines can be drawn between EMIC and IPFB. A circle, of radius RAD, is 

drawn between the above intersection point and the event vertex, 

requiring that the line with slope SLP(l) is tangential to the circle 

at the intersection point. The circle represents the approximate path 

of a charged particle inside the bubble chamber. The slope of the 

tangent to the circle, at the event vertex, is SLOPET. Also, another 

line is constructed, with slope SLP(2), between the above intersection 

point and the event vertex. 

A IPFB tube number is calculated corresponding to the 

intersection point, although only for vertices which lie between ~ 95 

cm (along the vertical axis). The predicted IPFB tube number is 

compared with the IPFB data in the combined timeslot, and the 

difference between it and the closest IPFB bunch is stored in IPFDIF. 

The closest tube in the bunch is used in calculating this difference. 

We then impose cuts on RAD, SLOPET, SLP(l)-SLP(2), IPFDIF. Tracks . 
which pass these cuts are kept. We loop over all bunches in EMICH and 

EMIBH in the combined time slot. 

b) Side View 

As above, we choose one bunch in EMICV and EMIBV. We then fit a 

straight line, using the least squares method, to the bunch means and 

the vertex position. A chi-square is calculated for the fit. The 

slope of the line and chi-square are stored in SLOPES and CHIS. Cuts 

are imposed on them, and tracks passing them are kept. We loop over 

all EMICV and EMIBV bunches in the combined timeslot. 

-
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c) U - Coordinate 

In the previous two steps, we generate lists of tubes, in EMIBH 

and EMICH (also, in EMIBV and EMICV), used in constructing 'tracks'. 

Each combination of tubes, in EMIBH and EMICH, represents one 'track' 

in the top view (similarly for the side view). Since the two views 

are treated separately, the 'tracks' constructed in each view are 

independent of each other. We use the U coordinate in EMIB to 

correlate the two views by requiring that for each EMIBH tube there is 

at least one EMIBV tube such that the U tube, corresponding to the 

(H,V) combination, exists in the EMI data. The expression relating 

the three coordinates is, 

U • 0.813*H - 0.582*V + 5.6 

We compare the predicted U tube number with the bunches hit in EMIBU, 

and difference to the closest is stored in UDIF. A cut is then 

imposed on UDIF. If the calculated U tube number is less than 1 or 

greater than 270 (the range of U tube numbers in EMIBU), no cut is 

made on UDIF. If a tube in EMIBH cannot be matched with any of the 

tubes in EMIBV, we decrease the number of 'tracks' in the top view by 

one. By looping over all EMIBH tubes, we keep only those which can 

be matched with at least one EMIBV tube. Similarly, we demand that 

each EMIBV tube be matched with at least one EMIBH tube. We now 

require, that there be at least two tracks in the top and side views, 

or else the timeslot is rejected. 



To further reduce background, we requ1re that 1f one 'bunch' 1s 

used for all 'tracks' 1n both EMIBH and EMIBV or 1n EMICH and EMICV, 

then the bunch w1dths 1n both H and V layers have to be greater than 

two tubes. 

3.2.3 Detenn1nat1on of Cuts 
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To detenn1ne the cuts that are 1mposed on the geometr1cal 

quant1t1es calculated above, we use measured tracks wh1ch are 

extrapolated to h1t both EMIB and EMIC. The extrapolat1on 1s done by 

program XTRAP. Hadrons and muons (def1ned by a method descr1bed in 

3.4.1} are treated separately. Tracks are also divided according to 

their charge. No significant difference was found for the d1fferent 

categor1es. When a track 1s extrapolated by XTRAP, the output 

cons1sts of tube numbers that are pred1cted to be h1t 1n the var1ous 

EMI/IPF layers, and the mult1ple Coulomb scattering errors associated 

with the pred1ctions. We generate fake hits 1n the EMI by scattering 

the predicted pos1t1ons of the tracks us1ng a Gauss1an d1str1but1on 

generator and the mult1ple Coulomb scatter1ng error. In this manner 

we simulate multiple Coulomb scattering in the absorber. We then 

process these fake h1ts and the vertex posit1ons of the events (wh1ch 

produce these tracks) through the algor1thm descr1bed above. Cuts are 

chosen such that most of the tracks pass them. Table 3.2 11sts the 

cuts and their efficiency for tracks with momentum ~ 4 GeV/c. The 

typical uncertainty on these efficiencies 1s lS. 
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From Table 3.2 it is clear that the efficiency for picking real 

tracks is very high. This algorithm is tested using an unbiased event 

sample. The Munich group has measured 'leaving' tracks for all events 

which had at least one such track. This sample is processed through a 

'muon tagging' program, PROB632 (described in 3.4.2), which picked a 

very small number of events as possible multimuon candidates (8 out of 

2300), and all events found in the unbiased sample were also picked by 

the algorithm described above. However, this algorithm also picks a 

lot of background: for instance, in the Munich sample, 464 out of 2300 

events were tagged as possible multi-muon candidates • 

Vertex positions for 25100 events were processed through this 

algorithm, and 4900 events were tagged as interesting events. 

3.3 Measurement of 'leaving' tracks 

The events tagged in the previous step are re-scanned to ensure 

that they have at least two 'leaving' tracks. A momentum template is 

used while scanning to discard tracks with momentum< 3 GeV/c. All 

'leaving' tracks are then measured and processed through geometry. 

The 'leaving' tracks are extrapolated, by XTRAP, through the absorber 

to the EMI/IPF layers, and multiple Coulomb scattering errors are 

calculated. EMI/IPF information, corresponding to the roll/frame 

number on which the event is found, is added to the data structure. 

Out of the 4900 events passing the previous step only 2300 events 

satisfy the above two criteria. However, there are losses associated 

with this step and some 'leaving' tracks are missed. The losses can 



be due to the tracks being too faint or out of focus or simply being 

missed by the scanner. The event itself can have a complicated 

topology making measurements unrelfable. We wfll estimate these 

losses and correct for them in Chapter 5. 

3.4 Search for multi-muon candidates in the 'leaving' track 

measurements 
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To decide if a 'leaving' track is a muon or not, we compare the 

tubes that the track is predicted to hit wfth the tubes present f n a 

timeslot. We have to loop over all timeslots in the data record. A 

chi-square, usfng multiple Coulomb scattering errors, is calculated 

for the f1t. Using the number of EMI layers the track actually hits, 

we calculate a probability corresponding to this chi-square (this is a 

pseudo-probability, since true probability corresponds to the case 

where the EMI has infinite spatial resolution). Tracks that pass cuts 

on the number of layers hit by the track and on the probabilfty are 

labeled muons. The probability calculated here is the probability of 

getting a 12 worse than the one observed. 

One approach to this problem is the minimum 12 method, as 

developed by Jeremy Lys5• The European groups fn the collaboratfon 

used a modified vers1on of this approach (by Peter Kasper6). However, 

in the present analysis we use another method, based on Bayes' 

theorem, to calculate probabilities. The mot1vat1on for a different 

approach was to f1nd an alternatfve method where we could calculate a 

-
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probability distribution, whose shape would enable us to check the 

extrapolation, multiple Coulomb scattering errors, optical constants 

etc. 

3.4.1 Minimum r2 Method 
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In this method each layer of an EMI/IPF plane is treated 

separately. If a track hits the tube it is predicted to pass through, 

x2 is set to zero. If the track hits a tube that is different from 

the tube it is predicted to hit, the distance between the extrapolated 

position and the closest wall of the hit tube is used to calculate a 

x2• The tube which is closest to the predicted tube such that the 

probability, corresponding to 1 degree of freedom, is better than 0.05 

is chosen as the hit tube. If both layers of a layer pair fire, say H 

and H', then the minimum of the two x2•s is used for that layer pair. 

Adding up the 12's for the H and V layers of an EMI plane gives a 

2-degree of freedom x2• The x2•s for the hits in EMIBH(V) and 

EMICH(V) are combined together after taking correlations between them 

into account. The correlations depend upon the momentum, errors in 

the azimuthal and dip angle of the track, and on multiple Coulomb 

scattering in the absorber before EMIB. This leads to a 12 

corresponding to 4 degrees of freedom (see appendix A.1 for the 

necessary fonnulas). We then calculate a probability corresponding to 

this 12• Tracks which have a probability greater than 0.0001 are 

labeled muons, and all other tracks are labeled hadrons. The 

distribution of probabilities calculated by this method is strongly 



peaked at the.high end. A typical probability distribution is shown 

in Fig. 3.3 (a). 
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In order to reduce the effect of systematic biases in the 

extrapolation and matching procedure, an offset (or floor) of 3 cm is 

added in quadrature to the multiple Coulomb scattering error before 

calculating a x2• This has the effect of increasing the efficiency 

for detecting muons, but, at the same time it increases the background 

too. This algorithm effectively picks up almost all the muons which 

strike the efficient area of the EMI. 

Peter Kasper modified the above approach, and in his version, the 

3 cm floor is not used. Also, the probability cutoff for selecting 

hits in a single layer is 0.002, rather than 0.05 used above. 

Thirdly, correlations are not used in the 2-plane probability 

calculation. A typical distribution is shown in Fig. 3.3 (b). The 

efficiency of these two methods to detect muons is discussed in 

Chapter 5.2 

3.4.2 Method based on Bayes• Theorem (Program PROB632) 

Since the EMI consists of 1• square tubes, we only know a track's 

position, when it hits the EMI, with an accuracy of 1/2• - l". We use 

the present method to predict the hit position more accurately, and to 

calculate a 2-plane probability. 

The first difference, between this method and the previous one, 

is that we consider both the layers in a layer pair simultaneously. 

If a track hits tubes 1n both layers of a layer pair, then assuming 

-
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that it is travelling normal to the EM! plane, its position is 

constrained to be within half a tube width (since the two layers are 

offset by half a tube width). This happens for approximately 80% of 

the tracks. For the rest of the tracks, only one layer fires and the 

track position is constrained to be within a full tube width i.e., 

22.2 nm. Therefore, for 80% of the tracks the spatial resolution of 

the EMI improves by a factor of 2.3. Another difference is that while 

calculating x2•s we use only the multiple Coulomb scattering error 

(i.e., the 3 cm floor is not added). 

Bayes' theorem7 is used to estimate the position of the track 

within this half tube or full tube wide region. Bayes' theorem is 

useful in cases where the a priori probability of the occurrence of an 

event is known. In the pr~sent case, the a priori knowledge is the 

extrapolated position of the track and ~he posteriori knowledge is the 

hit region. The error in the predicted position of the track is due 

to multiple Coulomb scattering and measurement errors, and is assumed 

to be Gaussian. We now define the position of the track within the 

hit region to be the mean of that part of the Gaussian distribution 

which lies within this region. If we had a large number of such 

tracks, all going through the hit region, then the average of their 

hit positions would correspond to this mean. Appendix A.2 contains 

the appropriate formulas. 

Comparing this estimated position with the extrapolated position 

and using the multiple Coulomb scattering error we are able to 

calculate a x2 and a probability. In this manner, we calculate a 

probability for every layer pair. For low momentum tracks, which have 
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large errors as compared to the resolution of the EMI, the coarseness 

of the EMI becomes less important, and the calculated 12 approaches 

the true 12 (calculated assuming infinite resolution). However, this 

is not true for high momentum tracks, where the width of the error 

distribution is small compared to the EMI's resolution, and for such 

tracks, the estimated pos1tion 1s very close to the extrapolated 

position. Th1s leads to a small x2 and consequently a large 

probability. Thus, even this method leads to a probability 

distribution peaked towards the high end but not as much as in the 

minimum x2 method, as will be shown later. 

Before using this method on 'leaving' tracks to decide which of 

them are muons, we have to calibrate it using a known sample of muons. 

Muons are generated in neutrino interactions upstream of the bubble 

chamber, in the earth shielding etc. They are sometimes referred to 

as 'beamtracks'. Some of them go through the bubble chamber and the 

EMI and can be used to calibrate the EMI. However, the momentum 

distribution of 'beamtracks' is quite different from that of muons 

produced by interactions inside the bubble chamber. To check our 

method, we first use a Monte Carlo to predict the shape of the 

probability distributions and compare them with distributions 

generated for a sample of 1beamtracks 1
• A clean sample of 

1beamtracks 1 is chosen by requir1ng that (1) they have an entry point 

(along the Z axis) in the bubble chamber between ± 110 cm, (2) they 

are measured in all three views, (3) a muon mass f1t exists for the 

track, (4) momentum of the track is greater than 4 GeV/c, and, (5) 

... 
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they have a probabf lfty greater than 0.0001, as calculated by the 

mf nfmum 12 method. 
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In the Monte Carlo, hf ts are generated around the extrapolated 

posftfon accordfng to a Gaussfan dfstrfbutfon, and probabf lftfes are 

calculated. The wfdth of the Gaussf an dfstrfbutfon f s gfven by the 

multfple Coulomb scattering error. The input to the Monte Carlo fs a 

distribution of multiple Coulomb scattering errors corresponding to 

this sample of 'beamtracks'. In this manner, the Monte Carlo 

calculates probabilities for the momentum spectrum of the 'beamtrack' 

sample. Figs. 3.4 (a)-(d) show the various probability distributions. 

The plots for H and V layers in any one plane are similar. 

We now use this algorithm on 'beamtracks'. Before we do so we 

adjust the position of the EMI with respect to measurements f n the 

bubble chamber. This is done by plotting the difference between the 

extrapolated position and the hit position for the 'beamtracks' and 

requiring that the plot be centered at zero. Each layer pair has to 

be shifted separately. Fig. 3.5 shows a typical plot. 

For the data we calculate probability distributions for a single 

layer (1 degree of freedom), one plane (2 d.o.f.) and both planes (4 

d.o.f~). S·lnce the H and V layers in any one plane are independent of 

each other, one plane 12 (and hence probability) is calculated by 

simply adding the single layer l 2•s. The calculation for two plane 

probability is not as simple because the hits in EMICH(V) and EMIBH(V) 

are correlated, and one has to take correlations into account when 
I 

calculating a 12• Taking the coarseness of the EMI into account, some 

assumption~ are made regarding the use of correlations. Firstly, we 
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use correlations only if the tube that is hit is different from the 

one predicted by XTRAP. Secondly, we use correlations only if the 

multiple Coulomb scattering error is greater than the width of the h1t 

region (in both planes). This is done because if the error is less 

than the tube width, and if the ~it tube is different from the one 

predicted by XTRAP, then it is more likely that this difference 1s due 

to a random fluctuation rather than actual Coulomb scattering. As 1t 

turns out correlations are not used for almost 80% of the tracks. 

Figs 3.6 (a) - (e) show the results for the various probability 

distributions. The plots for H and V layers in any one plane are 

similar. Comparing the two plane probability distributions for the 

minimum z2 method and our method, Fig. 3.3 and 3.6 (e), shows the 

difference between the two methods. 

Comparing probability distributions for the Monte Carlo and data, 

Figs 3.4 and 3.6, it is clear that the agreement is good. This was 

not the case for part of the data where a problem was found in the 

geometrical reconstruction program. After correcting the problem the 

agreement between that part of the data and the Monte Carlo became 

good for all layers except EMICH. At present the probability 

distr1but1on for EMICH has a peak at low probab111t1es, as shown in 

F1g. 3.7 (a). This causes the 2-plane probability d1stribution also 

to have a peak at low probabilities, as in Fig. 3.7 (b). 

Consequently, a cut on the 2-plane probability leads to a loss of real 

muons, which is larger than for that part of the data where this 

problem does not ex1st (F1g. 3.6 (e)). 
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This problem exists only for that part of the data where 

1 beamtracks 1 are chosen using Jeremy Lys• version of the minimum x2 

method. The cause of the problem is that the difference between the 

extrapolated position of a 1 beamtrack 1 and the actual hit position 

increases as we go towards larger values of the Y coordinate (as 

measured by the H layers of the EMI), and this translates into more 

1 beamtracks 1 not having a match in EMICH. Since EMIB is much closer 

to the end point of the track (which is used as the starting point of 

the extrapolation procedure) than EMIC, the effect of this problem is 

much smaller for the former. The reason that only those 1 beamtracks 1 

which are chosen using Jeremy Lys• version of minimum 12 method are 

affected by this problem is that a 3 cm floor is added in quadrature 

to the multiple Coulomb scattering and measurement errors, and this 

makes the selection procedure rather insensitive to any systematic 

effects (this was the original reason to use a floor). As a result, 

more of the 1 beamtracks 1 chosen using Jeremy Lys' version fail the 1% 

cut, since the latter does not use a 3 cm floor. On the other hand, 

Peter Kasper's version of the minimum 12 method does not use a 3 cm 

floor to begin with, and thus it already weeds out such tracks before 

we apply the lS cut. A probable source of this problem is a non­

optimal set of optical constants being used by the geometrical 

reconstruction program. Since we pre-select muons (see 3.4.3) with 

the minimum 12 method, this problem will have an effect on the 

efficiency to detect muons. We will correct for this in a later 

chapter (5.2). 
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From the probab111ty d1str1but1on 1n F1gs. 3.6 {e) and 3.7 (b), 

1t 1s clear that 1f we requ1re probab111ty of tracks to be greater 

than 0.01 then the loss of real muons 1s small. The reason for us1ng 

th1s cut 1s that the tracks wh1ch const1tute the background usually 

p1le up at low probab111t1es, and mak1ng a cut on probab111ty gets r1d 

of a s1gn1f1cant amount of the background. 

3.4.3 Muon Detect1on in the 'Leav1ng' Track sample 

The muon tagg1ng algor1thm {based on Bayes' theorem) is now used 

on the sample of 2300 events which passed through steps 1 through 3 

{see the 1ntroductory paragraph at the start of Chapter 3), and on the 

unb1ased sample of events measured by some of the groups that contains 

all events with ~ 1 'leav1ng• track. Tracks are required to have 

momentum ~ 4 Gev/c. Only those tracks are considered for which a 

match {according to the minimum x2 method) exists 1n any EMI/IPF 

layer. Since the minimum x2 algor1thm has looser criteria for tagging 

muons, 1t 1s used as a trigger for pre-select1ng muon cand1dates. 

Also, only those timeslots are considered 1n wh1ch these pre-selected 

tracks have a match. Thus, only for these tracks and timeslots the 

2-plane probabi11ty 1s recalculated_ 1n program PROB632. Tracks which 

have a 2-plane probab111ty greater than 0.01 are labeled muons. 

Events with two or more such tracks which pass these criteria 1n the 

same time slot {or in timeslots within 1 psec of each other) are 

tagged as multi-muon candidates. 
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Events tagged at this stage have to satisfy certain criteria 

before they are kept in the raw sample. Firstly, the muons have to 

have distinct 'bunches• in either EMICV or EMICH. This cut is made to 

weed out cases where hadrons are predicted to hit EMIC near the actual 

muon, and by virtue of their large multiple Coulomb errors (because of 

low momentum) can make a match using the hits due to the actual muon. 

Demanding independent hits in at least one coordinate gets rid of a 

lot of background events. 

Secondly, the •event timeslots• are required not to have too many 

hits. One source of too many hits in the EMI/IPF was electronic 

interference from an experiment in a nearby experimental hall. A 

signal, in time coincidence with the onset of this interference, was 

available for part of the data. Using that part of the data where the 

signal was available, a set of cuts were determined to pick out these 

•noise• timeslots. A timeslot is labeled as a •noise• timeslot if it 

has more than 95 bunches in all EMI/IPF layers, with EMIA contributing 

at least 25 bunches and EMIBH and EMIBV contributing at least 50 

bunches and EMIC contributing at least 8 bunches. All multi-muon 

event timeslots are required not to satisfy this noise criterion. 

After using the muon tagging algorithm and the two cuts described 

above, we are left with 125 multimuon candidates. This sample 

contains both real multimuons and background events. The background 

will be estimated in Chapter 4, and the effect of various cuts made to 

clean up the raw sample will be estimated in Chapter 5. 



3.5 Complete Measurement of Mult1muon Cand1dates 

The events tagged as mult1muons have to be completely measured. 

In a complete measurement, one measures everyth1ng wh1ch could be 

associated with the primary vertex. Th1s includes 7 1 s and neutral 

strange particles wh1ch decay 1n the bubble chamber and neutral 

hadronic interactions. 
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Table 3.1. Number of events passing each step of analysis 
chain. 

Events found in Scan 1 35700 
Events within fiducial volume 25100 {20% of frames 
Events tagged as multimuon candidates 

by DIMUON 4900 {19.5%) 
Events with 2 2 'leaving' tracks, that 

have momentum 2 3 GeV/c 2300 {9%) 
Events tagged as multimuons by program 

PROB632 93 {0.4%) 

Total number of multimuon candidates 
tagged by PROB632,including those 
from the unbf ased event sample 116 {0.4%) 

Table 3.2. Efff cf ency of various cuts used fn program 
DIMUON. 

Cuts Efficiency of cuts for track 
with momentum 2 4 GeV/c 

Top View 
RAD22m 98.4% 
ABS!SLP(l)-SLP(2)) s 0.6 100.0% 
ABS SLOPE) S 0.51 100.0% 
ABS IPFDIF) S 9 100.0% 

Side View 
ABS{SLOPE) S 0.15 100.0% 
CHIS S 7.0 100.0% 

U - View 
ABS{UDIF) S 3 100.0% 
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Fig. 3.1. Flow chart detailing the steps in the search for 
multi-muons. The % of events passing each step is indicated. 
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Ffg. 3.2c. Stray magnetic field due to bubble chamber magnet. 
The horizontal line corresponds to the fiducial volume cutoff along 
the vertical axis. RIPF, radius of the IPF, is shown on the plot. 
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F1g. 3.3a. 2-plane probab111ty d1str1but1on of 'beamtracks' 
accord1ng to Jeremy Lys' versfon of m1n1mum ch1-square method. 
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Fig. 3.3b. 2-plane probability distribution of 'beamtracks' 
according to Peter Kasper's version of minimum chi-square method. 
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F1g. 3.4a. Monte Carlo generated probability distribution using 
Bayes• theorem for single layer (1 degree of freedom) in EMIB. 
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Fig. 3.4b. Monte Carlo generated probability distribution using 
Bayes• theorem for single layer (1 degree of freedom) in EMIC 

107 

1 



11'1 ... 
z 
w 
> w 

400 

300 

200 

100 

00 

<PROB> • 0.79 

0.2 0.4 0.6 0.8 

PROBABILITY 

Fig. 3.4c. Monte Carlo generated probability d1stribut1on using 
Bayes' theorem for EMIB (2 degrees of freedom, H + V). 

-

108 -

-

-

-

-
1 -

... 

-

-



-

-

100 

75 

<I> 
I-z 50 UJ 
> 
UJ 

<PROB> • 0.61 
25 

0.2 0.4 0.6 0.8 

PROBABILITY 

F1g. 3.4d. Monte Carlo generated probab111ty d1str1but1on using 
Bayes' theorem for EMIC (2 degrees of freedom, H + V). 
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F1g. 3.6a. Probab111ty d1str1but1on for data for 'beamtracks' 
for EMIBV (or EMIBH, 1 degree of freedom) us1ng Bayes' theorem. 
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F1g. 3.6b. Probab111ty d1str1but1on for data for 1 beamtracks 1 

for EMICV (or EMICH, 1 degree of freedom) using Bayes• theorem. 
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F1g. 3.6c. Probab111ty d1str1but1on for data for 1 beamtracks 1 

for EMIB (2 degrees of freedom) us1ng Bayes• theorem. 
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Fig. 3.6d. Probab111ty d1str1but1on for data for 'beamtracks' 
for EMIC (2 degrees of freedom) using Bayes' theorem. 
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F1g. 3.6e. 2- plane probab111ty d1str1but1on for data for 
1 beamtracks 1 (4 degrees of freedom) us1ng Bayes• theorem. 
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F1g. 3.7a. Single layer probab111ty d1str1but1on for EMICH 
for 1 beamtracks 1 us1ng Jeremy Lys• m1n1mum ch1-square method. 
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Ffg. 3.7b. 2-plane probab1lfty d1strfbut.1on for the same 
data set as 1n F1g. 3.7 (a). 
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Chapter 4 

Est1mat1on of Background 1n Data Sample 

The raw sample, obta1ned by the method descr1bed 1n the prev1ous 

chapter, conta1ns both genu1ne mult1muons and background events. Some 

of these background events can be removed from the raw sample by 

add1tional cuts des1gned to keep the loss of genu1ne events small, 

1.e., requ1r1ng, (a) a m1n1mum number of h1ts 1n IPFB 1n the event 

t1meslot, (b) that each 'muon' have a match 1n EMIBU, and (c) that all 

the 'muons' 1n the event have d1st1nct hits 1n EMICH and. EMICV. The 

last requ1rement 1s more restr1ct1ve than the one 1n 3.4.3. 

Even after mak1ng these cuts the sample st111 conta1ns 

background: (a) Some of the p1ons and kaons, produced 1n charged 

current events, can decay in fl1ght to produce a muon (along with a v 

(v)). The decay muon can make a good match 1n the EMI caus1ng a 

hadron to be wrongly tagged as a muon. (b) Hadrons, produced 1n 

charged current events, wh1ch interact 1n the absorber and produce a 

spray of secondary particles some of which can hit EMIC. A hadron 

which 1s predicted to hit EMIB and EMIC can be assoc1ated with these 

h1ts and be wrongly labeled a muon. This background is loosely 

referred to as punch-through. (c) Hadronic 'leaving' tracks 1n an 

event can be associated with random, background hits in the EMI, thus 

produc1ng a fake multimuon event (called acc1dental associat1ons). 

-
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The background due to these sources will be estimated and subtracted 

from the event sample. 

4.1 Cuts which remove background events from the raw sample 

4.1.1 Activity in IPFB 

The IPF at the downstream end of the bubble chamber, i.e., IPFB, 

is used in the determination of the event timeslot. Figs. 4.1 (a) and 

(b) show, respectively, the number of IPFB 'bunches' in timeslots 

corresponding to 'beamtracks' going straight through the bubble 

chamber and neutrino events occurring inside the chamber. Comparing 

the two figures, it is clear that the activity in IPFB is 

significantly greater during event timeslots. Therefore, IPFB can be 

used to discriminate against possible event timeslots where the EMI 

has a lot of hits, but IPFB is inactive. These cases can be due to 

electronic noise in the EMI (the EMI was more sensitive than IPFB) or 

due to unrelated neutrino events in the absorber which give hits in 

the EMI but not the IPF. 

Since IPFB was less sensitive than the EMI, we do not require 

that each 'muon' in a multimuon event have a IPFB match, but rather 

that either each 'muon' have a match in IPFB such that x2 for the 

match is ~ 5 or the event timeslot have ~ 2 'bunches' in IPFB. 

This algorithm was calibrated on a sample of v and v charged 

current events, culled from a minimum bias sample of events. 91±1% of 

the events have ~ 2 'bunches' in IPFB, while 90±1% of the muons 
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pred1cted to h1t IPFB have a match such that x2 S 5. If we requ1re 

that either of the two conditions hold, then 95.7±0.Bi of the events 

pass this criteria. The loss of real dimuons, due to this cut, can be 

calculated using these numbers, and is estimated to be 4±1i. The 

effect of this cut on the raw data sample is shown in Table 4.1. A 

discussion of results is in 4.1.4. 

4.1.2 Match in EMIBU 

The U-coordinate in EMIB is used to improve the track quality of 

each muon in a multimuon event by removing ambiguous combinations of 

hits in EMIBH and EMIBV. Each muon is required to have a hit in 

EMIBU, close to the tube number predicted by the combination of H,V 

tubes hit by the track - just how close the hit has to be depends 

upon the momentum of the track. If the predicted U tube falls outside 

the area which is covered by EMIBU, then this cut is not required. In 

this analysis, we requ1re that tracks with momentum< 10 GeV/c have 

hits within 6.5 tubes of the predicted tube, whereas tracks with 

momentum ~ 10 GeV/c must have h1ts within 4 tubes. The momentum 

dependence of the cut arises due to the geometrical construction of 

EMIB. The expression which relates the H,V and U coordinates (U = 

0.813*H - 0.582*V +5.6) assumes that all three coordinates occupy the 

same region in space, whereas in reality the three planes of wires are 

separated from each other by a few inches. Therefore, the lower the 

momentum of the track, the worse is the effect of the separation. 

... 

-

-

-

.... 
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The above mentioned limits are determined using measured tracks 

which have been extrapolated to hit EMIB. Using the tube numbers 

predicted by XTRAP in EMIBH and EMIBV, we calculate a U tube (by the 

above expression), and compare its value with the U tube number 

predicted by XTRAP. A scatter plot of track momentum versus the 

difference in these two U tube numbers is shown in Fig. 4.2. Since 

EMIBU had more inactive channels than the other EMI layers, the limits 

on the difference between the U tube numbers were increased somewhat 

to insure a high efficiency for accepting muons in charged current 

events. Requiring this criteria for muons in a minimum bias sample of 

charged current events results in a loss of 4.0±0.8%. Therefore, 

requiring both muons in a dimuon event to have matches in EMIBU 

results in a net efficiency of 93.0tl.6%. The effect of th1s cut on 

the raw sample is shown in Table 4.1. A discussion of results is in 

4.1.4. 

4.1.3 Independent hits in EMIC 

The cr1ter1on in 3.4.3, that the muons in a multimuon event have 

to h1t independent 'bunches' of tubes in either EMICH or EMICV, is now 

made more restrictive by requiring that the muons have to have 

independent hits in both CH and CV. The tighter cut is made to 

further improve the quality of the events 1n the sample. The 

motivation behind the more restrictive cut is to remove cases where a 

hadron is predicted to hit EMIC near the muon and it uses the latter's 
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hits to make a match in one view and uses background hits in the other 

view. 

The loss of real dimuon events due to this cut is estimated by 

using opposite sign dimuon events generated by a Monte Carlo 

(described in Chapter 6). It is assumed that the loss of like sign 

dimuon candidates is the same. 

To estimate the loss of real dimuons, the following procedure is 

used. Firstly, the muons in the Monte Carlo dimuon events are 

extrapolated, and only those events are retained where both muons are 

predicted to hit the EM!. Secondly, the predicted positions of the 

two muons are scattered, using the multiple Coulomb scattering errors, 

according to a Gaussian distribution. Thirdly, muons in a minimum 

bias sample of charged current events are used to detennine the 

distribution of 'bunch' widths of tubes hit (by them) in EMICH and 

EMICV. This distribution is then used for the muons in the Monte 

Carlo dimuon events, to simulate their hits in EMIC. We then try to 

combine the 'bunches hit' by the two muons in both EMICH and EMICV. 

If the two 'bunches' overlap in either view, the event is rejected. 

Using a sample of 2450 Monte Carlo dimuon events, it is detennined, 

that requiring independent 'bunches' in both CH and CV, the loss is 

5.6t0.5S. Out of this 4.1±0.4% of the events are lost due to muons 

sharing 'bunches' in CV, while 1.5t0.2S are lost due to sharing 1n CH. 

A Monte Carlo has been written to investigate how often hadrons, 

that are produced in charged current events, can fake a dimuon event 

by sharing the muon's hits in either EMICV or EMICH. This Monte Carlo 

checks, 1n essence, the effect of accidental 'in-time' background. 

... 

.... 

-
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Only those charged current events are considered which have at least 

two 'leaving' tracks, including the muon, predicted to hit EMIB and 

EMIC. In the Monte Carlo we make the assumption that all extra hits 

in EMIC during the event timeslot, i.e., hits other than those caused 

by the muon, depend only weakly on the actual event topology but are 

more strongly related to the event energy. By making this assumption 

we can substitute the extra hits in one event timeslot with those in 

another event timeslot (associated with a different charged current 

event that has similar energy). Even though the Monte Carlo was 

written to estimate how often hadronic 'leaving' tracks would share 

'bunches' with the muon, it can also be used to estimate how often 

hadronic 'leaving' tracks, in a charged current event, would not share 

any 'bunches• with the· muon, thereby producing a fake dimuon event. 

This method provides a lower limit to the accidental 'in-time• 

background, and can be compared with the results of the calculation 

described in 4.2. 

In this procedure, the hits due to the muon in the first event 

are left unchanged. However, since the second charged current event 

could have occurred at a different point in the bubble chamber, we 

have to move the extra hits, taken from the second event, so that they 

occupy the region around the muon in the first event. Thus, the new 

set of extra hits are translated by the same distance as that between 

the muons in the two events. This is done separately for hits in 

EMIBV, EMIBH, EMICV and EMICH. This fake event is then run through 

the EMI analysis program. Whenever a dimuon event is faked, it is 

classified as opposite sign or like sign, according to the charge of 
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the muon and the hadron1c track. To 1mprove stat1st1cs each event was 

used a number of t1mes by subst1tut1ng h1ts from many d1fferent 

events. 

The energy correlation cannot be done exactly s1nce th1s exerc1se 

is performed on a sample of events where only the 'leaving' tracks are 

measured. However, since the spatial position of EMIB corresponds 

approximately to the hadronic shower maximum, the number of h1ts in 

EMIB is used as a rough guide to the event energy. All the charged 

current events are binned accord1ng to the total number of hits in 

EMIB during the event timeslot. They are then divided into three 

groups, with the total number of hits in EMIB {1) between 0 and 20, 

{2) between 20 and 64, and {3) greater than 64. Each event 1s used 

only with those events which are 1n the same category. 

The results from this exercise showed that we can expect, in the 

dimuon event sample, for opposite sign events, at least 5 events where 

the two tracks share 'bunches' in EMICV and 2 events where they share 

bunches 1n EMICH. The correspond1ng numbers for like-s1gn events were 

4 and 2, respectively. We can also expect, for both opposite sign and 

like-sign events, at least 4 events {each) where the two tracks do not 

share any bunches, 1n either EMICH or EMICV. The last result 1s 

consistent wfth the background calculation in Chapter 4.2. The errors 

on these numbers are roughly 10%. 

The effect of making this cut on the raw data sample is shown 1n 

Table 4.1. See below for a df scuss1on of the results. 

-

-
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4.1.4 Discussion of results 

From the results in Table 4.1, it is clear that the above cuts 

·remove a significant fraction of events from the raw data sample. 
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Some events fail more than one of the above criteria. Some of the 

tri-muon candidates which fail to pass the cuts are often labeled as 

dimuons. For instance, if one of the muons in a tri-muon event does 

not have a U match then it is rejected, and the event is classified as 

a dimuon on the basis of the two surviving muons. Similarly, if two 

muons in a tri-muon event share hits in either EMICH or EMICV then 

again the event is classified as a dimuon. 

It is clear that the effect of requiring independent hits in EMIC 

is the largest. The attempt to calculate a lower limit, described in 

Chapter 4.1.3, on fake dimuon events shows that such a background is 

possible. Though the method followed there is quite approximate, it 

still predicts that the accidental in-time associations account for 

approximately half of what is actually removed by the cut. This gives 

us confidence to say that most of the events removed by this cut are 

really background. This exercise is necessary because the fraction of 

genuine dimuon events lost by this cut is predicted to be only 5.6% 

(using the charm Monte carlo), whereas the raw data sample is reduced 

by at least 25%. 

After making these cuts we are left with 52 opposite sign 

candidates (44 p-p+ and 8 p+p-), 12 like-sign candidates (11 p-p- and 
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+ + 1 pp )and 0 tri-muon candidates. These candidates stfll contain 

background, and that will be estimated below. 

4.2 Decay and Punch-through background, Accidental associations 

4.2.1 Decay background 

This background is due to pfons and kaons that are produced in 

charged current events. Some of these can decay before 1nteract1ng, 

g1v1ng rfse to a muon and a (anti-)neutrfno. The decay muon usually 

follows the direction of the parent particle closely enough such that 

it hfts the EMI near the parent's predicted posftion. In most 

fnstances, the EMI match can pass the cut on 2-plane probability, 

thereby producing a fake muon. The fake muon in conjunction with the 

muon from the charged current event can thus fake a dimuon event. A 

major fraction of this background is due to decays fnside the bubble 

chamber, rather than outside, because the pions and kaons f nteract 

once they reach the absorber outside, which has a much smaller 

hadron1c 1nteract1on length than the bubble chamber liquid. 

4.2.1.1 Decays insf de the bubble chamber 

The estimation of this background is carried out according to the 

procedure followed in a previous bubble chamber experiment1• The 

basic idea is very simple, as illustrated in Fig. 4.3. A hadronfc 

'leaving' track fn a charged current event is allowed to decay inside 

-
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the bubble chamber, using a Monte Carlo program. The decay 

distribution depends on whether we treat the 'leaving' track as a pion 

or a kaon. A composite track is fitted to the parent track and the 

decay muon, processed through the geometry reconstruction program, and 

extrapolated to the EMI. In this manner, the composite track 

simulates the original 'leaving' track which has decayed in flight. 

The decay muon is also extrapolated to the EMI. The predicted 

posit1on of the decay muon is scattered, using multiple Coulomb 

scatter1ng errors, accord1ng to a Gaussian distr1bution. The decay 

muon's scattered posit1on is then compared with the predicted position 

of the composite track, and a 2-plane probability is calculated. If 

the match passes the cut on 2-plane probabil1ty, then the 'leaving' 

track is said to fake a muon and thus produce a fake dimuon event. 

A Monte Carlo1 had been wr1tten wh1ch took 'leaving' tracks and 

allowed them to decay, and fitted composite tracks to them. Two tapes 

containing these composite tracks and decay muons were produced, one 

where the pion lifetime and the other where the kaon lifetime was used 

in the decay distr1but1on. For the present analys1s, we use the same 

tapes. However, we have to take 1nto account the differences between 

the two exper1ments. F1rstly, the bubble chamber 11qu1d in the two 

experiments is different and thus has different hadronic interaction 

lengths: secondly, the direction of the magnetic field is reversed in 

the present experiment: and, lastly the momentum distribution of the 

'leaving' tracks 1s different, s1nce the present experiment is done 

w1th higher energy neutrinos. 
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Appendix B contains the mathematical treatment of the procedure. 

It describes how the total number of background events is related to 

the infonnation on the Monte Carlo tapes. Appendix B.1 explains how 

the above-mentioned tapes were produced. Appendix B.2 describes the 

correction to the background estimates for the different bubble 

chamber liqu1d. 

The background is f1rst corrected for the d1fference in 

interaction lengths. At this stage we assume that the momentum 

d1str1bution of the 1 leav1ng• tracks 1s the same in the two 

experiments. The results at this point are presented as a probabil1ty 

(per 1 leav1ng 1 track) that a 'leaving• track can fake a muon and are 

d1splayed in Table 4.2. The probability is calculated as a function 

of the track momentum and track length. We then correct for the 

energy difference between the two experiments. This is done by taking 

the 'leaving• track distribut1on, binned according to momentum and 

length, from the present exper1ment and multiplying it by the 

probabil1t1es calculated above. Appendix B.3 describes in detail the 

correction for the energy d1fference between the two experiments. The 

d1fference 1n the direction of the magnetic field is not a significant 

factor. It only changes the direction in which charged part1cles are 

bent as they travel through the bubble chamber to the EMI. The EMI 

detection probability and thus the probability of a 'leaving• track 

faking a muon is the same for negat1ve as well as positive tracks. 

Some of the tracks on the decay tapes can be ruled out as 

potential background by requiring them to pass two cuts. F1rstly, the 

composite tracks have to have momentum~ 4 GeV/c, and secondly, both 

-
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the composite track and the decay muon have to be predicted to hit the 

EMI. It is possible in some cases that though the composite is 

predicted to hit the EMI the decay muon misses 1t. This is often the 

case for tracks which go near the edge of the EMI. In some instances, 

even though the incident pion/kaon and the composite track have 

momentum ) 4 GeV/c, the decay muon can have momentum less than the 

minimum amount (N 2 - 3 GeV/c) required to traverse 10 hadronic 

interaction lengths (typical absorber thickness between the bubble 

chamber and EMIC). In such cases, the composite track will be 

predicted to hit the EMI, while the decay muon will lose all its 

energy before reaching EMIB and/or EMIC. These two factors are 

collectively referred to as the geometrical acceptance of the decaying 

track. Tracks which pass these cuts are processed through the EMI 

analysis program, PROB632. This program decides if the composite 

track and the decay muon will pass the cuts on 2-plane probability (as 

described previously). 

Some of the decaying tracks which pass the EMI cuts can be 

removed by making cuts on the quality of the composite track. When 

the incident pion (or kaon) decays, the decay muon 1s produced at an 

angle and with a different momentum. These two effects change the 

curvature of part of the track, and this change can, at times, produce 

a large residual when the geometry program processes the incident 

hadron and the decay muon as a single track, whereas genuine muons are 

not affected by this problem. In charged current events, 99.6±0.2% of 

the muons have residuals S 30 microns. We therefore demand that 

composite tracks which passed the EMI cuts have to have residuals ~ 30 
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microns. For the case where all 'leaving' tracks are treated as pions 

this cut removes 8.3±1.3% of the tracks accepted by the EMI, whereas 

for the case where all tracks are treated as kaons it removes 22±1.7% 

of the tracks. 

The fraction of undetected decays inside the bubble chamber, for 

pions and kaons, are 59±2% and 35±4% respectively, of the total 

background due to decays 1nside the bubble chamber. The background 

estimate, corresponding to the final event sample (13000 charged 

current events), is presented in Table 4.3 separately for all 

'leav1ng' tracks be1ng treated as p1ons and as kaons. The errors on 

these estimates are roughly 4%. They will be combined together with 

results from below in 4.2.1.3. 
, 

4.2.1.2 Decays outside the bubble chamber 

The est1mat1on of the background due to decays outside the bubble 

chamber is carried out in a slightly different manner than for the 

previous case. The first assumption made is that all decays take 

place just outside the bubble chamber. This is justified by the fact 

that the absorber (average interaction length for the zinc, magnet 

co1ls M 12 cm) is outside the chamber, and 90% of the 'leaving' p1ons 

and kaons interact within the first half of the absorber (roughly 30 

cm). Secondly, 1t is assumed that the EMI detection efficiency and 

the geometrical acceptance for decays outside 1s the same as for 

decays 1ns1de wh1ch take place w1th1n 20 cm of the downstream bubble 

chamber wall. 

-
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With these assumptions and the Monte Carlo generated decay tapes, 

it is detennined that when all 'leaving' tracks are treated as pions, 

8.3S of the tracks are rejected because the composite track is 

predicted to hit the EMI while the decay muon does not, and the EM! 

2-plane probability cut rejects 33.SS of the remaining decays. The 

corresponding numbers for the case when all 'leaving' tracks are 

treated as kaons are SOS and 66S, respectively. Therefore, the 

undetected decays are 6ltlOS and 17±12S, for pions and kaons 

respectively, of the total background due to decays outside the bubble 

chamber. Due to small statistics these numbers are obtained by 

averaging over all momenta and charges. This assumption introduces 

only a small error in the estimate. 

The total background outside the chamber ~s estimated from a 

minimum bias sample of charged current events. Whenever each 

'leaving' track is extrapolated to the EMI, by XTRAP, it also 

calculates the probability that the track will decay before reaching 

the EMI. ·rhis is done assuming the track is a pion. By adding up 

this probability for all the hadronic 'leaving' tracks, i.e., tracks 

other than the muon, we get a prediction for the total decay 

background. Using the detection efficiency calculated above we thus 

arrive at the undetected background estimate. The results are shown 

in Table 4.4. The errors in the estimate, in Table 4.4, due to the 

errors on the detection efficiencies are small. 
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4.2.1.3 Estimate of total decay background 

To estimate the total decay background we need to know the 

fraction of pions and kaons in the 'leaving' track sample. We 

estimate the fraction of kaons by using the KO production rate in 

charged current events. According to isospin invariance, the number 

of charged kaons produced in these events is the same as the number of 

neutral kaons. We further make the assumption that number of positive 

kaons produced in charged current events is the same as the number of 

negative kaons. This assumption, leads to a SOS error in the estimate 

of the relative number of positive and negative kaons2, however, it 

leads to only a 10-121 error in the background estimates. Also, all 

the kaons produced in charged current events are not potential 

background, because either they have momentum less than 4 GeV/c or 

when extrapolated they miss the EMI. The fraction of primary charged 

kaons which are potential background is detennined from a neutrino 

Monte Carlo3• 

In a minimum bias sample of 831 completely measured charged 

current events 42 neutral kaons are observed. This observed rate must 

be corrected for losses due to poor detection efficiency within 1 cm 

of the primary vertex and within 20 cm of the downstream chamber 

wa11 1•2 and for losses due to unseen decays and for losses due to 

interactions. The scanning efficiency1•2 for K's within the 

detectable region is assumed to be 1001. The unseen decays include 

decays of K0
5 into neutral particles (br. ratio 31.41), and all decays 

-
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0 ~ of K L" After correcting the raw rate for detection losses and unseen 

decays we obtain a neutral kaon production rate of 21±3% per charged 

current event. This then implies that the production rate of positive 

and negative kaons (each) is 10.5±5% per charged current event. From 

the neutrino Monte Carlo it is determined that only 11.4±2.lS of these 

kaons have momentum ~ 4 GeV/c and are predicted to hit the EM!. This 

implies that the number of positive and negative kaons (each) which 

can contribute towards this background is 1.3±0.BS per charged current 

event. 

In a minimum bias sample of 1434 charged current events (only the 

'leaving• tracks were measured here) there are 331 positive and 254 

negative hadronic 'leaving' tracks. Assuming that the fraction of 

protons4 in the positive 'leaving• track sample is SS, we obtain that 

the fraction of positive kaons is 6±3% and hence the pion fraction is 

89±3%. The corresponding numbers for the negative 'leaving• tracks 

are 8t4S and 92±4%. 

The decay estimates in tables 4.3 and 4.4 are combined and the 

total decay background is given in table 4.5. The last line in table 

4.5 is obtained by multiplying the numbers of r and K decays by their 

respective fractions and adding them. There is a 10-12% error in the 

background estimate due to the uncertainty in the fraction of pions 

and kaons in the 'leaving' tracks, and there is another lOS error due 

to systematic measurement and geometrical reconstruction differences 

among the various groups in the collaboration. 
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4.2.2 Punch-through background 

Hadrons which leave the bubble chamber can either decay outside 

or interact in the absorber or do neither. The background due to 

decays has been dealt with in the previous section. In the present 

section we will estimate the background due to hadrons interacting in 

the absorber and hadrons reaching the EMI without interacting or 

decaying. The two sources are collectively referred to as punch­

through. 

rhe probability that a hadron will reach both EMIB and EMIC 

without interacting or decaying is extremely small, N 5*10-5, because 

of the presence of (typically) 10 interaction lengths of absorber. 

Therefore, the number of leaving hadrons, in the present data sample 

of 13000 charged current events, which can fake a muon is roughly 0.2; 

thus this source w·111 be neglected. 

The more important background is due to hadrons which interact in 

the absorber, giving rise to secondary and tertiary particles, some of 

which can hit the EMI. A hadron which is predicted to hit the EMI can 

at times be associated w1th these background hits to make a good EMI 

match, thus faking a muon. To estimate th1s background, we will use 

the actual hf ts 1n EMIC 1n the event timeslot. This method was 

developed for a previous experiment5• Although the method may seem 

approximate, ft has been detennined that 1t gives results which agree 

with a Monte Carlo calculat1on1•6• In the Monte Carlo, hadrons which 

leave the chamber, make a match in EMIB, and are predicted to hit 

EMIC, were followed as they traversed the absorber towards EMIC. The 
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hadrons were allowed to interact in the absorber until either they 

deposited all their energy in it or their secondary and tertiary 

products hit EMIC. Hadrons which made a good EMI match using these 

hits were thus able to fake a muon. 
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To estimate the background, we take only those hadrons which have 

momentum ~ 4 GeV/c, a good match in EMIB ( probability ~ 0.5%) and are 

predicted to hit EMIC. These hadrons are taken from a minimum bias 

sample of charged current events and dimuon candidates. In charged 

current events, all 'leaving• tracks other than the muon are 

considered as hadrons. In the dimuon events, the primary muon is 

selected on the basis of its momentum. Also, in the event timeslot we 

use only those hits in EMIC which (a) 'cannot be associated with the 

primary muon, and (b) when compared with the hadron's predicted 

position result in a match worse than 0.05%. The second requirement 

is to reduce the number of hits due to the decay of hadrons. We then 

make the assumption, that all other hits in EMIC within a maximum 

cutoff distance from a hadron's predicted position (140 tubes for 

EMICV and 250 tubes for EMICH) are distributed uniformly along EMICH 

and EMICV. This can be justified by plotting dN/dx2, where x2 is 

calculated using the hits selected as above and the predicted 

positions of hadrons, and comparing it with the theoretically expected 

result. In appendix C.1, we calculate the theoretical expression for 

dN/dx2, and, in Figs. 4.4 (a) and (b), we show the plots for EMICV and 

EMICH, respectively. Comparing the two we see that the previous 

assumption is justified. 
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The procedure followed to estimate the background is quite 

straight-forward. Using the hits selected in the manner described 

above, a density of background hits (# hits/unit length) is 

calculated. This density is then used to calculate the expected 

number of hits in a region R, around the extrapolated position of the 

hadron, which corresponds to a 1% cut on the 2-plane probability. 

Appendix C.2 contains the necessary formulae. If we denote the 

expected number of hits as H, then the probability of observing no 

hits within region R (from Poisson statistics) is e-H, and the 

probability of observing some hits within this region is 1 - e-H. 

Summing this probability over all hadrons gives us the total 

background. The background is calculated for, say, p-p- by adding 

probabilities for negative hadrons in events where the primary muon is 

also negative. Similarly we can get the background for all the other 

event classes. 

Hadrons are divided into three momentum bins. While calculating 

a density of hits, two cases are considered depending upon the number 

of extra hits in EMICV (and EMICH). If the number of extra hits S 3, 

then an average density is calculated by sunning over all such cases, 

whereas if the number of extra hits ) 3, then the actual number of 

hits is used event by event to calculate the density. Table 4.6 shows 

the various steps during the calculation of this background. The 

punch-through background for the various event classes is shown in 

Table 4.7. The error in the background calculation is estimated to be 

roughly 40%. The punch-through background estimates are consistent 
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with the lower limits, calculated using the accidental 'in-time• 

background Monte Carlo, in 4.1.3. 
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One expects the punch-through probability per leaving track to be 

roughly constant (as a function of momentum), although we do not 

observe that in the present case. We expect a constant probability 

because the amount of punch-through increases with track momentum, 

whereas the region corresponding to a lS cut on 2-plane probability 

decreases with momentum, thereby roughly cancelling each other out. 

The reason we do not observe this is due to a few events, with a 

somewhat noisy EMIC, which have a large background probability. In 

the results presented in tables 4.6 and 4.7, we have assumed that the 

1 - + punch-through probabi ity for r and r are the same. The 40S error 

on these estimates takes into account these noisy events. 

4.2.3 Accidental associations 

At times, 'leaving• tracks can be associated with random, 

background hits in the EMI and be falsely labeled as muons. This 

background is estimated using a •wrong-frame• analysis - EMI 

information from a frame which is different from the one where an 

event is found is added to the event's data structure. We then 

compare the predicted positions of the tracks (in the event) with hits 

in the EMI data and look for fake multimuon events. Only those events 

are considered which have at least two 'leaving' tracks, including the 

muon. To improve statistics each event is used with EMI information 

from many different frames. This background contributes a negligible 



amount (0.16t0.1% of the 64 dfmuon events) to the ffnal multfmuon 

event sample. Usfng events wfth at least one 'leavfng' track, the 

accidental contribution to the charged current sample is roughly 

0.2t0.1%, which, again, is negligible. 

4.3 Discussion of results 
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The minfmum bias event samples, used in calculatf ng the punch­

through and decay backgrounds, have to be selected by the same cuts as 

those made while obtaining the multi-muon event sample (in 4.1.4). 

The same cuts have been made to select the event sample used in the 

punch-through background calculation, but not the event sample used in 

the decay back~round calculation. We correct for this by decreasing 

the decay background by a factor, which takes into account the effect 

of cuts which were made only for the punch-through sample. 

Specifically, the cuts on IPFB activity, matches in EMIBU, and 

independent hfts f n EMICV and EMICH are to be accounted for. Using 

numbers determined in 4.1, we estimate that the decay background has 

to be decreased by 17±1.SS. With this, we can combine the punch­

through and decay backgrounds, and the result is presented in Table 

4.8. 

The net signal can be obtained by subtracting the total 

background from the event sample determined in 4.1.4. However, before 

we calculate dimuon production rates we have to correct the signal for 

• 
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the var1ous cuts which have been made and the detection efficiencies. 

The latter will be calculated in Chapter 5 and rates will be 

calculated in Chapter 6. 
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Table 4.1. Effect of various cuts on the raw 
event sample. 

Opposite Sign L1 ke Sign 
Di muons Di muons 

Events in raw 67 31 
sample 

Events lost due to: 

1) Requiring a match 4 5 
in. EMIBU 

2) Requiring activity 
in IPFB 0 5 

3) Requiring independent 17 8 
hits in EMICV and 
EM I CH 

4) Residual on track 0 1 

s 30 " 

Final Event Sample 52 12 

Tri muons 

8 

2t 

0 

6 (4t) 

0 

0 

t indicates number of events which were counted as dimuon 
events (all as opposite sign events). 
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Table 4.2. Probability (%per LT) of a 'leaving' 
track faking a muon. 

P (GeV/c) 4 - 6 6 - 8 8 - 12 12 - 20 20 - 28 

L (cm) 

70 - 90 0.180 0.219 0.200 0.060 0.056 

90 - 130 0.549 0.319 0.282 0.149 0.097 

130 - 170 0.655 0.504 0.230 0.222 0.094 

170 - 230 1.121 0.697 0.572 0.314 0.211 

230 - 1.935 1.362 0.842 0.533 0.328 

Decays 
outside B.C. 0.140 0.093 0.065 0.040 0.024 

Table 4.3. Background due to decays inside 
bubble chamber. 

28 -

0.022 

0.062 

0.073 

0.149 

0.226 

0.013 

Event Class 

Decay Mode 

I' I' 
- + 

I' I' 
+ -

I' I' 
+ + 

I' I' 

r - I' 5.4 6.1 1.2 0.5 

K - I' 23.5 24.1 5.4 2.1 
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Table 4.4. Background due to decays outside 
bubble chamber. 

- + µµ + -µµ Event Class 

Decay Mode 

,, - µ 1.0 1.2 0.29 

K - µ 2.1 2.4 0.64 

Table 4.5. Total Decay background 

Event Class - + - + µµ µµ µ µ 

Decay Mode 

,, - µ 6.4 7.4 1.4 

K - µ 25.6 26.5 6.0 

Total 8.0 8.1 1.9 

+ + 
µ µ 

0.09 

0.19. 

+ + µµ 

0.60 

2.29 

0.6 
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Table 4.6. Punch-through calculation. 

Momentum (GeV/c) 4 - 12 12 - 20 20 -

I Tracks with EMIB 
match ~ 0.5%, and a 58 37 68 
match in EMIBU 

I extra hits within 
maximum cutoff distance 
in CV 77 47 180 

CH 112 54 183 

I extra hits when CV 36 32 147 
match in EMIC ( 0.05% CH 85 34 161 

I extra hits when 
match in EMIC ( 0.05% CV 26 23 39 
and I extra h1ts < 3 CH 52 25 37 

Average dens1ty 
when I extra h1ts < 3 

(Xl0-3) h1ts/cm 
CV 2.6 3.6 3.7 
CH 1.4 2.3 2.1 

Punch-through 
probabil1ty per 

(%) 'leav1ng' track 0.12 0.043 0.66 



Table 4.7. Total Punch-through background. 

Event Class 

Punch-through 
background 

pp 

3.0 

- + pp 

5.3 

+ -pp 

0.5 

Table 4.8. Total Punch-through and Decay 
background 

Event Class - + + -pp pp pp 

Punch-through 3.0 5.3 0.5 
background 

Corrected decay 6.6 6.7 1.6 
background 

Total 
background 9.6 12.0 2.1 

+ + pp 

0.3 

+ + pp 

0.3 

0.5 

0.8 
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Fig. 4.2. Plot showing the dependence of the difference in U 
tube number calculated using EMIBV and EMIBH tubes predicted by 
XTRAP and the U tube predicted by XTRAP vs. track momentum. The 
Y axis is in units of cm and the X axis is 1n units of GeV/c. 
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Decay Muon_..,,.-

Fig. 4.3. Gemnetrical representation of the composite track 
which is fitted to the combination of the parent hadron and 

the decay muon. 
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F1g. 4.4a. A ~lot of dN/dz2 vs. x2 for EMICV. The X axis 1s 
the value of x . The sol1d 11ne 1s a f1t to the data using a 
itx f1t. 
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Chapter 5 

Detection Efficiency 

Not all multimuons that are produced in the data sample are 

detected, because of various losses and cuts made in the analysis. 

Therefore, the detected event sample has to be corrected to obtain the 

true production rate. Actually, we correct the net signal, which is 

obtained by subtracting the background from the event sample. The 

factors which have to be corrected for are, (a) losses at the scanning 

and measuring stage, (b) geometric and electronic acceptance of the 

EMI, and (c) the cuts made to reduce backgrounds (see Chapter 4.1). 

Apart from correcting the multimuon signal, we also have to correct 

the unbiased charged current sample, so that we can calculate multi-

. muon production rates nonnal1zed to the charged current production 

rate. 

5.1 Losses in scanning and measuring 

5.1.1 Scanning efficiency 

In the first step of the analysis chain (Chapter 3.1) all frames 

were scanned and event vertices noted down. A second scan was done on 

a smaller sample to determine a scan efficiency. The average scan 

• 

-

-

-· 

-

-

-

-

-
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efficiency for finding events which have at least two 'leaving' tracks 

is found to be 99t0.51. To correct the charged current sample we use 

the scan efficiency for finding events which have at least one 

'leaving• track, which is 97t0.5S. 

5.1.2 Faint or complicated events 

After program DIMUON (Chapter 3.2) had been run on event vertices 

and the EMI data, events were tagged as possible multimuons. At this 

stage 'leaving• tracks had to measured in all such events which had at 

least two 'leaving' tracks. However, some events were extremely faint 

or had a very complicated topology and thus could not be measured. 

The fraction of missed events varied between the different groups, 

ranging from 21 to 171. Averaging over all the groups yields a loss 

of 6t1S. The charged current rate for the entire data sample is 

obtained by extrapolating results from a sub-sample (141 of the entire 

data). The groups which contributed to this sub-sample had small 

losses and the average loss was 3tl.2S. 

5.1.3 Overlooked tracks 

In the events which were measured, there were losses due to 

'leaving' tracks being overlooked by the scanners. This leads to a 

loss of dimuon events. This loss also varied between the different 

groups. To estimate the loss of dimuon events the following procedure 

is used. We first do a second scan on a subset of the events, which 
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have at least two 'leaving tracks', and detennine how many 'leaving• 

tracks were missed in the first scan, as a funct1on of the number of 

'leaving• tracks 1n the event (th1s is done for only those tracks 

wh1ch have momentum~ 4 GeV/c and are predicted to hit the EMI). This 

is necessary because the greater the number of 'leaving' tracks in an 

event the smaller is the effect of randomly missing one or more of 

them. We then calculate the probability that both muons of a dimuon 

event are detected, assuming that the losses in unbiased events with a 

given number of leaving tracks are the same as those in true dimuon 

events with the same number of leaving tracks. Because true dimuon 

events have more leaving tracks on the average, we have to mult1ply 

the above efficiency by a factor which gives the probability that a 

dimuon event will have, say, N 'leaving' tracks. This is obtained 

from the Chann Monte Carlo (described in Chapter 6). All non­

interacting tracks in the Monte Carlo events are extrapolated to the 

EMI, and the number of tracks, sat1sfy1ng all cr1teria to be 'leaving' 

tracks, are b1nned. The calculation estimating the loss of dimuon 

events 1s presented in Table 5.1 (the result shown here is only for 

one lab). The total loss of dimuons 1s obtained by averaging over all 

the groups in the collaboration, and is estimated to be 9t2X. The 

loss for charged current events is estimated to be ltO.lX (us1ng the 

procedure outlined above). 
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5.1.4 Reconstruction Losses 

Some of the tracks measured cannot be reconstructed by the 

geometry program because they may in regions where the optical 

constants are not well determined, or they are badly measured. After 

remeasurements are done, this loss of 'leaving• tracks is extremely 

small and will be neglected. 

The total loss of dimuon events due to faint or complicated 

events, overlooked tracks and reconstruction losses is 15±2S. 

5.2 Geometrical and electronic acceptance of the EMI 

5.2.1 Geometrical acceptance 

Some non-interacting tracks, produced in events in the fiducial 

volume, and leaving the bubble chamber, are predicted to miss the EMI. 

This can be because they have low momentum, and thus they bend too 

much and end up missing the EMI. The events can also take place near 

the edge of the f i duci a 1 vo 1 ume and if the tracks are produce&--at-·- ----

1 arge angles then again they miss the EMI. The geometric acceptance 

has a very strong dependence on track momentum. The geometric 

acceptance for charged current events and dimuon events is calculated 

using the same algorithm (developed for a previous experiment). We 

use an unbiased sample for charged current events, Monte Carlo 
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generated events for oppos1te s1gn d1muons, and the event sample for 

like-s1gn d1muons. There are three steps 1n this method, 

1) Each event 1s s1mulated to occur at d1fferent points 1n the bubble 

chamber. Th1s is done by f1rst rotat1ng the event about the neutrino 

ax1s, wh1le keep1ng the radial distance from it fixed. The rotation 

about the neutrino axis 1s a b1t approximate, because the center of 

the neutr1no beam does not pass through the center of the bubble 

chamber but 1s laterally displaced slightly (• 6% of the chamber 

radius), and we end up rotating the event about an axis parallel to 

1t. The rad1al distance 1s kept f1xed to account for correlation 

between 1t and the event energy (th1s correlat1on is very strong for a 

d1-chromatic beam but not as strong for a quad-triplet beam). The 

event 1s then moved randomly along the beam d1rection (or event axis). 

F1nally, the muon is rotated about the event ax1s (in case of dimuon 

events both muons are rotated about the event axis). The event has to 

be in the fiducial volume. Each event is used 15 times, and each copy 

is treated as a separate event. 

2) The events generated above are run through XTRAP. 

3) Finally, these events are run through an analysis program which 

calculates, after looking at the results of XTRAP, the EMI's geometric 

acceptance. Each copy of the event is checked to see if the muon(s) 

is predicted to hit the EMI and from the fraction hitting we derive 

the detection efficiency. All events are combined using weights 

(1/efficiency) to detennine the total sample weight or the average 

geometric efficiency. It is important to use weights since events 

don't occur in the minimum b1as sample w1th equal probabilities, i.e., 

-

• 

• 
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fewer lower momentum muons are detected compared to higher momentum 

muons relative to what is produced. However, for opposite sign 

dimuons we use Monte Carlo generated events, which have no bias in 

muon momentum due to detector acceptance. Therefore, for these 

dimuons we simply average the efficiency of all events to get a total 

sample efficiency. The like-sign events are treated similarly to 

charged current events. Weights calculated for all the dimuon events 

in the event sample are also used while histogranvning various 

kinematical quantities (described in Chapter 6). 

The geometric acceptance for charged current events is presented 

in Table 5.2. The acceptance for v events was also checked using 

events from a v Monte Carlo, and the results were found to ~e i~ 

excellent agreement with those of the minimum bias sample. The 

average geometric efficiency for (muons with momentum ) 4 GeV/c) 

opposite s1gn dimuon events 1s 83t2S, and 98tlS for like s1gn events. 

The reason for the different geometric acceptance for opposite and 
+ like sign events is that the acceptance for p •s is smaller than for 

p-•s, and since the like sign is mainly p-p- their overall acceptance 

is higher. 

5.2.2 Electronic efficiency 

Some muons that are predicted to hit the EMI are not detected. 

This is because the EMI has some inactive channels (N 4S) and some 

channels which are not very sensitive. The main reason for inactive 

channels was that some wires produced too many spurious hits and were 
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disconnected. Also, the algorithm (Chapter 3.4.2 and 3.4.3) used to 

tag muons has inherent inefficiencies, leading to a further loss of 

muons. We will combine the inefficiencies due to inactive and less 

sensitive channels with those of the analysis program and refer to the 

result as the electronic ineffic1ency of the EMI. 

We will use 'beamtracks' for the purpose of calculating the 

electronic efficiency. We require the 'beamtracks' to have momentum ~ 

20 GeV/c to reduce hadron contamination. We only consider those 

'beamtracks' which are predicted to hit the EMI. As mentioned in 

Chapter 3.4.1 and 3.4.2 we have to calculate the efficiency separately 

for groups who used Jeremy Lys's version of the minimum x2 method, and 

for those who used Peter Kasper's. . 
Of all the 'beamtracks' predicted to hit the EMI, Jeremy Lys' 

version labelled 95.4% as· muons. For 'beamtracks' which have 3 view 

measurements the 1% cut (based on Bayes' theorem in 3.4.3) removed an 

additional 5.6S, leading to a total efficiency of 89.8t0.8S, whereas 

the efficiency for 'beamtracks' with 2 view measurements is momentum 

dependent. For tracks with momentum ( 150 GeV/c the total efficiency 

is 78.3% and for tracks with momentum ~ 150 GeV/c the corresponding 

efficiency is 64.4%. Peter Kasper's version tagged 92.7% of the 

'beamtracks' as muons, and the lS cut removed only 1.3% of these, 

giving a total efficiency of 91.4t0.8S. The latter 'beamtracks' do 

not have a momentum dependent efficiency. Averaging the two 

efficiencies over the fraction of data analyzed by each version gives 

an average electronic efficiency of 89.0t0.6%. 

• 

• 

• 
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The efficiency of tagging a single muon is 89.0t0.6% and so the 

electronic efficiency for tagging d1muon events is 80.6t0.8S. 

5.3 Cuts made to 'clean' the event sample 

We requ1re d1muon events to pass three cr1teria described in 

Chapter 4.1, (1) minimum activity in IPFB, (2) matches for the muons 

in EMIBU, and (3) independent hits in EMICH and EMICV. All three cuts 

lead to a loss of genuine d1muons. The loss of events by requiring 

activity in IPFB is 4±1%, by demanding matches in EMIBU 7.0±1.6%, and 

by requiring independent hits in EMICH and EMICV 5.6t0.5S. Therefore, 

the total loss is 16.0±1.8%. None of these cuts were made on the 

charged current sample and thus no correction 1s required for them. 

5.4 Discussion 

Using the efficiencies calculated above, the detection 

efficiency for opposite sign events is 47.6±2%, for like-sign events 

56.3tl.5%. The detection efficiency for v induced charged current 

events is 82±1% and for v induced events is 77±2.2%. 
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Table 5.2. Geometric acceptance of an unbiased 
sample of charged current events. 

Momentum {GeV/c) Geometric acceptance for charged current data 

-.., .., 

Efficiency (I events Efficiency (I events) 
in sample) 

p 2 4.0 96.6:t0.6 % (866) 91.9:t2.3 % (152) 

4.0 < p s 20.0 84.6±2.5 % (146) 66.8:t7.3 % (25) 

20.0 < p s 50.0 99.7±0.2 % (259) 98.4±0.8 % (37) 

p > 50.0 100.0:t0.1 % {461) 100.0:t0.4 % (90) 
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Chapter 6 

Comparison of data sample with Monte Carlo predictions 

In the previous three chapters, we extracted the multi-muon 

sample, estimated the backgrounds and calculated the detection 

efficiencies. We are now in a position to calculate multi-muon 

production rates, which are nonnalized to the single muon (i.e., 

charged current) production rate. We compare kinematic distributions 

for the opposite sign dimuon event sample with the predictions of a 

(chann) Monte Carlo. The like-sign event sample is compared with 

distributions from a r/K background calculation. 

We first describe the Monte Carlo which generates opposite sign 

dimuons, and then the r/K background calculation. The latter is also 

used to generate kinematic distributions which descr·lbe the background 

events in the opposite sign sample. 

6.1 Chann Monte Carlo 

The Monte Carlo was written for a previous experiment1, and it 

only generates the shape of the various kinematic quantities (thus it 

does not provide a check on the absolute opposite sign production 

rate). To compare these predictions with the event sample, we 

nonnalize the output of the Monte Carlo to the total dimuon signal 

(i.e, data - background). Kinematic distributions for background 

• 

• 

• 



events are generated, as mentioned above, by the r/K background 

calculation, and are nonnalized to the total number of background 

events (decay + punchthrough) 1n the event sample. 
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The chann Monte Carlo has three distinct stages, (a) production 

of a chann quark in a charged current neutrino event, (b) 

hadronization of the quark as a chann meson, and (c) decay of the 

meson to produce the second muon. We will briefly describe each step. 

6.1.1 Product1on of a chann quark 

In the Monte Carlo, we use the four quark model, described 1n 

Chapter 1.4, to describe chann production. We can 1gnore the presence 

of the b quark due to a small mixing angle between it and the u quark. 

We ignore any intrinsic chann component in the nucleon (which could 

produce ab quark, since c + b coupling is large). The t quark is 

ignored due to lack of phase space. Therefore, we can describe the 

mixing between d (s) and c quarks using only the Cabibo angle 

(ignoring the Kobayashi-Maskawa matrix), and in equations 1.7 - 1.10 

(Chapter 1.6.1) we equate Vcd • 0.228 and Yes = 0.973. 

The nucleon structure funct1ons2 are obta1ned by us1ng the fonn 

x0•5•(t-x)3•5 for valence quark d1str1butions, and (l-x) 7 for the sea 

quark distribut1ons. We take the quark (anti-quark) sea to be 

asyB111etric, and the ratio of the strange to non-strange sea2 is taken 

to be 0.52. With these assumptions, and the fraction of the nucleon 

momentum carried by various quarks2, the explicit fonn for the quark 

density funct1ons can be written as 



xu(x) = 2.503*vx*(l.O-x) 712 + 0.185*(1.0-x) 7 

xd(x) = 1.246*vx*(l.O-x) 712 + 0.185*(1.0-x) 7 

xs(x) • xs(x) = 0.096*(1.0-x) 7 

xu(x) = xa(x) = 0.185*(1.0-x) 7 
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The kinematic effect of the large charm quark mass is taken into 

account by using the slow re-scaling procedure, and the corrected 

cross-sections for charm production in v (and v) interactions are in 

Equations 1.9 and 1.10 (Chapter 1.6.1). The large quark mass also 

introduces a threshold into the interaction, and we require that W ~ 

wth (= 2.81 GeV/c2 =Mo+ MN). We write w2 = MN2 - Q2 + 2MNEy = MN2 + 

2MNEy(l-x) (where all variables have the same meanings as defined in 

Chapter 1.6.1), and using Wth as the lower limit for W we derive the 

allowed range for x, y and E. For instance, the minimum allowed value 

for Eis (w2th - MN2)/2MN and the maximum is determined from the 

energy of the incident beam. We choose values for x, y and E, within 

their allowed range, so as to simulate the correct shape of the charm 

production cross-section (the energy spectrum of the beam3 is taken 

into account). We also require the momentum of the primary muon to be 

greater than a specified value (e.g., ~ 4 GeV/c). 

We choose the incident lepton, v or v, according to the fraction 

of v•s in the beam (which is a function of the lepton energy). We 

choose the target type, i.e., a neutron or a proton, according to the 

fraction n/p in present Ne-H2 mix and the ratio a /a (or for v). 
~ ~ 

We choose the target type for two reasons: (1) The density functions 

are defined such that xu(x) refers to the more abundant (valence) 

• 

• 
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quark and xd(x) to the less (valence) abundant quark, and since there 

are two d quarks in a neutron and one d quark in a proton (reverse for 

u quark), we use the density function xd(x) for llP interactions and 

xu(x) for 11n interactions. Similarly for v interactions with a proton 

(neutron) we use xa(x) (xu(x)). The cross-sections used for the 

various different cases are 

llP • sin2Bc d(() + cos2Bc s(() 

11n • sin2Bc u(() + cos2Bc s(() 

iip + sin29c a(() + cos29c s(() 

iin + sin2Bc u(() + cos2Bc s(() 

In addition to the above terms there is also an overall multiplicative 

factor, which is defined in equations 1.9 and 1.10. (2) We require 

that the electric charge (and baryon number) in the initial and final 

state are the same, and thus the total charge of the hadronic system 

is determined from these constraints. For instance in llP • p-X, where 

X represents the hadronic system, X has charge +2, whereas in the 

interact1on 11n • p-x, X has charge +1. 

The event vertex is chosen according to the spatial distribution 

of the neutrino beam and the geometry of the bubble chamber, and is 

required to lie w1thin the fiducial volume. This is necessary because 

we use the Monte Carlo generated dimuon events to calculate their 

geometr1c acceptance by the EMI (described 1n Chapter 5.2.1). 
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6.1.2 Fragmentation of the charm quark 

After a charm quark is produced in a v (v) interaction it 

fragments to produce a charmed meson or baryon. There is evidence4 

that charmed baryon production is suppressed for Ev) 30 GeV, and 

since in the present experiment the <Ev> N 90 GeV we ignore charmed 

baryon production. We therefore assume that the charm quark fragments 

* to produce D and D mesons. For W < 2.95 GeV only D mesons are 

* produced, and for W ~ 2.95 GeV D and D mesons are produced (in the 

ratio 3:2) 5• In case a o* is produced we allow it to decay to Dr or 

07 (in the ratio 2:1). The fragmentation process is described by the 

Peterson6 function 

1 
Dc(z) = --------

( 1 E )2 
z 1 - -z- - (1-z) 

where E is a factor dependent on the quark mass, and z is the ratio of 

the meson and the quark energy. Theoretically, one expects e ~ 1/mc2, 

and experimentally7 its value varies from 0.14 to 0.79. The 

fragmentation function depends weakly on E, and the large variation 

(0.14 to 0.79) in its value does not produce a significant change in 

the shape of Dc(z) 7• For our Monte Carlo we use em 0.16 (no error 

is reported on 0.79, and hence it is not used in calculating an 

average value of e). In the fragmentation process, the charm meson 

gets a fraction, z, of the charm quark energy. 

The charm meson is also given a momentum in a direction 

transverse to the hadronic system, where the latter's 4-momentum is 
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Phs = Pv + PN - ppl" The transverse momentum is chosen according to 

the function 

Since the chann meson gets only a fraction, z, of the chann quark 

energy, the remaining fraction, 1-z, goes into producing a hadron 

shower. The hadron shower consists of one baryon (to conserve baryon 

number} and a mixture of pions (r0, r- and r+}. The charge of the 

hadronic shower depends on the incoming lepton and the target nucleon. 

The particles in the hadronic shower are produced according to a flat 

rapidity distribution, and have energy and momentum (PL and Pt} 

satisfying constraints on the hadronic shower. 

6.1.3 Decay of the chann meson 

At this stage we produce the second muon by allowing the chann 

meson to decay. We deal only with 3-body decays, D + rpvp, Kpvp and 

K*pvp. The branching ratios for these decay modes8 are 

0.06/0.47/0.47. The matrix element for the decay, Y + p+vPX, is9 

Using this expression we can determine the energy spectrum of the 

final state particles. The functional fonn of the muon spectrum is 

the same for the D + r and D + K case since both are examples of spin 
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* O + sp1n O decay, whereas the D + K has a d1fferent fonn s1nce 1t 1s 

a sp1n O + sp1n 1 decay mode9• We f1rst choose the muon momentum 

accord1ng to the appropr1ate spectrum, and then generate the neutr1no 

and strange meson momenta. We requ1re the muon momentum to be greater 

than a spec1f1ed value (4 GeV/c 1n the present case). In case the 

* * decay mode 1s D + K pv, we allow the K to decay to Kr. 

Th1s completes the cha1n of events, wh1ch starts w1th the 

product1on of a chann quark and ends w1th the sem1-lepton1c decay of 

.the chann meson. W1th the 1nfonnat1on generated we can plot var1ous 

k1nemat1cal quant1t1es and compare w1th data. 

6.2 r/K background program 

The chann Monte Carlo 1s used to s1mulate genu1ne oppos1te s1gn 

d1muon events, whereas the background calculat1on uses v and v 1nduced 

(m1n1mum b1as) charged current events to generate fake d1muon events 

(both oppos1te and 11ke s1gn). Only those charged current events are 

cons1dered wh1ch have at least one 'leav1ng' track (P ~ 4 GeV/c and 

pred1cted to h1t EMIB and EMIC) 1n addit1on to the muon. 

The procedure to simulate background 1s quite stra1ght forward. 

Each hadron1c track 1n a charged current event is assigned a we1ght, 

which corresponds to the probab1lity that it can fake a muon, either 

by decaying 1n flight or by •punching through• to the EMI. These 

weights are calculated in Chapter 4.2, and the probabil1ty (per 

'leaving' track) of a hadronic track fak1ng a muon 1s presented 1n 

tables 4.2 and 4.6. We calculate the same kinematical quant1ties here 
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as for the event sample (and for the Monte Carlo generated events), 

and while histogramming, each entry is weighted by the background 

weight of that particular hadronic track and the geometrical and 

instrumental weight of the charged current event it belongs to. The 

geometrical weight of a charged current event is parametrized in tenns 

of the muon momentum and the angle it makes with the neutrino 

direction. We sum over all hadronic tracks in the charged current 

sample. Since we use a small sub-sample of events to generate the 

background, all distributions are nonnalized to the total background 

(see table 4.8). To simulate the like-sign background, we use 

negative hadronic tracks in v induced events and positive hadronic 

tracks in v events, and for the opposite sign background, we use 

positive tracks in v events and negative tracks in v events. 

We now turn to the event sample to calculate multi-muon 

production rates and plot kinematic quantities. 

6.3 Energy reconstruction of the dimuon and unbiased event sample 

Since we do not detect all the neutral particles that are 

produced in an event, we have to correct for this inefficiency to 

avo1d underestimat1ng the energy of the hadronic shower and thus the 

energy of the incoming neutrino (or v), the latter being reconstructed 

by adding the momenta of all particles along the neutrino direction. 

The unbiased event sample needed a larger correction, compared to the 

dimuon event sample, because not all of the converted neutral 

particles were measured in the fonner sample. For instance, only the 



five closest 7 1 s associated with the charged current event were 

* measured, and none of the N •s were measured. On the other hand, 

every dimuon event was measured as completely as poss·lble. 
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We use a method which had been developed for previous bubble 

chamber experiments12 (SCOTT method). In this method we assume that 

(a) we know the neutrino direction, (b) we know the momentum of the 

leading muon, (c) the momentum of the detected hadrons is along the 

momentum vector of the total hadronic system (= ~v - ~p1 ), and (d) the 

target nucleon is at rest, hence the muon momentum perpendicular to 

the neutrino direction in the p-v plane exactly balances the total 

hadronic transverse momentum (in the same plane). The correction is 

parametrized in tenns of the v1sible hadron1c momentum (Px), parallel 

to the neutrino direction. This is done separately for dimuon events 

(the secondary muon is treated as part of the hadronic shower) and 

charged current events. The corrected hadronic momentum can be 

written as, 

P I • b + aP 
x corrected x 

where, 

a • 1.30 ± 0.02 and b • 2.5 ± 0.3 for charged current events 

a = 1.20 ± 0.06 and b • 4.8 ± 2.0 for dimuon events 

Therefore, 

• 

... 

• 
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E - = P + P I 
v(v) p-x x corrected 

To detennine the effectiveness of the SCOTT method for the 

present experimental conditions, we studied its effect on charged 

current Monte Carlo events (only v induced events) 15 • We assume that 

v events are affected in a similar fashion. Only those Monte Carlo 

events are considered which have a muon with momentum ~ 4 Gev/c that 

is predicted to hit the EMI. We also simulated the present 

experimental condition by including only the closest five 7's in the 

visible energy. These studies show that the SCOTT method is not 

capable of reconstructing the missing energy completely. The ratio 

(Erecon.>l<Etrue>' for Monte Carlo events is only 0.93, implying a 

short fall of 7S. We introduced a second correction to account for 

this deficit. The 7S correction was split into two parts: (a) The 

muon momentum was increased by 4.3S. In our analysis programs, track 

momenta are 'fixed' up to reflect the fact that the curvature of a 

track is nonnally distributed (which is what is measured in bubble 

chambers), whereas momentum (1/curvature) is not. This 1 fix 1 decreases 

the average muon momentum, and the 4.3S correction is used to correct 

this. (b) The visible hadronic energy is corrected by 10.2S. The 

individual corrections to the muon and visible hadronic momentum add 

up to a 7S increase in the total energy of the event. The two 

corrections (SCOTT and the 7S increase) brought the reconstructed 

energy close to the true value (the above ratio now becomes 0.99). 
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Also, the reconstructed energy spectrum, after the second correction 

(the 7: increase), is closer to the true energy spectrum. 

To estimate the true energy spectrum of the unbiased event 

sample, we used three methods: (1) SCOTT method as described above, 

with the additional (7: increase) correction factor. (2) Scaling Evis 

for the data sample according to the ratio Etrue/Evis as determined 

from Monte Carlo events. (3) Using the true energy distribution 

generated by the neutrino Monte Carlo. We divide the data in three 

energy bins (0-100 GeV, 100-200 GeV, ~ 200 GeV), and calculate the 

fraction of events in these bins according to the three methods. The 

spread in the value of the fraction of events reflects the systematic 

uncertainty in the energy estimation. Our final result takes the mean 

of the extreme values as the central value, and the spread about this 

value as the systematic error. 

We believe that the neutrino Monte Carlo uses the correct 

neutrino flux and reasonably accurate quark structure functions. This 

can be seen by comparing the muon spectrum from the data and the Monte 

Carlo, as shown in Fig. 6.1. The data includes muon from both the 

unbiased event sample and the unbiased leaving track sample, and 

corresponds to 1790 negatively charged muons. The agreement is good. 

However, the energy of the (visible) hadronic shower fpr the fully 

measured data sample (N 500 events) is in some disagreement with the 

Monte Carlo, as shown in Fig. 6.2. At present we are not certain 

about the reasons for this disagreement, i.e., whether the problem is 

in the event sample or in the way the visible hadronic shower is being 

simulated by the Monte Carlo. Therefore, to reduce the error in the 

• 

• 

• 
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final result due to relying solely on the unbiased data sample or the 

Monte Carlo, we follow the procedure outlined in the preceding 

paragraph. 

The background events (charged current events which contain at 

least one hadronic track with momentum ~ 4 GeV/c and predicted to hit 

the EMI) are treated similarly, by considering only those (neutrino) 

Monte Carlo events which had at least one hadronic track with momentum 

~ 4 GeV/c and which were predicted to hit the EMI. The spread in the 

fractions of events in the three energy bins is small in this case 

(compared to the error due to the background estimation techniques, as 

described in Chapter 4), and the resulting systematic error in the 

background is combined with the error due to the above mentioned 

techniques. 

·rhe dimuon event sample is corrected according to the SCOTT 

method only (without the additional correction factor of 7%). We 

believe that this is adequate, because, firstly, each dimuon event is 

measured more carefully than the unbiased sample, and secondly, the 

data corrected by the SCOTT method alone (without the additional 7% 

correction) agrees with the opposite sign dimuon Monte Carlo. The 

average event (data) energy and the fraction of events (data) in the 

various energy bins agree w1th the Monte Carlo results. We assume 

that the like-sign candidates are corrected adequately by the SCOTT 

method alone. 

The unbiased event sample corrected as above is used in 

calculating multi-muon rates as a funct1on of energy, and in obta1ning 

the kinematic distributions for the background. 
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6.4 Multi-muon Production rates 

6.4.1 Opposite Sign Dimuons (OSD) 

6.4.1.1 Rates 

Opposite sign dimuons are classified as either v or v induced, on 

the basis of the transverse momentum of each of the two muons with 

respect to all the other particles in the event. The muon with the 

larger value of Pr f s taken to be the primary muon, thus deciding the 

orfgin of the event, i.e., due to av or av. According to the chann 

Monte Carlo, in 97.0t0.6S of v induced OSO, the p- has the larger Pr, 

whereas this fraction is 95.0tO.SS for v induced OSD. The events in 

the data sample are shown in F1g. 6.3, and using the above criterf a we 

have 44 p-p+ and 8 p+p- events. The squares indicate events where p-
+ has the higher Pr, and crosses indicate events where p has the higher 

PT. We correct these numbers for the inefficf ency of the selection 

procedure (on the basis of Pr), subtract d~cay and punch-through 

backgrounds (from table 4.8), and use the detection efficiency for. 

detecting OSO (from Chapter 5) to estimate their total production. 

The OSD rate (nonnalized to single muon events) for E ~ 10 GeY and Pp 

~ 4 GeY/c for both muons, is 0.64±0.141 for p-p+ events, and 
+ -0.47±0.251 for p p events. Combining the two numbers, we calculate 

the total OSD rate to be 0.56±0.121. These results are presented f n 

table 6.1. The OSD rate fs fn agreement wfth result of previous 

.. 

... 

... 

... 

.. 

.. 
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experiments10• We also divide the data into three energy bins, and 

the p-p+/p- rate (v induced) as a function of energy is 

0.28±0.13±0.02% for Ev< 100 GeV, 0.76±0.27±0.14% for 100 S Ev< 200 

GeV, and 1.lt0.34±0.21 for Ev~ 200 GeV. The first error includes 

both the statistical error and error due to uncertainties in the 

background estimation (the latter is roughly 1/5 of the statistical 

error), whereas the second error is the systematic error due to the 

uncertainty in the number of charged current events in the three 

energy bins (see Chapter 6.3 for the origin of the second error). See 

Figs. 6.4 (a) and (b) for a comparison of our results with those of 

other experiments. 

We observe 8 neutral strange particles in 52 opposite sign 

events, however, to calculate rates we only use 48 events since 4 

events were faint and could not be reliably scanned for v0•s. All 

v0•s are kinematically fit by program SQUAW. The characteristics of 

the 8 v0•s are shown in table 6.2. All K/A ambiguities are treated as 

A's, except for the ambiguity in event 23271207 (this v0 has no 3-C 

fit) which is assigned a SOS probability11 of being a K. The raw 

ppVOX/ppX rate is 15t5S. The raw v0 rate in charged current events is 

8.5tlS, and the fract1on of background events containing v0•s is 

8.7tl.5S. We thus see that the neutral strange particle production 

rate is higher in opposite sign dimuons. We now correct this rate for 

detection eff1ciency of the v0 and decays into neutral particles. We 

weight each v0 by the (inverse of the) probability that it will decay 

inside the bubble chamber (instead of interacting before decaying or 

leaving the bubble chamber without decaying or interacting). A weight 
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of O.O is assigned to the v0 if it decays within 1 cm of the primary 

vertex {poor detection efficiency), or within 20 cm of the downstream 

wall (poor momentum detennination of the decay tracks). Since each 

dimuon event was scanned very carefully, we assume that the scan 

efficiency for v0•s which convert at least 1 cm from the primary 

vertex is a lOOS. The weight for the v0 also includes the probability 

(geometrical and instrumental) of detecting the event in which it is 

found. The latter were calculated in Chapter 5.2.1 and 5.2.2. The 

corrected v0 rate per dimuon event, after subtracting background, is 

found to be 0.50t0.21. If we assume, from isospin invariance, that 

equal numbers of neutral and charged strange particles are produced, 

then we find that the strange particle production per dimuon ev~nt is 

1.0t0.41,. which is consistent with the chann hypothesis (see Chapter 

1.6.1 for a discussion of this point). 

In the present sample we have a large number of K/A ambiguities. 

This could possibly be due to poor momentum detennination since the 

interaction length is small, hence the decay tracks interact more 

quickly precluding a good measurement of the track momenta. One 

option is to remeasure some of the v0•s where there are large errors 

on the momentum of the decay tracks. 

• 
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6.4.1.2 Kinematic distributions 

We now plot various kinematic variables, used to describe deep 

inelastic scattering and dimuon events, and compare the results for 

the data sample with the charm Monte Carlo predictions and background 

events, as described earlier on. Some of these variables have already 

been defined in Chapter 1.6.1. Out of 52 opposite sign events we use 

only 48 events for the present purpose, because 4 events were faint 

and could not be reliably measured. 

For the purpose of making these plots, we require that for an 

event to be c 1 ass if i ed as 1/ I' - the PT (with respect to a 11 non-muon 
+ particles in the event) of the I' has to be greater than that of the 

I'- by at least 1.414 GeV/c. The motivation behind this is to have a 

cleaner separation of v and v events. However, in the present sample 

f + -we ind that after making this cut we are left with only 4 I' I' events 

instead of 6, as predicted by the charm Monte Carlo. The probability 

of such a fluctuation is 13%. In the following plots the v induced 

events are shown shaded. The smooth dotted curve represents the Monte 

Carlo predictions normalized to the net dimuon signal (event sample -

background), and the dotted-dashed curve represents the sum of the 

Monte Carlo predictions and the background calculation predictions 

(unless otherwise specified), where the latter have been normalized to 

the total background in the sample. The events have been weighted by 

their instrumental and geometric weights (as calculated in Chapter 

5.2.1 and 5.2.2.) 
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The averages for the var1ous k1nemat1c var1ables are presented 1n 

table 6.3, and one can compare the d1muon event sample with the 

background predictions, Monte Carlo predictions and the unbiased 

charged current sample. The variables, for the unbiased sample, 

denoted by * are obtained by using hadrons which have momentum ~ 4 

GeV/c. The dimuon means are ca~culated from the sample means and the 

background means. The agreement between the dimuon means and the 

Monte Carlo predictions is very good. 

In Figs. 6.5, 6.6 and 6.7 we present the plots for the energy ~f 

the primary muon, the secondary muon and the event energy. The 

agreement is reasonable. Figs. 6.8 and 6.9 show the distributions for 

the mass of the hadronic system recoiling against the primary muon and 

the 4-momentum transfer squared. The agreement is very good. 

In Fig. 6.10 we present the Bjorken x distribution. The small 

peak, at x• 0.3, is due to one event with a high weight (3.8). The 

Bjerken y distribut1on is shown in Fig. 6.11. The excess in the high 

y bin (0.85 to 0.9) is mainly due to two low energy events with 

relatively high weights (2 and 3.8). The lack of events at low y is 

due to the charm threshold suppression and the slight depletion of 

events at high y (if one ignores the effect of the two high weight 

events) is due to the requirement that the primary muon momentum be ~ 

4 GeV/c. 

The plots for the variable measuring the asymmetry in the 

energies of the two muons, 7 = (EP1-EP2)/(EP1+EP2), is shown in Fig. 

6.12. The peak in the bin (-0.2,-0.3) is due to the high weight (3.8) 

event. The ratio of the muon energies, p, is shown in Fig. 6.13. The 

-
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momentum of the second muon perpendicular to the µ1-v plane is shown 

in Fig. 6.14. The solid line corresponds to hadrons with momentum ~ 4 

GeV/c in the charged current minimum bias sample, whereas the broken 

lines have their usual meanings. The peak in the 0.8-0.9 GeV/c bin 1s 

due to the high weight event. 

In Ffg. 6.15 we present the charged partfcle multiplicfty 

df strfbutfon. The solfd lfne f s obtafned from the charged current 

sample. Ffg. 6.16 shows the angle, ~. between the two muons projected 

on a plane perpendf cular to the neutrfno df rectfon. The agreement 

wf th data f s very good. 

In Ffg. 6.17 we present the fractfon of the hadronfc energy 

carrfed off by the secondary muon, zp2 = EP2/(Ev-Ep1). Thfs varfable 

measures the chann fragmentatfon functfon fndf rectly, sfnce the second 

muon carrf es only a part of the channed hadron momentum. For 

comparf son, three df fferent fragmentatfon functfon are plotted fn the 

ff gure. The dot-dash f s the sum of the chann Monte Carlo and 

background predf ctf ons usf ng the Peterson functf on, E = 0.16 (as 

descrfbed fn Chapter 6.1.2), the dotted lfne fs the Monte Carlo 

predfctions only usfng the same functfon, the solfd lfne fs the sum of 

Monte Carlo and background predfctfons where a unf fonn z df strfbutfon 

fs used fn the Monte Carlo, and the dashed lfne fs obtained usfng a 

delta functfon for the fragmentatfon, 6(z-0.68). 

In Ffgs. 6.18 (a) - (c) we plot the z dfstributfons for v0•s, 
- + negatfve tracks and posftfve tracks in pp events only. The solfd 

lfnes represent the correspondfng dfstributfons obtafned for charged 

current events. The dfstrfbutfon for K01 s falls more rapfdly for 
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charged current events, implying a softer source. In charged current 

events K01 s are produced mainly via assocfated production and hence 

have a lower fraction of the hadronf c energy, whereas in dimuon events 

they are produced by the decay of the channed hadron which carries a 

large portfon of the hadronfc energy. The distributfon for negatfve 

tracks is similar for both charged current and dimuon events. The 

shaded portion of the plot for positive tracks represents the 

secondary muon. It seems that the distributfon for charged current 

events falls off faster than for dimuon events, however, the 4 GeV/c 

cut on the second muon complicates the comparison. 

In Fig. 6.19 we present the invariant mass, Mpp' plot for the two 

muons. The small peak at 10 GeV/c2 is due to a relatively high weight 

(3.0) event. The larger peak at 6.4 GeV/c2 is more interesting, since 

1t contains 7 events with roughly the same weight (N 1.2 - 1.3), 

whereas we expect 1.4 events. The probability for a fluctuation in 

this bin is l*lo-4• If, however, we take 1nto account the number of 

bins in this plot, and the fact that we have made many different plots 

(since a peak in any one of them would have been interesting), the 

significance of this peak becomes small. Also, the error on the 

invariant mass for most of the muon pairs is large. We note that the 

fraction of events with M 2 5 GeV/c2 in the data is 0.31±0.08, pp 
whereas the chann Monte Carlo predicts 0.14±0.01. This represents a 

2t1 effect. 

The characteristics of the 8 events with 6 ( Mpp S 6.7 GeV/c2 are 

shown in table 6.4. We see that all these events typically occur at 

large values of; (angle between the muons), corr~spond to large 
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values of Q2 and neutrino energy. The mean momentum of the second 

muon is also larger. All the other kinematic variables have roughly 

the same values as for the rest of the events. If we look at all 

events with large values of M , say~ 5 GeV/c2, we notice that they pp 
all have similar characteristics. In table 6.5 we present the average 

values of the kinematic variables for the events in the peak, all 

events with M ~ 5 GeV/c2 but not in the peak, and the charm Monte pp 
Carlo predictions for events with M ~ 5 GeV/c2 (only statistical pp 
errors are shown). We see that all three categories have large values 

of~. Q2, Ev and Pp2• This leads us to believe that the enhancement 

at large MPP is a kinematic effect, rather than a signal for the decay 

of a new particle. The transverse momenta of the primary muon, with 

respect to all the non-muon particles in the event i.e., the hadronic 

shower, is much larger than that of the secondary muon, suggesting 

that the latter is associated with the hadronic shower, whereas the 

former is not. In high energy collisions one would expect events with 

large Q2 which could lead to the hadronic system coming off at a sharp 

angle with respect to the neutrino direction, thus producing a large 

angle between the two muons. One must, however, point out that a 

large value of ~ could also be obtained in the decay of a single 

particle, which is travelling almost parallel to the neutrino 

direction. 

As argued above, the excess of events in the Mpp plot is probably 

a statistical fluctuation. The data from a high statistics counter 

experiment13 in the same neutrino beam is being analyzed currently, 

and their results will provide an independent check. None of the 
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previous neutrino experiments (at lower energies), studying opposite 

sign dimuons, have reported any such excess. 

In summary, we conclude that the opposite s1gn data 1s 1n 

reasonable agreement with the chann hypothesis and with results from 

previous experiments. 

6.4.2 Like-Sign Dimuons (LSD) 

6.4.2.1 Rates .......... 

We now turn to the like-sign data. The results are presented in 

table 6.6. The background is taken from Table 4.8, and the detection 

efficiency is taken from Chapter 5. The data 1s consistent with 

background at all energies • The 90S confidence level upper limit for 

p-p-/p- is 1.2•10-3, and on the basis of 1 p+p+ event we set the 90% 

C.L. upper limit for p+p+/p+ at 2.5*10-3• We divide the p-p-/p­

result into two bins, and the 90% C.L. upper limit for Ev ( 200 GeV 

is 6.4*10-4, whereas this limit for Ev 2 200 GeV/c is 5.0*l0-3• Since 

we have 7 p-p- events with E 2 200 GeV, with an expected background 

of 4.3tl.3 we also quote a rate for this energy bin. The 

corresponding rate for p-p-/p- for Ev 2 200 GeV is (i.7tl.9t0.3)*10-3• 

The first error includes the statistical error and the error due to 

background estimation techniques (the latter being 1/2 of the 

statistical error), whereas the second 1s the systematic error due to 

the uncertainty in the number of charged current events in various 

energy bins (see Chapter 6.3 for the origin of the second error). One 

• 
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must remember that both the upper l1mit and the rate in the highest 

energy bin are consistent with zero. These results are consistent 

with previous upper limits14• See Fig. 6.20 for a comparison with 

other experiments. Even though our upper limits are higher than the 

results from counter experiments, one must point out that the counter 

experiment results have often been wrong in the past (see Chapter 

1.6.2 for a discussion). 

We observe one neutral strange particle (KO) in the like-sign 

sample. The raw v0 rate per dimuon event 1s 8.3t8.3S, which is 

consistent with the raw v0 rate in charged current events (8.StlS), 

and with the rate in background events (6.7tl.5S). 

6.4.2.2 Kinematic Distributions 

As mentioned earlier, we will compare the kinematic distributions 

for the like sign data with background predictions. We use the same 

factors as before, to correct for the missing neutrals in the data 

sample and background events. In the following plots the full 

histogram corresponds to the data, and the solid line corresponds to 

the background predictions. As before, the primary and secondary 

muons are chosen on the basis of their momentum, transverse to all the 

non-muon particles in the event. In all but one case the primary 

muon's transverse momentum is greater than that of the secondary muon 

by at least 2 GeV/c. 

The mean of the kinematic distributions is shown in table 6.7, 

and some of the kinematical quantities for each event are displayed in 



table 6.8. The data seems to have slightly higher mean values for 

Epl' Ev and the mass of the hadronic system recoiling against the 

primary muon. All other variables show very good agreement with 

background predictions. 
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In Figs. 6.21 and 6.22 we show the plots for energy of the 

primary and the secondary lepton. The agreement with background is 

very good. In Fig. 6.23 we present the distribution of the neutrino 

energy. One should notice that there are no events with Ev< 100 GeV, 

whereas the background calculation predicts that we should see 3.0±1 

events. The probability of such an occurrence is 2-14S (the range 

reflects the uncertainty in the background). 

Fig. 6.24 shows the distribution for Q2• The agreement with 

background is very good. In Fig. 6.25 we show the distr1but1on of the 

1nvar1ant mass, W, of the hadron1c system. We notice that there is a 

lack of events for W ( 10 GeV/c2• In F1gs. 6.26 and 6.27 we show the 

distributions for Bjorken x and Bjorken y. The data 1s consistent 

with background. In Figs. 6.28, 6.29, 6.30 and 6.31 we show the 

distributions for transverse momentum of the secondary muon 

perpendicular to the p1-v plane, angle between the two muons projected 

on a plane perpendicular to the neutrino direction, fraction of the 

hadronic energy carried off by the second muon, and the invariant mass 

of the two muons. All the distributions are fn remarkable agreement 

with background predictions. 
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6.4.3 Trimuons 

We do not observe any trimuons in our event sample. This 

corresponds to a raw 901 confidence level upper limit (on theµ-µ­

µ+/µ- rate) of 2.1*10-4, for Pµ ~ 4 GeV/c. The raw limit is 

consistent with the results of previous experiments (see Chapter 

1.6.3. for a dfscussfon of this point), and after taking into account 

the detection efficiencies and the effect of various cuts, thfs lfmit 

will only increase. Thus, our results are compatible with previous 

experf ments • 

• 

---- - --------------
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Table 6.1. Opposite sign dimuon 

- + 

" " 
Event Sample 44 

Background 12.0±2.5 

Net Signal 32.0±7.2 

Signal corrected 
for detection 71.2±15.1 
efficiencies 
& selection procedure 

Corrected number 11130 
of charged 
current events 

Dimuon rate per 
charged current 
event 

0.64±0.14% 

187 

results. 

+ -

" " 
8 

2.1±0.4 

5.9±2.6 

10.3±5.5 

2172 

0.47±0.25% 



-
188 -

Table 6.2. Character1st1cs of v0•s 

0 2 2 
Event Type v x for x for Wt. Fitted M No. of -

type K (3-C) A (3-C) Mom. 112V- 11fe-
hypothesis (GeV/c) (GeV/c2) t1mes 

. - - - - -- -· - - -- - -- -----4---~ 
~----- ·-- -~ -------··--

- + -
2242 320 " " A 1.7 o.oo 2.5 2.86 0.02 -

- + 0 
2256 104 " " K 2.3 2.36 20.3 1.21 0.10 

+ -
2277 578 " " A 14.3 1.1 1.46 2.8 3.30 0.36 -

- + 0 
2283 

11 " " 
K 3.3 1.55 6.0 1.31 0.19 

+ -
2313 871 " " A 6.0 0.4 4.59 3.1 2.70 0.14 -

- + 
23161895 " " A 3.3 2.9 4.34 39.2 1.83 0.12 

- + 
23271207 " " K/A 0.4/1-C 0.3/1-C 1.57 / 4.3 2.20 1.51/ ... 

1.64 1.1 

- + 
23321255 " " A 6.7 1.76 0.6 3.40 1.4 

----...... ~------- - -- -----~-----________ ,. _____ 

-

-

-
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- Table 6.3. Characteristics of opposite sign events. 

Sample Dimuon Background Dimuon Mean Di muon Charged 
{Wt) {Wt) Monte Current - (weighted) Carlo Mean (Wt) 

E (GeV) 69.8±9.5 73.3±6.3 68.9±11.0 75.0±2.2 74.8±2.8 
pl 

E (GeV) 20.6±2.9 21.9±2.0 20.2t3.5 20.2±0.7 
p2 

E (GeV) 168±13 187±10 162:tl4 172±3 141±4 
II 

7 0.36±0.06 0.44±0.03 0.33±0.07 0.45±0.01 

p 0.75:t0.16 0.68:t0.10 o. 77±0.18 0.64±0.03 

x 0.19:t0.02 0.17±0.01 0.20±0.02 0.16±0.01 0.17±0.01 

y 0.62:t0.03 0.60±0.02 0.63±0.03 0.57:t0.0l 0.49:t0.0l 

W (Gev/c2) 11.6:t0.6 12.4:t0.3 11.3±0.6 11.6±0.2 9.6±0.2 

2 
Q (GeV/c) 2 33.2:t5.2 30.8:t3.5 34.0±5.8 28.9±1.3 20.6±1.1 

M (GeV/c2) 3.6:t0.4 3.2t0.2 3.7:t0.4 3.0:t:0.1 

"'"' * 
t (deg) 128:t6.5 134±4 126±7 135:t2.0 135±1 

p2 * p 0.36±0.04 0.34±0.02 0.37±0.05 0.30:t0.0 0.31±0.1 
Jll-11 

Charged Mult. 8±0.5 7.9:t0.3 8:t0.6 6.7±0.1 

z rPetersonl 0.23±0.02 0.24±0.01 0.23±0.02 0.23±0.00 
J12 l f n J 
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Table 6.4. Character1st1cs of events w1th 6 Spp S6.7 GeV/c2• 

Roll/ + 2231/ 2279/ 2310/ 2311/ 2316/ 2322/ 2323/ 2327/ 
Frame 957 420 1606 484 1895 1112 765 418 -
E {GeY) 109±19 210±21 19±0.5 135±49 34±3 15±1 52:tl 53:t12 
pl 

E (GeY) 19±1.4 24:t0.5 31±1.4 18±1 65±14 124±30 20±0.3 43±9 -112 

M 6.l:t2.3 6.4±1.2 6.1±0.4 6.0±4 6.3±3 6.5±2.6 6.7t0.3 6.1±4 
pp 

E {GeY) 200:t20 362:t23 117±6 258±49 263±14 337:t19 103±3 118±12 -II 

2 
Q{GeY/c) 2 7.2 98.0 90.0 27.0 112 98.0 44.0 14.6 

W {GeY/c2) 12.8 13.7 9.7 14.0 17 .8 17.8 7.i 10.4 
... 

t {deg) 175 175 176 157 158 179 173 173 

x 0.04 0.34 0.49 0.12 0.26 0.16 0.47 0.12 

Jll 
p 1.54 16.0 4.80 6.96 4.2 2.20 9.7 13.9 
T{non-muon) -
p2 

p 1.23 0.50 0.31 1.45 1.3 0.35 1.0 6.7 
T{non-muon) 

p2 
p 0.20 0.12 0.12 0.67 0.57 0.02 0.27 0.45 -
T {pl-11) 

z 0.21 0.16 0.31 0.12 0.38 0.38 0.39 0.66 
p2 -----------

-·----- ---~~- - -
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Table 6.5. Comparison of opposite sign events with 2 Monte Carlo for events with Mpµ ~ 5 GeV/c • 

Events with Events with 2 Monte Carlo 
6 $ M $ 6.7 M ~ 5 GeV/c predictions for 
(Wt. ffMan) b61t not in peak events with 2 (Wt. mean) M,m ~ 5 Gev/c 

Epl (GeV) 80±24 138:t:32 117±7 

Ep2 (GeV) 41:t:13 43:t:10 36:t:2 

2 7.4±0.7 6.4±0.1 Mpµ (GeV/c ) 6.3:t:0.2 -
E11 (GeV) 218:t:35 260±40 241±8 

o2 (GeV/c) 2 61±15 63±20 60±4 

t (deg) 171±3 169±5 167±1 

zp2 0.32±0.06 0.39±0.06 0.31±0.01 -
µ2 

PTpl-11 0.30±0.08 0.31±0.11 0.33±0.02 

x 0.25±0.06 0.30:t:0.06 0.30±0.01 

y 0.63±0.08 0.46±0.09 0.50±0.02 

W (GeV/c2 13.4:t:l.6 ll.9:t:l.9 11.6±0.4 

-



Table 6.6. L1ke-s1gn d1muon results. 

Event sample 

Background 

Net sample 

Corrected number 
of charged 
current events 

90S conf1dence 
level upper 11m1ts 
(per charged current 
event) 

pp 

11 

9.6:tl.8 

1.4±3.8 

11130 

1.2*10-3 

+ + pp 

1 

0.8±0.2 

0.2±1.0 

2172 

2.5*10-3 

192 
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• 
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-
Table. 6.7. Characteristics of like-sign events. 

Event Sample Background sample 

- (weighted) (weighted) 

El'l (GeV) 103±19 77±7 

El'2 (GeV) 16.4±3.2 17.4±2.2 -
E11 (GeV) 235±25 189±11 

Q2 (GeV/c) 2 34.9±10 39.1±3.7 -
W (GeV/c2) 14. l:tl.0 12.2±0.5 

Ml'I' (GeV/c2) 2.9t0.5 3.2;t0.2 

x 0.16±0.05 0.20±0.02 -
y 0.58:t0.05 . 0.59±0.02 

t (deg) 126.t14 136:t5 

1'2 
(GeV/c) - p 0.33±0.08 0.28±0.03 

T J'l-11 

Charged 9.8.tl.7 9.lt0.4 
multiplicity 

zl'2 0.14±0.03 0.17:t0.0l 

-

-

-
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Table 6.8. Details of 1nd1v1dual 11ke-s1gn events. 
--~ __ , _____ ---·~-·-

• 

T * T * Event Potential p pl p p2 Ev1s p pl p µ2 
length (cm) 

(GeV/c) (GeV) (GeV/c) 
• 

2237076601 200 104.0 34.1 238.0 5.4 0.4 

2239030102 117 19.0 17.2 100.0 3.5 0.8 

2243021401t 
... 

192 112.0 . 18.9 225.0 2.5 0.3 

2255084201 116 125.0 5.0 191.0 9.6 0.2 

2260076701 256 170.0 10.5 278.0 3.3 0.4 • 

2270089301 170 103.0 36.5 225.0 10.6 0.8 

2271104701 294 99.0 8.4 266.0 2.8 0.5 
... 

2281098801 130 28.0 8.6 94.0 3.1 0.5 

2300123201 253 209.0 7.8 308.0 20.2 0.6 

2327119501 201 177.0 36.8 348.0 5.9 2.2 .. 

2333006802 121 77.0 23.5 125.0 7.9 2.6 

2333087201 107 8.8 5.8 135.0 1.8 0.8 

* momentum transverse to all other tracks 1n event 

t + + 

" " event 
---- ·- -
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Fig. 6.1. p- momentum (GeV/c) for data (crosses) and neutrino 
Monte Carlo (histogram). The data corresponds to 1790 p- in an 
unbiased event and leaving track sample. The data is weighted 
by its electronic acceptance. 
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Fig. 6.2. Visible hadronic energy (GeV) 1n v 1nduced events for 
data (crosses) and the neutrino Monte Carlo (histogram). Data 
corresponds to 500 v events, taken from an unbiased event sample. 
The data is weighted by its electronic acceptance. 
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primary muon. Squares indicate p p events, and crosses p p 
events. Primary muon momentum is along X - axis. 
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F1g. 6.4a. µ-1+/µ- rate as a funct1on of neutr1no energy (Gev). 
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Fig. 6.5. Energy (GeV) of the primary muon in opposite sign events. 
The Y ax1s corresponds to the number of opposite s1gn events (w1eghted 
for geometrical and instrumental acceptance). The dotted curve is the 
Monte Carlo predictions for opposite s1gn events (nonnal1zed to the 
netd1muon signal), and the dot-dash curve 1s the sum of Monte Carlo 
and background predictions (the latter nonnal1zed to the total number 
of background events 1n the sample). The anti-neutrino events are 
shown shaded. The same convention 1s followed 1n F1gs. 6.5 through 
6.19. 
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F1g. 6.6. Energy (GeV) of the secondary muon in opposite sign events. 
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Fig. 6.7. Neutrino energy (GeV) for opposite s1gn events. 
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Fig. 6.8. The invariant mass (GeV/c2) of the hadronic system 
recoiling against the primary muon, in opposite sign events. 
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s1gn d1muon events). 
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to the sum of Monte Carlo and background predictions for a uniform z 
distribution, and the dashed line corresponds to Monte Carlo plus 
background for a delta function, 6(z-0.68). 
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Fig. 6.18a. On the Y axis we plot the number of 
tracks/unit z/event, wh5re z is the fraction of the hadronic 
energy carried off by V 's in opposite sign dimuon events. 
The shaded portion rep&esents A in the dimuon sample. The 
solid line refers to K 's and the dashed line refers to A's 
in the unbiased charged current sample. 
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Ffg. 6.18b. On the Y ax1s we plot the number of 
tracks/unit z/event, where z is the fraction of the hadronic 
energy carried off by negative tracks in opposite sign dimuon 
events. The solid line 1s for hadrons 1n the unbiased charged 
current sample. 
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dimuon sample. The solid line is the background predict1on, 
normalized to the total number of background events. The same 
convent1on 1s followed in Figs. 6.21 through 6.31. 
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Fig. 6.22. The energy (GeV) of the second muon in like-sign 
dimuon events. 
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F1g. 6.23. Neutrino energy (GeV) for 11ke-s1gn d1muon events. 
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F1g. 6.24. 4-momentum transfer squared (GeV/c) 2 for l1ke-s1gn 
dimuon events. 
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Fig. 6.25. The invariant mass (GeV/c2) of the hadronic system 
recoiling against the primary muon, for like-sign dimuon events. 
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Fig. 6.26. Bjerken x d1str1but1on for 11ke-s1gn d1muon events. 
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Fig. 6.27. Bjerken y d1str1but1an for 11ke-s1gn d1muan events. 
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F1g. 6.28. Momentum (GeV/c) of the second muon perpend1cular to 
the plane formed by p1 and v (for 11ke-s1gn d1muon events). 
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Fig. 6.29. The angle, t (deg), between the two muons projected 
on a plane perpendicular to the neutrino direction (for like­
sign dimuon events). 
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Fig. 6.30. The fraction, z~2 , of the hadronic energy carried 
away by the second muon 1n like-sign events. 
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11ke-s1gn d1muon events. 
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Chapter 7 

Conclus1ons 

, - + -We observe oppos1te s1gn d1muons, w1th the p p Ip rate be1ng 

0.64t0.14S and p+p-lp+ be1ng 0.47±0.25S for muons w1th momentum~ 4 

- + -GeVlc. We detennine the rate for pp Ip , where the event energy ~ 

200 GeV, to be 1.l±0.34±0.2S. Th1s rate 1s cons1stent w1th those from 

prev1ous exper1ments. The kinemat1c distributions of the oppos1te 

s1gn sample agree well with the sum of the chann and background 

predictions. We did observe a peak 1n the distribution of the 

invariant mass of the two muons, but most likely it is a statistical 

fluctuation rather than a signal for a new particle. The neutral 

strange particle production rate agrees well with the chann 

hypothesis. We do not observe any two prong opposite sign dimuons, 

which could be a signal for the decay of a heavy neutral lepton. 

The like-sign event sample is consistent with being entirely 

background. The 90S C.L. upper limit set by us, 1.2*10-3 for p-p-lp­

(muon. momenta ~ 4 GeVlc), 1s consistent with upper limits set by other 

experiments. The corresponding 901 C.L. upper limit for events above 

200 GeV is 5*10-3, the corresponding rate is (1.7±1.9±0.3)*10-3• The 

kinematic distributions for the event sample agree reasonably well 

with the predictions from background calculations. We observe one 

neutral strange particle in the like-sign event sample, which 
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corresponds to the rate at which they are seen in charged current 

events. 

We do not observe any trimuons. We set the 90% C.L. upper limit 

(not corrected for detection efficiency and backgrounds) on µ-µ+µ-!µ­

to be 2.1•10-4 for muon momenta ~ 4 GeV/c. This is consistent with 

rates observed by other experiments. 

In addition, we scanned in great detail the vertex area for each 

dimuon event in both conventional and high resolution (wherever 

available) photographs, to search for short-lived particles. We did 

not observe any unambiguous candidates. 

In su11111ary, we see no conclusive evidence for new phenomena; the 

•standard model• can explain all observations in the present 

experiment. 
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Appendix A 

Fonnulae for x2 and Bayes• Theorem 

A.1 Calculation of r2 

If AH (Ay} is the difference between the extrapolated position 

and hit position for a track, in the H and V layers, and the error in 

the extrapolated positions are ~H and ~V' then the single layer chi­

square is given by, 

2 
XH,1 • [ 

AH.1 J 2 

~H,1 
A.1.1 

where 1 refers to EMIB and 2 refers to EMIC. A similar expression 

holds for the V layer. Combining x2•s for H and V layers in one plane 

leads to an expression for a 2 degree of freedom x2 

2 2 2 
X1 • XH,1 + Xv,1 A.1.2 

and 
2 2 2 

X2 • XH,2 + Xv,2 A.1.3 

The expression for the four degree of freedom x2, which includes 

EMIBH, EMICH, EMIBV and EMICV, is 

2 
X12 • 

2 2 
XH,1- 2PHlH,1XH,2+ XH,2 

1 - p~ 
+ 

2 2 
Xv,1- 2PvXv,1Xv,2+ Xv,2 

2 
1 - Py 

A.1.4 



pH (py) is the correlation between hits in EMIBH(V) and EMICH(V). 

The probab11 i ty used in the analysis is the probability for 

getting a x2 worse than the one observed and is given by 

A.1.5 
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where h is half the number of degrees of freedom (n0/2) for which the 

expression is being evaluated. This expression is also known as the 

confidence level associated with a given value of n0 and an observed 

value of x2
0• 

A.2 Bayes• Theorem 

·• 
Bay~s· theorem allows one to use the a priori knowledge about an 

event to make the best estimate for any measured quantity related to 

the event. The a pr1or1 knowledge about a track is known in tenns of 

its extrapolated position, x0, and Gaussian error distribution, of 

width a. If a tube, of width b-a, is hit by the track, then using 

Bayes• Theorem, the above Gaussian distribution is mod1f1ed to: 

_ .... 1.___ e 
V2ru2 dx 

f(x)dx • -----------

-,/2_11_..!..,.2- J: e dx 

• 0 

for a s x s b 

A.2.1 

for x ~ b or x S a 

• 

• 

.. 

• 

• 
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The above expression reduces to, 

1 e 
f(x)dx • ----------- A.2.2 

A 

where A • --!- [ erf (t1) - erf (t2) ] A.2.3 

and A.2.4 

where erf(tl) is the error function with tl as the argument. The 

expression for the mean of this distribution, in the region between a 

and b is 

b < x ) • J xf (x)dx 
a 

u [ -t~ -t~ l • xo + -A-~,.,...2r- e - e A.2.5 

(x) is used as the estimate for the position of a track, which hits a 

tube of width b-a. We compare this value, (x), with the results of 

XTRAP to calculate a x2 for one degree of freedom. 



Appendix B 

Fonnulae for r/K decay background 

B.1 Production of tapes with simulated decays 

Each leaving track was allowed to decay according to the 

distribution 

(1 - e-al ) B.1.1 
where 

Cl • 1 1 • -+-
XI Xo 

B.1.2 
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L is the length of the leaving track, XI is the hadronic interaction 

length and x0 is the decay length. x0 • ~CT, where ~ • P/m, P being 

the particle momentum and m the mass assigned to the particle, T is 

the proper decay time of the particle. Therefore, the total number of 

tracks which decay and are fitted as composite tracks is given by NOT' 

where 

where NLT is the total number of leaving tracks in the event sample 

used to generate the simulated decays. 

" 



The next step is to relate NOT to the actual number of decays, 

N0, in the event sample. 

E = X 
Xo 

B.1.4 

NLT(P,L) • No(P) [ e-al + E (1 - e-al ) ] B.1.5 
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where N0 is the number of charged pions (or kaons) produced at the 

primary vertex. The leaving track sample is contaminated by some 

decays of the longer length tracks, and that contribution is given by 

the second term in the expression for N1r With the above expressions 

it is easy to see that 

"o (P' L) • -e--....,al_+ ..... :;,,,-(1---e---a .... L-)- B.1.6 

Each track on the decay tape was used 15 times and each time the track 

passed the cuts on momentum, geometric acceptance and the EMI 2-plane 

probability, the weight, WT, was summed, where 

WT(P,L) • __L * -----i---E---...--
15 e-al + E (l _ e-al ) 

8.1.7 

WT gives the probability that one track on the decay tape will fake a 

muon and thus produce a fake dimuon event. Looping over all the tracks 

on the decay tape will thus give the total decay background. It is 

evident from the expression of WT that it is only a function of the 

track momentum and length. Two tapes were made, one where all the 
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leaving tracks were treated as pions and one where all the tracks were 

treated as kaons. 

B.2 Correction for different bubble chamber 11gu1d 

One cannot apply the expressions in 8.1 to the present experiment 

for two reasons. Firstly, the interaction length has changed and 

secondly, NLT' the number of leaving tracks used in making the decay 

tapes was taken from the event sample of the experiment done with 

lower energy neutrinos. In this section we will correct for the 

different interaction length, assuming that neutrino energy is the 

same. The expression for WT will be recalculated and results will be 

presented as a probability per leaving track that a leaving track can 

fake a muon. 

Since the interaction length is different, the distribut1on of 

the tracks as a function of the decay distance, as measured from the 

primary vertex to the decay point is different. Correcting for th1s 

change requires us to express the above expressions in tenns of 

another variable, X, which is the decay distance defined above. The 

subscripts 1, 2 in the following expressions refer to the two 

experiments with different interaction lengths, with 2 referring to 

the present experiment. The expressions in B.1 can be rewritten 1n 

differential fonn in tenns of P,L and X as follows 
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B.2.1 

B.2.2 

The expressions B.1.3 and B.2.1 are identical. This can be seen by 

integrating B.2.1 between the limits X = 0 and X = L. Similarly, B.1.4 

and B.2.2 are identical. The expression B.1.5 does not change since 

neither NLT nor N0 depend on X. The expression for WT does not change 

either, because tenns containing X cancel out. 

Now we write the expressions to relate N02 to "or· As stated 

previously we assume N01 = N02 • N0• With this we have 

B.2.3 

Writing N0 (P) in tenns of NLTl' from expression B.1.5 we have 

NLT(P,L) -a2x 
N0(P,L,X) • E2 

1 
-a1 L -a L az e 

2 e + El (1 - e 1 ) 

B.2.4 

E2 
* 

"or<P,L,X) -a2X 
• -a [ -a1 X az e 

e l + E1(1 - e-all ) a1e 
B.2.5 



The expression for NOT is taken from B.2.1. Rearranging B.2.5 and 

using each track on the decay tape 15 times gives us the expression 

for WT
2 

B.2.6 
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As before wr2 is sunned for every track which passes the EMI cuts. The 

probability F(P,L) (per leaving track) that a leaving track can fake a 

muon is given by calculating WT2 for every (P,L) bin and dividing by 

the total number of leaving tracks in that bin. The expression for 

F(P,L) 1s 

t WT2 (P,L,X) 
F (P,L) • .........,.X...._ __ _ 

NLT(P,L) 
1 

B.2.7 

The probability F(P,L) is only a function of track momentum and length 

and is independent of the neutrino energy and thus can be used for the 

present experiment. Table 3 in chapter 4 shows the values of F(P,L). 

8.3 Correction for higher energy 

The correction to account for the higher energy neutrinos is 

simple. If the leaving track distribution, in the present experiment, 



-

239 

1s expressed as NLT2 (P,L), then the total decay background 1s g1ven 

by 

No • t t F(P,L) * NLT(P,L) 
2 P L 2 

Th1s 1s done separately for the d1fferent event classes, p-h- etc., 

and the results are shown 1n Table 4.3. 



240 

Appendix C 

Formulae for Punch-through background 

C.1 Calculation of dN/dr2 

We assume that the number of extra hits (defined in Chapter 4.2) 

is uniformly distributed along EMICH (and EMICV), i.e., dN/dX = K. To 

relate this to dN/dx2 we need the relationship between X and x2• The 

expression for x2 for two independent degrees of freedom (as in CH and 

CV) 1s 

C.1.1 

or 

C.1.2 

C.1.2 is an ellipse with uxx and UyX as the semi-major and semi-minor 

axes. The projection of this ellipse along the X and Y axes is 2uxx 

and 2tryX• respectively. We can thus write, 

• 

... 

... 

... 

... 

• 

" 



now 

or 

dN = dN 
dx2 dX 

Substituting C.1.5 in C.1.4 we get, 

= 

C.2 Detennination of Punch-through Background 
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C.1.3 

C.1.4 

C.1.5 

C.l.6 

If d is the density of extra hits along an axis (either EMICH or 

CV) and R is the region around the hadron's extrapolated position 

which corresponds to a 1% cut in 2-plane probability then the expected 

number of hits in that region is H = dR. According to Poisson 

statistics e-H 1s the probability of observing no hits in R, and 1 -

e-H is the probability of observing some hits within that region. We 

will now calculate an expression for R, along both EMICH and EMICV. 

The expression for x2 corresponding to 4 degrees of freedom, with 

the coordinates in EMIB and EMIC correlated, is 

2 2 

1
2
4 

.. __ x=2x~--2_P .... xX.,,.;;2=x;....X=1x.:....-+_x-=1.-.x _ 

1 - p~ 
+ 2 1 - Py 

c.2.1 
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Px and Py are the correlations between EMIBH and EMICH, and EMIBV and 

EMICV, respectively. The above equation can be rewritten as, 

2PxX1x 
2 

where, Kl • 
1 

~- K3 = Xix 
2 2 2 

1 - Px 1 - Px 1 - Px 

2PyX1y 
2 

K4 • 
1 

Ks • K6 = X lY 
2 2 2 1 - Py 1 - Py 1 - Py 

By completing squares we can write C.2.2 as 

Since K1, ~· K4 and Ks are independent of x2x and x2y we can redefine 

the latter two quantities and write the previous equation as 

• 

• 

• 

• 
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K2 K2 
'2 12 2 2 5 K +K -x K K +--+ 1X2x 412Y - 4 - 3 - 6 4K1 4K4 

The previous equation can also be written as 

The projection of the above ellipse along the X and Y axes will give 

the region which corresponds to a 1% on the 2-plane probability. Th1s 

region will be denoted as Rx and Ry, where 

and 

In the above equation all quantities are known. Xix and Xiv define 

the match in EMIB, and x2 corresponding to a 1% cut for 4 degrees of 

freedom is 13.4. The punch-through probability can be easily 

calculated and is given by 

P = ( 1 - e - dxRx ) * ( 1 - e - dyRy ) C.2.3 

where, dx and dy are the density of extra hits along EMICH and EMICV. 
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