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Ladbury, Raymond (Ph.D., Physics) 

The Production of the L:2 and r:;t+ by High Energy Neutrons 

Thesis directed by Associate Professor John P. Cumalat 

We present the first observation of hadroproduction of the 

r:;t+ and L:2 , decaying into Actr. The daughter Ac is observed in the decay 

modes pK tr and pK8 tr7r . The Experiment was conducted at a broadband 

neutron beam in the Proton East area of the Fermi National Accelerator 

Laboratory. A two - magnet multiparticle spectrometer equipped with 

proportional wire chambers and a high resolution MWPC vertex detector 

was used to momentum analyze charged particles produced in the interac­

tions of neutrons on targets of beryllium, silicon and tungsten. Particles 

were identified using three Cerenkov counters. The beam energy for each 

event was reconstructed using hadronic and electromagnetic calorimetry. 

The mass differences bm ... ++ -A , bm ... o _A and bm ... ++ _ ... o are mea-
~c c ~c c ~c ~c 

sured and found to be 166.4 ± .3 ± 2.0MeV/c2 , 178.5 ± .3 ± 2.5MeV/c2 

and -12.1±.4±2.8MeV/c2 . This last value is larger in magnitude than 

the predictions of most theoretical calculations. We also report measure­

ments of particle to antiparticle ratios, x f dependence, A dependence, 

and Pt dependence of the production cross sections. The total production 

cross sections of the L:2 and r:;t+ are calculated, assuming f;
1 

ex (1 - x )4
, 

linear atomic weight dependence, B( Ac --+ pK tr) = .022, and symmet­

ric production of particle and antiparticle. From this, and the value of 

<7 • B(Ac --+ pK2trtr), calculated under the same assumptions, we calcu­

late the ratio of branching fractions, B~~A:::,:;:)). We conclude that the 

level of charm production indicated by our measurements is substantially 

higher than that predicted by first order gluon-gluon fusion. 
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CHAPTER 1 

THEORETICAL AND EXP_ERIMENTAL BACKGROUND 

This thesis describes the hadroproduction of the charmed baryons 

:E~ , :Et+ , their subsequent decay into Ac 7r and the mass differences be­

tween the :E~ and Ac and the :Et+ and Ac . In the first chapter, I begin by 

introducing the theoretical framework applicable to the results described 

in this thesis. I next briefly describe the previous hadronic experiments 

which have detected the Ac and the theoretical models advanced to ex­

plain these results. I then discuss calculations which predict the mass 

difference between the :Et+ and :E~ and the experimental evidence for 

this quantity. Chapter 2 of this thesis will describe the beam, appara­

tus and triggers used in the experiment. Chapter 3 will treat the data 

processing procedures. Chapter 4 will detail the analysis of the Ac and 

:Ee signals. Chapter 5 will discuss these results in their experimental and 

theoretical context, and present the conclusions of this thesis. 

1.1 The Quark Model and QCD 

The quark model has proved to be a useful framework for inter­

preting hadronic phenomena. In the quark model, baryons are composed 

of three quarks and mesons of a quark and an antiquark. The quark 

model accounts for the observed spins and magnetic moments of mesons 

and baryons. It also accounts for the general features of hadron spec-
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troscopy, with new families of particles explained by the simple addition 

of new flavors of quarks. Yet, the quark model by itself cannot calculate 

the masses, or even the relative masses of baryons and mesons. The quark 

model does not explain the interactions between quarks, and thus_ cannot 

make predictions about the scattering of hadrons or the interactions of 

quarks within hadrons. In light of the usefulness of the quark model, 

it was natural to try to extend this model to explain the dynamic as 

well as the static properties of hadrons by constructing a gauge theory of 

the interactions between quarks. Such a comprehensive gauge theory of 

strong interactions, Quantum Chromodynamics ( QCD ), has been devel­

oped, and serves as the basis for most calculations of strong quark-quark 

interactions. In QCD the strong interactions are mediated by 8 massless, 

spin 1 vector bosons called gluons, and the strength of the interaction 

is characterized by the parameter, as. QCD possesses the interesting 

property that, while as is large for most processes, it decreases logarith­

mically with decreasing distance (or increasing squared 4-momentum of 

the interaction, Q2 ) according to: 

l27r 

where f is the number of quark flavors, and A is the QCD mass scale, 

(about .2 Ge V / c ). This means that at small distances or for processes 

with large Q2 , the strength of the strong interaction may be small enough 

for perturbative QCD to be valid. Phenomena with large Q2 , such as the 

production of high transverse momentum jets, provide compelling sup­

port for the validity of perturbative QCD at large Q2 • However, for small 

Q2 processes, such as the quark-quark interactions within hadrons, or the 
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production of light quarks, as is of order 1 and perturbative QCD is 

of questionable validity. This means that, in general, hadronic cross sec­

tions cannot be calculated from first principles. Also, while the masses 

of hadrons are calculable in principle ~sing lattice QCD, this method 

has not yet reached a level where its predictions are reliable. For these 

processes, phenomenological models motivated by QCD have been used. 

Of particular relevance to the measurements presented here, many such 

calculations of the mass differences between members of isospin multi­

plets have been made (see section 1.3). Phenomenological calculations of 

production cross sections for light quarks yielded acceptable agreement, 

but contained many adjustable parameters, and so yielded little insight 

into the physical processes involved in light quark production. 

1.2 Hadroproduction of the Ac : Theory and Experiment 

The discovery of the charmed quark generated new interest in 

the calculation of cross sections from first principles, because the Q2 nec­

essary to produce a cc pair (9.0(GeV/c) 2 ) corresponds to a value of as~ 

.25, for which perturbative QCD may be applicable. Many attempts were 

made to calculate the total charm cross section using first order perturba­

tive QCD. fi, 2
'
31 These calculations view charm as being created by hard 

scattering of quarks and gluons in the processes depicted in figure 1. Us­

ing these flavor creation diagrams, calculations predicted hadronic charm 

cross sections of order 1 to 10 µb at the energies then available only at 

Fermilab and CERN. Cross sections were expected to increase logarith­

mically with energy. Because the q - ij or gluon~gluon pair in the process 

had no net flavor, the production of the final state was expected to have 

no dependence on the types of quarks in the target or projectile. Such 



q c 

q c 
(a) 

g c 

g c (b.) 

FIGURE 1. Lowest order QCD flavor creation diagrams for heavy quark 
production. 
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mechanisms are known as central production. In terms of the kinematic 

variable x f, which is defined as the ratio in the center of mass of the 

momentum of the state over the maximum possible momentum, central 

production is expected to be proportional to (1- x f )n with 3 < n < 8. In 

contrast, diffractive production mechanisms include beam quarks in the 

final state, and predict n < 3. In view of the expectations of these the­

oretical models, the results of charm hadroproduction experiments were 

surpnsmg. 

The charm hadroproduction experiments which observed the 

Ac illustrate the confusion surrounding charm hadroproduction in gen­

eral. These experiments can be divided in to three categories as a function 

of increasing energy. 

1. A Serpukhov experiment by the BIS-2 collaboration with 40-70 

Ge V neutrons incident on a carbon target produced Ac 's near 

threshold ( y's ~10.5 GeV), in the decay modes pKs1r1r (MAc = 

2.272 GeV/c2 , and a statisticla significance of 10 standard devi­

ations) and A7r7r7r (MAc = 2.265 GeV/c2 , 5 standard deviations 

of statistical significance). 141 Because the branching fractions for 

these modes are not known, this group computes a lower limit on 

the cross section of 13.4 µb per nucleon using the upper limit of 

3.1 % branching fraction into A7r7r7r . However, depending on the 

production models assumed, and the values used for the branch­

ing fractions, the cross section for these measurements could be 

anywhere from a 13.4 to more than 300 µb. 

2. Only three other fixed target charm hadroproduction experiments 

(17.5 GeV < y's < 25 GeV) see the Ac directly. ACCMOR and 
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LEBC-EHS at CERN, and a Fermilab emulsion experiment all re­

port cross sections of order a few lO's of µb. [12
'
46

'
511 However, the 

number of events is relatively small and so errors on the cross section . . 

are quite large. The results suffer from uncertainties in production 

models and the branching fractions used. In addition to these di­

rect observations of the Ac , some beam dump experiments claim 

indications of associated production of Ac 's and D mesons in the 

ratio of prompt (i.e.not associated with downstream decays) leptons 

pairs to prompt single leptons. r6J 

3. The remaining hadroproduction experiments in which the Ac was 

seen directly were performed at the CERN ISR (52.5 Ge V ~ Js ~ 
63 5 G V ) r1.s,9,10,11,501 M t f th . t t . e . os o ese experimen s repor cross sec-

tions corresponding to a few hundred µb, assuming a diffractive 

production model. Since they only have acceptance for x I > .5 or 

higher, these cross sections are critically dependent on the produc­

tion model assumed. If a central production mechanism is assumed, 

the cross sections increase to a few mb! Some of these experiments 

do show evidence for a diffractive charm production mechanism. [7! 

However, it is difficult to determine what fraction of the production 

is due to diffractive mechanisms and what fraction can be accounted 

for by central production mechanisms. This diffractive production 

and the high cross section seem to imply a production mechanism 

other than the flavor creation processes in figure 1. 

The above results indicate a dramatic rise in cross section with 

increasing Js. Also it appears that another production mechanism, pos­

sibly diffractive, may be necessary to explain hadronic Ac production. 
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Yet, these conclusions should viewed cautiously. The are many sources 

of systematic error in the above measurements of the cross section. The 

experiments to date have used a variety of triggers to enhance the charm . . 

content of their data. While such triggers are effective, they introduce 

systematic errors, since branching fractions and associated production are 

not well understood at present. Several experiments made kinematic cuts 

to enhance the signal over background. Since, these cuts may merely serve 

to enhance statistical fluctuations in the data, they could tend to bias the 

cross sections upward. Finally, the production dynamics of charm are not 

well understood at present. The above experiments ran with a variety 

of beams and target materials. Charm production is generally assumed 

to have a dependence on the atomic weight of the target of the form, 

a ex A0
• However, there is presently much uncertainty as to the value of 

a; indeed a may be a function of x I and other kinematic variables. 1191 
. 

The most significant source of model dependent error comes from 

the value of of n used for the Xf dependence Cl~ ex (1 - lx1lr) of the 

production cross section. Most of the above experiments had good accep­

tance only for large Ix I I· This means that their cross sections are critically 

sensitive to the x I dependence in the assumed production mode. Since 

these analyses (particularly those at ISR) assume a di:ffractive production 

model, their cross sections would rise by a factor of 4 to 8 if calculated us­

ing a central model. Some have claimed that model dependence accounts 

for the discrepancies between the experimental results and theoretical 

predictions of gluon-gluon and quark-antiquark calculations. 1191 Yet, the 

uncertainties may serve to raise the reported cross sections as well as to 

lower them. The present conse~sus is that the discrepancy between naive 
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theory and experiment is real and serious, and several innovative theoret­

ical schemes have been advanced to explain the surprising experimental 

results. 

In order to account for the high cross sections and leading par­

ticle production seen at the CERN-ISR, three general approaches have 

been introduced. The first contends that the charm quark mass is still 

too small for nonperturbative effects to be negligible. Advocates of this 

approach point to the better agreement between theory and experiment 

for beauty production. 1441 However, nonperturbative calculations in QCD 

exceed present capabilities, and so these models tend to be rather phe­

nomenological, and their results uncertain. 

A second approach, originally due to Cambridge, 1131 introduced 

the so-called flavor excitation diagrams in figure 2. Depending on the 

momentum distributions of charmed sea quarks, the contribution from 

these diagrams could be of order a few hundred µb, still too small to 

account for the ISR results. Flavor excitation calculations are plagued 

by uncertainties. The most significant of these is whether the excitation 

diagrams are distinct from higher order tree diagrams. The third type 

of calculation invokes a mechanism called intrinsic charm. 1151 Intrinsic 

charm assumes that the proton contains a certain amount of the vacuum 

fluctuation (Fock) state I uudcc > as part of its wave function. The differ-

ence between intrinsic charm and the extrinsic charm of flavor excitation 

is that the intrinsic charm component survives long enough that gluons 

are exchanged between it and the light quarks in the hadron. A 1-2% 

contribution of this state could explain the high cross sections at the ISR, 

as well as the diffractive character of Ac production seen by some exper-
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FIGURE 2. Flavor excitation diagrams . 
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iments there. However, this mechanism does not account for the rapid 

rise in the cross section seen from Vs = 27 Ge V to Vs = 63 Ge V. The 

amount of intrinsic charm needed to explain the ISR cross sections overes-

. timates the cross section at lower energies by as much as a factor of 10. [t.5] 

Experimental evidence also indicates that the intrinsic charm component 

of the proton is too small to account for the ISR results. [HJ At present, it 

is not known whether any of these approaches can explain the observed 

level and characteristics of charm hadroproduction. In the absence of 

reliable data about production dynamics, the theoretical understanding 

of Ac hadroproduction remains somewhat muddled. 

1.3 · Theory of Electromagnetic Mass Differences 

The development of QCD gave rise to hopes that the masses of 

mesons and baryons could be calculated, given the masses of the con­

stituent quarks, and the interactions between them. However, present 

knowledge of quark-quark interactions and calculational techniques are 

inadequate for such an ambitious undertaking. The calculations made to 

date assume a simplified model for quark-quark interactions, and cannot 

be considered to be from first principles. A slightly more modest goal has 

been the calculation of so-called electromagnetic mass differences, mass 

differences which arise between members of an isospin multiplet. 

The calculation of electromagnetic mass differences is attractive 

for several reasons. First, such mass differences are independent of strong 

interactions, and so, in principle, calculable. Second, a successful calcula­

tion may determine fundamental parameters such as the u-d constituent 

quark mass difference. Third, these calculations test how well various 

models approximate the hadronic quark wave functions. In practice, 
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however, uncertainties in parameters and quark wave functions neces­

sitate the use of simplifying assumptions, which may be of questionable 

validity. 

The Ee isospin triplet provides an interesting opportunity to test 

conventional wisdom about interquark potentials. Each member of the 

triplet consists of a heavy charmed quark and two light quarks. The 

calculations to date can be separated into three categories, with mass 

differences arising from some combination of intrinsic mass differences, 

strong hyperfine interactions, kinetic energy effects and electromagnetic 

interactions. The three types of calculations are 1 )bag model calcula­

tions, 2)calculations assuming a definite potential for the quark interac­

tions, and 3)parameterizations of the above effects, fit to mass differences 

among strange and nonstrange multiplets, and extrapolated to charmed 

isomultiplets. The various results for the Ed"+ - E~ mass difference are 

summarized in Table 1.1, for the calculations to date. 

Bag model calculations use the MIT Bag Model, or some varia­

tion thereof, in which the quarks are viewed as being confined inside a 

bag of a certain radius. 121
•
22

•
231 The bag radius determines the distances 

between the quarks, and therefore, the strengths of the interactions be­

tween them. In these calculations, the bag radius is usually determined 

by other considerations, such as the average mass of the isospin mul­

tiplet. Strong interaction mass effects are either treated as explicitly 

arising from gluonic exchange or absorbed into a parameterization of the 

u-d mass difference, 8m. Thus, caution is in order, for in some calcula­

tions 8m is fixed, while in others it is variable. Because the bag radius 

and other parameters are fixed by other considerations, these calculations 
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Table 1.1 

Summary of calculations of h'mr:t+ -E~ 

Reference type of calculation 6'my:++_r;~ 

Deshpande et al. (1977) Bag model -3. to -18 MeV/c2 

Liu (1978) Bag model -2.5 to-13.1 MeV/c2 

Lichtenberg and Hwang (1986) Bag model 3.0 MeV/c2 

Itoh et al. (1975) Parameterization 6.0 MeV/c2 

Lane and Weinberg (1976) Parameterization -6.5 MeV/c2 

Chan (1977) Parameterization 1.8 MeV/c2 

Kalman and Jakimov (1977) Parameterization 2.7 MeV/c2 

Lichtenberg (1977) Parameterization 3.4 MeV/c2 

Chan (1985) Parameterization .32 MeV/c2 

Quigg et al. (1987) Parameterization 2.6 MeV/c2 

Ono (1977) Potential model 6.1 MeV/c2 

Richard (1977) Potential model 3.0 MeV/c2 

Isgur (1980) Potential model - 2.0 MeV/c2 
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have a difficult time matching the observed baryon and meson mass spec­

tra. From Table 1.1 one can see that predictions for the r;++ - r;o mass 
c c 

difference range from -18 MeV/c2 to 2.5 MeV/c2 (for comparison, the 

n+ - D
0 

mass difference ranges 5 Me v I c2 to 53 Me v I c2 ' while the 

measured mass difference is 4. 7 Me V / c2 ). 

The second type of calculation assumes a harmonic oscillator 

form for the wave functions of the constituent quarks in a hadron. Usu­

ally, all u, d and s quarks are assumed to have the same radial depen­

dence. Most parameters in these models are determined by the multiplet 

mass scale or other considerations. The calculations yield fairly good 

agreement with experimentally observed mass differences. For the :Et+ -

:E~ mass difference, the predictions range from -2.0 MeV/c2 to +2.5 

Me V / c2 • [u,21,26) 

In the third type of calculation, mass differences are parameter-

ized in terms of 8m, electromagnetic contributions, strong and kinetic 

energy effects. These parameters are determined by low mass multi­

plets, such as the p-n mass difference and the strange hyperon mass 

d ·.a: [2s,29,3t,33,2.5J I th l l t' th t t' val < > 1uerences. n ese ca cu a ions e expec a ion ues r 

and< 1/r > are assumed independent of quark flavor for the sake of cal­

culability, and the interactions are assumed to be one and two body only. 

For these calculations, the magnitude of the mass difference between the 

:Et+ and :E~ must be less than that between the :E+ and :E- . This is be­

cause the sign of the Coulomb interactions between quarks of charge eq1 

and eq2 has the form eq1 eq2 / r 12, and serves to make the r;- heavier than 

the r;+ . Because the charmed quark is oppositel:-Jl charged to the strange, 

the Coulomb contribution serves to increase the mass of the :Et+ and de-
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crease the mass of the E~ . A similar argument applies to the magnetic 

contribution. The introduction of the strong hyperfine interaction, of 

the form 16Tras/9mimjSi · Sj63(rij ), where mi and Si are the mass and 

spin of the ith quark, does not change this conclusion. While the sign 

stays the same, the magnitude of the contribution decreases when the 

charmed quark mass is substituted for the strange quark mass. Thus, 

in the absence of unforeseen effects, the Et+ must be heavier relative to 

the E~ than the E+ is to the E- . Perhaps because these calculations 

are the most phenomenological, they give best agreement with observed 

baryon and meson mass differences. For the Et+ -E~ mass difference the 

predictions range from -6.5 Me V / c2 to 6. Me V / c2 . It should be noted 

that reference 32 also predicts that the width of the decay Ee - Ae7r is 

2.1 Me V / c2 based on phase space arguments and the oberved width of 

the decay of ~(1385) - A07r. This is the only prediction of finite width 

made for this decay at the present time. 

All of these calculations assume symmetries, which may or may 

not be valid. The assumption that the behavior of light quarks is inde­

pendent of the flavor (and mass) of the third quark is implicit to varying 

degrees in all of these calculations. An accurate measurement of the 

~t+ -E~ mass difference would test the validity of this assumption and 

provide insight into the nature of interquark potentials, thereby guiding 

future calculations. 

Prior to the results of this experiment, no hadronic experiment 

has seen evidence for Ee production. (See also subsection 5.2.1) How­

ever the E++ has been seen in neutrino experiments and in one e+ e-
' e 

experiment. 13
''
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periment to experiment, but the mass difference between the E++ and 
c 

Ac is consistently 166-168 Me V / c2 • (The reason for this good agree-

ment for mass difference results is that systematic errors in the Ac and 

Ee mass calculations tend to cancel.) One neutrino experiment sees one 

event consistent with Et. 1381 Three experiments have reported signals 
. "'o [3~,40,48J 
Ill 4..c • The mass differences were inconsistent, and none of the 

signals is of more than 4 standard deviations of statistical significance. 

E-400 was performed at Fermi National Accelerator Laboratory 

between March and July, 1984. With a beam of maximum energy 800 

GeV neutrons, about 60 million triggers were taken. This experiment 

will present new data on the production of the Et+ and E~ . The mass 

difference between these two members of the Ee isospin triplet is mea­

sured, along with their production properties. Subsequent chapters will 

treat in detail the experimental apparatus, data processing and analysis 

procedures used in isolating these signals. In chapter 5, the results of the 

present analysis will be compared to previous experimental results and 

theoretical predictions. 



CHAPTER 2 

THE EXPERIMENT 

This chapter describes the experimental apparatus used to ac­

cumulate and record the data discussed in this thesis. Section 2.1 gives 

an overview of the beamline and the detectors in the E400 spectrometer. 

Section 2.2 describes in detail the detectors in the E400 target region. Sec­

tion 2.3 describes the Multiwire Proportional Chambers (MWPC's) and 

analysis magnets which track the particles produced in the interaction. 

Section 2.4 describes the Cerenkov counters used for particle identifica­

tion. The E400 calorimeters are detailed in section 2.5. In section 2.6, 

the triggers used during normal data taking are described. 

2.1 Overview of the experiment 

E400 was located in the Proton East beam line at Fermi National 

Accelerator Laboratory (figure 3). [431 A beam of high energy neutrons was 

produced by charge exchange of 800 Ge V protons interacting in a pri­

mary target of Beryllium. Charged particles were swept out of the beam 

by magnets, leaving K2 's, photons and neutrons. Most of the photons 

were removed from the beam by 6 lead flippers (12 radiation lengths) in 

the beam path. The spectra of the remaining photons and K2 's peaked 

at much lower energy than that of the neutrons, which peaked at 80 % of 

the proton energy. Imposing a minimum energy trigger insured that the 

interactions were initiated predominantly by neutrons. By adjusting the 

position of the primary proton beam spot on the beryllium target, the 
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position of the neutron beam spot on the E400 target could be regulated. 

The size of the beam spot on the target was regulated by adjusting the 

hole size in steel collimators. During normal running conditions, the ac­

celerator delivered one spill every 30 to 60 seconds with an intensity of 

about 105 neutrons per second. In addition, each spill possessed a sub­

structure, such that the neutrons were delivered in 2 nanosecond buckets 

every 19 nanoseconds. Thus an average 2 nanosecond bucket contained 

.19 x 10-2 neutrons. The chance of multiple interactions was thus neg­

ligible. In addition to this neutron beam used for normal data runs, 

beams of electron-positron pairs, muons and photons could be obtained, 

and were used to calibrate various detectors in the spectrometer. These 

beams are described in Appendix A. 

The neutrons interacted in targets of beryllium, silicon and tung­

sten, and the events were analyzed by the E400 spectrometer (figure 4). 

An active silicon wafer in the most downstream target detected charged 

particles from these interactions and was part of the second level trigger. 

A high resolution MWPC tracked the particle trajectories just down­

stream of the target. After passing through the first analysis magnet, 

Ml, particles inside 100 mrad in x and 200 mrad in y were analyzed by 

the main spectrometer. As can be seen from figure 4, E400 used a left­

handed coordinate system, with positive z defined in the direction from 

upstream to downstream, positive y up, and positive x to the right as 

one faces downstream. Momenta of particles which passed through both 

magnets (inner spectrometer) were determined by M2, while momenta of 

those which passed through only the first magnet were determined by Ml. 

Ml and M2 were run in focussing mode, with Pt kicks in y (the bend view-
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the view in which the particle's trajectory is bent by the magnetic field) 

of -400 Me V / c and 582 Me V / c, respectively. Particle trajectories were 

measured by three stations of multi-wire proportional chambers upstream 

of M2 and by two more downstream of M2. The spectrometer had a mea­

sured momentum resolution of a p/ p = .0002p (in Ge V / c) for tracks in the 

inner spectrometer, and ap/P = .0014p (GeV/c) for tracks in the outer 

spectrometer. Particles were identified by three multicell gas Cerenkov 

counters, CO, C2, and C3, with pion thresholds 3.0 Ge V / c, 11. 7 Ge V / c 

and 6.4 Ge V / c, respectively. Electromagnetic calorimetry was provided 

by a lead glass array, and a total absorption hadron calorimeter and 

a Beam Dump calorimeter measured the hadronic energy of the event. 

These elements will be described in more detail below, beginning with 

those in the target region. 

2.2 The Target Region 

2.2.1 The Target 

In order to measure the dependence of charm hadroproduction 

on the atomic weight of the target, the E400 target (figure 5) consisted of 

three separate target modules of different materials. The materials and 

thicknesses were, from upstream to downstream, tungsten (300 µm, 8.6 

% of a radiation length, .31 % of an interaction length), silicon (2 mm, 

2 % of a radiation length, .63 % of an interaction length) and beryllium 

(4 mm, 1.1 % of a radiation length, .98 % of an interaction length). 

This arrangement, with most of the radiation length in the upstream 

target, minimizes multiple Coulomb scattering of tracks produced in the 

interaction. The target elements were separated by 2.5 cm of vacuum. 

Since the lifetime of a charmed particle is greater than 2 x 10-13 sec 



) ) 

T 
20 )Bf 

l 
300µ){ 
thlck 

Si 

..... 25 )Bf-4 

Each watter 
.. 200 µK thlck 

} 

Be 

4:.0 )Bf thlck 

J--2.687 CM--· ... I·-· -2.7.& CM--· .... l·--2.921 C)( 

FIGURE 5. The E400 Target. 

) 

Si 

·I 



' ,... 

22 

and the relativistic time dilation factor / was usually 20 or more, the 

decay distance was greater than 1.2 mm, and so the decays occurred 

predominantly between target modules. These three targets were followed 

by an active silicon target (600 µm), which registered the passing of 

charged tracks. The second order trigger required that this target show 

a charge equivalent to two or more tracks. The entire target system 

was contained in a vacuum, which continued downstream to the vertex 

chamber in order to minimize multiple coulomb scattering. 

2.2.2 The Vertex Chamber 

The high resolution MWPC, 1531 called the vertex chamber (figure 

6) was designed to improve the vertex resolution so that the decays of 

charmed particles could be resolved as vertices separated from the pri­

mary event vertex. The device consisted of nine wire planes with 250 

micron wire spacing. The nine planes were arranged in three stations of 

three planes each. Each station had a plane measuring the position in x 

(vertical wires), v (-60° to the vertical) and u ( +60° to the vertical). The 

signal planes were copper clad cryogenic grade epoxy fiberglass laminate 

wound with 7.6 micron Rhenium-Tungsten wire at its breaking tension 

of 12 grams. The active area of each plane was 22 cm2• Electrical con­

nections between the wires and the copper leads on the fiberglass were 

made using conductive epoxy. All edges were rounded and polished to 

avoid electrical breakdown of the gas. 

The wire planes (anodes) alternated with cathode planes made by 

stretching 25 micron thick kapton sheets on a frame and then spraying 

both sides with a colloidal suspension of graphite in isopropyl alcohol. 

The thickness of the graphite layer was made uniform by rubbing each 
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side with a tissue until a uniform resistance of 100 kD. per square was 

reached. The Kapton was then glued to a fiberglass frame. As with 

the signal planes, all edges were rounded and polished. Each station of 

three planes was also equipped with ground planes on either end which 

provided electrical isolation. 

The chamber was assembled by sliding each plane onto precision 

pins which fixed its position relative to the other planes. Between each 

set of three planes, aluminum spacers were inserted. 0 rings provided 

the gas seal. Aluminum face and end plates completed the assemblage, 

and the system was rendered gas tight by tightening nuts on the end 

of the precision pins. Thin mylar windows, .010" thick upstream and 

.015" thick downstream, minimized multiple coulomb scattering of tracks 

passing through the active area of the chamber. The resulting chamber 

system was 12 cm long. The system was filled with "magic gas" ( 4 % 

methylal, 20 % isobutane 0.6 % freon and 75.4 % Argon) at 2 atmospheres 

of pressure. The efficiency curve for each plane plateaued between 4 and 

5 kV. However, the plateau voltage varied from plane to plane due to 

irregularities in the thickness of the glue layer on the cathode .plane. 

Since 2 wire planes shared a cathode plane, not all planes could be run 

simultaneously at plateau. Still, efficiencies of about 95 % were attained 

for all planes (Note that efficiencies were determined using a muon beam­

see Appendix A.) 

The vertex chamber performed well throughout the run, and 

maintained an 80 % duty cycle, with most of the down time due to bro­

ken wires. The same failure mechanism was observed several times. After 

a few weeks of running, the Kapton cathode planes had a tendency to 

----------- --------------
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ripple, thereby creating field instabilities and sparking from the cathode 

plane to the signal wires. Over time this sparking tended to break wires, 

and the signal and cathode planes had to be replaced. It is not known 

at present whether ~uch problems could be overcome by using thicker 

Kapton in the cathode planes. 

During the run, the efficiency of the chamber was monitored on 

special muon runs. These runs were later used to establish the chamber 

geometry for the vertex chamber reconstruction program. 

The vertex chamber proved quite valuable in the analysis. The 

tracking information increased the momentum resolution by 15 % and the 

resolution for the primary vertex by a factor of 10. The Vertex Chamber 

was used to clean up neutral vees (K~ and A0 ) as well, the rationale being 

that a track from a downstream decay should not link through the vertex 

chamber. 

2.3 The MWPC's and Analysis magnets 

After passing through the target region, particles entered the 

main spectrometer. The trajectories and. monenta of the particles were 

measured by 5 stations of MWPC's, PO - P4, and 2 analysis magnets, Ml 

and M2. As mentioned in section 2.1, the magnets were run in focussing 

mode. This means that the two Pt kicks were of opposite sign, and their 

ratio determined so that charged particles arrived at about the same 

point at the Lead Glass array that they would have had their trajectory 

not been bent. Each chamber had 3 wire planes measuring position in, 

x (vertical wires), v (at 11.3° to the hori~ontal) and u (at -11.3° to the 

horizontal). The narrow angle of the u and v planes tended to minimize 

position error in the y or bend view. Table 2.1 gives the longitudinal 
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Table 2.1 

E400 M\VP C Geometry 

Wire Plane Wire Spacing z position (center of M2 = 0) 

POX .1999cm -411.658cm 

POV .2000cm -410.718cm 

POU .2000cm -409.753cm 

PlX .2037cm -323.063cm 

PlV .2037cm -324.333cm 

PlU .2037cm -325.603cm 

P2X .200lcm -187.406cm 

P2V .2003cm -189.946cm 

P2U .2003cm -188.684cm 

P3X .200lcm +163.716cm 

P3V · .2000cm +161.Sllcm 

P3U .2000cm +162.763cm 

P4X .3002cm +689.839cm 

P4V .2000cm +688.569cm 

P4U .2000cm +687.299cm 
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positions and wire spacings for all the wire planes in the main spectrom­

eter. Most planes maintained a single track efficiency of 99 % or better 

throughout the run. To enhance position re.solution and to provide rough . . . 
on-line momentum and multiplicity information for the third level trigger 

(the M7), the wire planes were equipped with Time Recorder Modules 

(TRM's) with 2 nanosecond resolution. Each plane was divided into 32 

regions of 8 wires, 16 wires or 32 wires each, with the larger groupings in 

the less frequently hit parts of the plane. The OR of each band of wires 

was fed into the TRM's, so the time at which the first wire in any group 

fired was recorded by the TRM. The TRM information was used, along 

with that from the vertex chamber to improve position and momentum 

resolution for tracks. In practice, little improvement was seen, since often 

more than one track pointed at the same band. However, the TRM band 

information was used in the third level trigger to give a rough determi­

nation of particle momentum so the particle could be identified from its 

Cerenkov information. 

2.4 Cerenkov Counters 

Charged particles were identified by a system of three gas 

Cerenkov counters, each with 34 cells. The most upstream of these coun­

ters, CO, was filled with isobutane, and was installed mainly to identify 

low momentum tracks in the outer spectrometer. The mirrors were flat 

plane mirrors at 45° to the z axis (for this reason, the radiator length var­

ied from 30 cm in the middle of the counter to 66 cm on the sides), and 

the phototubes were equipped with mirrored pyramidal structures to en­

hance light collection efficiency. The mirror segmentation of CO is shown 

in figure 7. A typical electron yielded 5 photoelectrons. The thresholds 
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for identifying pions, kaons and protons were 3.0 GeV/c, 10.6 GeV/c and 

20.3 Ge V / c, respectively. 

The transverse segmentation of the other two counters, C2 and . . 

C3, was the same (figure 8), and both were located downstream of the 

second magnet. C2 was located between the two downstream MWPC's, 

P3 and P4, and C3 was located after the last chamber. C2 had a 457 

cm radiator length filled with a mixture of 80 % helium/ 20 % nitro­

gen; thresholds for Trjl{jp identification were 11.7, 41.4 and 78.7 GeV/c. 

C3's 200 cm radiator length was filled with nitrogen, and had 7r / K/p 

thresholds of 6.4, 22.4 and 42.6 GeV/c, respectively. Both C2 and C3 

utilized segmented focusing mirrors to enhance light collection. Using 

only these two counters, protons could be uniquely identified between 

42.6 and 78. 7 Ge V / c. A relativistic track yielded about 5 photoelectrons 

in both these counters. If the momentum of a track were known to be 

above 22.4 GeV/c, it could be identified as a Kaon up to 41.4GeV/c us­

ing C2 and C3 alone. A hodoscope array of scintillation counters (CH2) 

with identical segmentation to C2 and C3, and located downstream of C2 

registered the passing of charged particles through a given cell whether 

they left light in the Cerenkovs or not. C2, C3 and CH2 were used in the 

M7 heavy particle trigger, to be described later. 

2.5 Calorimetry 

Calorimetry information for tracks within the inner spectrometer 

came from a lead glass array, a total absorption hadron calorimeter, and 

a small tungsten scintillator beam dump calorimeter designed to measure 

energy which would have otherwise been lost down the beamhole. These 

3 devices were used to determine the total energy of the event, and the 



30 

I 25 
I I 

2 26 
12 13 

3 14 15 27 
4 28 

56cm 5 16 17 29 r-. ..... -"' 6 18 19 12.7cm30 
7 \LI 31 

8 20 21 32 

22 23 
28cm 

L 
9 33 i 

40.6 
cm 
24 

10 . 34 
~ 43.2cm - I I -- -

k11.s~ 
cm 

FIGURE 8. Mirror geometry for C2 and C3. 



31 

lead glass and hadron calorimeter provided a second level energy trigger. 

2.5.1 The Lead Glass Counters 

The small ratio of radiation length to interaction length for lead 

means that there will be a high ratio of electromagnetic to hadronic in­

teractions. The lead glass counters are 50 % lead by weight, and were 

therefore used to measured the energy of electrons and photons in the in­

ner spectrometer. The array (figure 9) consisted of 120 lead glass blocks, 

each instrumented with a phototube and the pulse height digitized by 12-

bit ADC's. The 58 blocks in the central array measured 6.35 cm x 6.35 

cm x 58.4 cm, and were instrumented with RCA 6342A 2" diameter pho­

totubes. This array was surrounded by an array of 62 15 cm x 15 cm x 46 

cm blocks with RCA 8055 5" tubes. In the center was a 6.35 cm x 12. 7 

cm hole which allowed very high energy, small angle particles to pass 

without interacting and saturating the central blocks. These counters 

gave an energy resolution of 15 0 for showers initiated in the small 
E(GeV) 

blocks and about J~~~eV) for showers in the large blocks. The blocks 

were calibrated by a series of special calibration runs (See Appendix A), 

which directed electron pairs into the blocks, and the calibration coef-

ficients were determined by comparing energy deposited in the counter 

and the momentum of the electron. [421 The summed output of the lead 

glass counters was part of the energy sum used in the second level trigger. 

2.5.2 The Hadron Calorimeter 

The Hadron Calorimeter (figure 10) was designed to measure the 

large hadronic component of the event energy. It was a total absorption 

calorimeter with alternating layers of 1. 7511 iron and and .25" scintilla­

tor. The calorimeter was segmented into 20 individual modules, 10 in 
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front and 10 in back. Each module consisted of 12 leaves of scintilla­

tor feeding into a light guide ·and read out with a 5" Amperex 58 AVP 

phototube. The pulse height was digitized by the same ADC's as the 

lead glass. A three inch diameter hole in the central modules of the 

calorimeter allowed the noninteracting beam particles to pass through 

without interacting in order to avoid saturation of the central counters. 

The counters were paired, one in front and one in back, and each pair 

was approximately gain balanced with minimum ionizing muons. The 

modules in the calorimeter were calibrated using data with particularly 

simple topologies, and with the lead glass moved out of the beam to re­

duce contamination from showers in the lead glass. (See Appendix A) 

For data during other parts of the run, the relative positions of minimum 

ionizing muon energy peaks were used to recalibrate the detector, using 

selected muon data. The sum of the energies in the hadron calorimeter 

modules was also used in the second level energy trigger. 

2.5.3 The Beam Dump Calorimeter 

The Beam Dump Calorimeter (figure 11) was installed to mea­

sure the energy of particles which would have otherwise been lost down 

the beam hole. This allowed for a more accurate determination of the 

total event energy, and could be used to measure the energy spectrum 

of the beam. This device was specially designed to maintain linear re­

sponse in the high rate, high energy environment of the beam dump. 

The calorimeter consisted of 19 layers of 1 inch tungsten alternating with 

1/8 inch scintillator. Ten of the layers of scintillator tapered into one 

adiabatic light guide which fed into an EMI 9954 2 inch photomultiplier 

tube. The other 9 fed into a second adiabatic light guide and identical 
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phototube. The calibration procedure was similar to that for the hadron 

calorimeter. The ADC gate for the Beam Dump Calorimeter was 50 

nanoseconds, during which time about 3 2-nanosecond buckets of neu­

trons were delivered. Since there was an average of 1 neutron every 500 

buckets, the chance of contamination of the energy information from the 

beam dump calorimeter by a noninteracting neutron was negligible. 

2.6 Triggering 

Triggering on E400 was done at 3 levels, an interaction trigger, 

an energy and multiplicity trigger, and a heavy particle trigger, the M7. 

2.6.1 Interaction Trigger 

The primary purpose of the interaction trigger was to provide 

quick rejection of events with very low multiplicity or with vertices outside 

the target region. The interaction trigger required Tl, the scintillation 

counter just downstream of the vertex chamber to fire in coincidence with 

two hits in the inner spectrometer hodoscope, the H x V counters (located 

just upstream of the lead glass array) (figure 12). This was denoted 

symbolically as Tl· (H x Vhbody· A logic diagram of (H x Vhbody and 

(H x V)ibody (used for special MWPC geometry muon runs) is shown 

in figure 13. Note that the 1 inch vertical crack down the center of the 

H x V counters (shown in figure 12) prevented electron positron pairs 

from converted photons from satisfying the trigger. 

The output from Tl and the H x V logic were fed into a logic 

box, called the Confusion Logic, and presented schematically in figure 14. 

If only Tl or (H x Vhbody was on, but not both, the Confusion Logic 

prevented the online computer from generating any new triggers for 100 

nsec. If both were on, the confusion Logic generated a Master Gate, and 
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the event was considered by the DC Logic Trigger. 

2.6.2 The DC Logic Trigger 

If an event passed the first level trigger, the information from 

the event (e.g. wire hits, TRM information, ADC readings) was latched 

and used to determine whether the event satisfied certain logical condi­

tions called buslines. These buslines were set true if the event met the 

appropriate criteria. For example, if the event energy, as measured by 

the hadron calorimeter and lead glass, exceeded the minimum energy re­

quirement, then the energy busline was set true for that event. Similarly, 

other buslines imposed a minimum charged track multiplicity, required 

the event vertex to be in the target region, etc. The buslines were fed into 

a Pin Logic module (figure 15) and used to set triggers (called Pins) true 

or false. The trigger used for normal data was called Pin4, and required: 

Pin4 = Buslinel · Busline2 · Busline7 · Busline16 where: 

1. Busline 1 required that the band wire hits from the TRM's show 

the median number of wire bands in the first 3 wire chambers be 

at least 4 and that the median in the last 2 chambers at least 

2. This amounted to a minimum multiplicity requirement for the 

inner and o~ter spectrometers, and was imposed because the mean 

multiplicity of charmed events was expected to be higher than for 

uncharmed events. In addition, events with more than 255 wire hits 

were aborted. This amounted to a 4-6 % loss. 

2. Busline 2 required the most downstream wafer of the active silicon 

target to show a charge equivalent to at least 2 minimum ionizing 

tracks. This busline required that the interaction took place up­

stream of the vertex chamber and within the transverse dimensions 
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of the target. 

3. Busline 7 was essentially an energy requirement: that the appropri­

ately attenuated sum of the gain balanced lead glass counters with 

the gain balanced hadron calorimeter modules exceed some mini­

mum value (equivalent to 265 Ge V). Note that since energy down 

the beam holes of these devices is not included, this requirement 

is effectively a transverse energy requirement. The purpose of this 

requirement was to veto against K2 or photon induced events since 

the K2 and photons have a much softer spectrum than the incident 

neutrons produced by charge exchange. 

4. Busline 16 was a deadtime requirement, requiring that only one 

event took place during the time the information for the event was 

latched. 

In addition, the last 20 % of the 800 Ge V data was taken with 

the additional requirement: 

1. Busline 13 required the maximum number of TRM band hits taken 

from the last 2 chambers, P3 and P4, be less than 8. This re­

quirement rejected events with very high multiplicities. (A further 

requirement for this Low Multiplicity data reduced the maximum 

allowed number of wires struck in the spectrometer from 256 to 

208.) 

A minimum bias trigger was employed throughout the run defined 

as, Pin2 = 16, and was equivalent to the master gate trigger described 

above. During normal running conditions, Pin 4 events were written to 

tape with no prescale, while Pin2 events were written out to tape with 

a prescale of 128 to 256, so that 10 % of E400's sample consists of these 
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minimum bias events. These minimum bias events were used to determine 

the efficiencies of the above buslines. Using Pin2 events, Busline 1 and 

Busline 2 were found to be respectively, 97 % and 95 % efficient for 

charged track multiplicities greater than 6. Since the final states under 

consideration decay into at least 4 charged tracks, these buslines did not 

introduce significant systematic errors. The effect of the energy trigger, 

Busline 7, is more difficult to determine, and must be considered in detail. 

The ETOT busline (7) was formed from the pulse height readings 

in the hadron calorimeter, the inner lead glass counters (small blocks) and 

the outer lead glass counters (larger segmentation). Counters in each of 

these categories were gain balanced using the pulse heights of minimum 

ionizing muons. Muons were also used to gain balance the energy sums 

between counters, and to determine the proper attenuation for output of 

each sum into an 8-bit ADC (Pulse Area Digitizer; or PAD). Busline 7 

was on if the output from the PAD exceeded some threshold. Using Pin 

2 events, Busline 7 was found to be 50 % efficient at ETOT = 265 Ge V, 

which corresponded, roughly, to a total event energy, Etotal = 300 Ge V. 

Since less than 5 % of the events in the :Ee analysis are below this energy, 

the possible systematic errors are again negligible. 

If an event satisfied the Pin4 trigger, it was then scrutinized by 

the M7 heavy particle trigger. 

2.6.3 The M7 Heavy Particle Trigger 

The M7 was a very fast programmable hardware trigger proces­

sor, which was used to rapidly process wire band and Cerenkov informa-

l . h h . h . (.H,551 Th tion to look for heavy partic es, i.e. t ose eav1er t an a pion. e 

M7 trigger processor used the Cerenkov counters C2 and C3, along with 
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the CH2 hodoscope counters, which had identical segmentation, to de­

termine whether a track pointing at a given cell was consistent with the 

Kaon or Proton hypotheses (heavy), or not. This trigger was designed to 

enhance selection of charm meson decays by identifying kaons from these 

decays. The criterion for selecting such events was to identify at least one 

track which satisfied the condition C2 · C H2 · C3. In other words, the cell 

at which the particle pointed in C2 was off, but the corresponding counter 

in CH2 was on, as was the cell in C3. To eliminate confusion with low 

momentum pions, the additional requirement, p > 22.4 Ge V / c2 was also 

imposed. This trigger selected kaons between 22 Ge V and 40 Ge V, and 

protons from 40 Ge V to 75 Ge V. Since the decay Ac -+ pK 7f' contains 

both a proton and a kaon, the M7 trigger should enhance this mode. 

Based on offiine studies, the M7 heavy particle proved to be about 70 % 

efficient at identifying events with a kaon, while rejecting two-thirds of 

the Pin4 triggers. 

The probability that a given event satisfied the M7 trigger was 

determined by analyzing pin 2 events, which were written to tape without 

requiring that they satisfy the M7 trigger. The M7 was run on these 

events as in the online trigger. Because of confusion and accidental firings, 

there was a certain probability that the trigger fired on tracks other other 

than kaons and protons in the above momentum ranges. 

Table 2.2 shows the probabilities that tracks identified as definite 

protons, definite kaons, kaon/proton ambiguous, and other tracks would 

satisfy the M7 trigger. The category 7r in Table 2.2 includes all tracks 

with Cerenkov identifiers other than K definite, p definite, or K/p am­

biguous. From these, the probability that a given event would satisfy the 
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M7 trigger could be constructed as PM1 = l- fI::::'t""(l - Pi)· 

Table 2.2 

M7 Trigger Acceptance Correction 

Oflline Cerenkov ID Momentum Range Probability 

Definite Kaon p > 21 GeV/c 0.33 

K/p Ambiguous 10 GeV/c < p < 21 GeV/c 0.082 

K/p Ambiguous p > 21 GeV/c 0.29 

Proton Definite p > 40 GeV/c 0.25 

7r (any other track) All p .03 + .00125 x N t 

Figure 16 shows a plot of this M7 acceptance for events in the ~c 

analysis. This trigger acceptance must be included along with geometric 

acceptance and acceptance of analysis requirements in computing the 

~~ and ~t+ cross sections. Note that the probabilities in Table 2.2 are 

highly dependent on charged track multiplicity. 

Once the M7 had Hagged a good event (or if it came in under the 

Pin 2 or M7 prescales), the event was written onto tape, and saved for 

further analysis. The data acquisition program was the standard Fermi­

lab program MULTI run on a PDP-11 computer. A detailed analysis of 

the data acquisition can be found in reference 41, along with a discussion 

of the dead time resulting from triggering and data acquisition. When 

the accelerator was running smoothly, a 6250 bpi data tape could be filled 

every 11 minutes. These tapes were vaulted at the Fermilab Computing 

Facility to await reconstruction and analysis. 

.. 
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CHAPTER 3 

DATA ANALYSIS 

3.1 Introduction 

The analysis of the 800 Ge V data was accomplished in four .. 
major stages, or passes. Chronologically, these were Passl, Pass2, the 

first level skim and Pass3. I will briefly outline what was accomplished 

at each level, and then detail more thoroughly those subjects relevant to 

the Ee analyses. 

Passl was the pattern recognition program for the main spec­

trometer MWPC hits. Tracks were reconstructed from the wire hits in the 

main spectrometer MWPC's. Momenta of tracks passing through both 

magnets were determined from the bend angles and the known strengths 

of the magnets. Only events with no tracks or more than 30 hits in any 

one wire plane were discarded at this level (a 2 % loss). Tracks passing 

through only Ml were reconstructed, but their momenta were determined 

at a later level. 

Pass2 was a more complicated analysis, incorporating several dif­

ferent tasks. Using the bend angle information determined in Pass!, inner 

spectrometer tracks were traced through Ml back to the target region. 

A primary event vertex was found by determining which point gave the 

best fit as a common origin to all of the tracks traced back through the 

magnet. Using this primary event vertex, tracks in the outer spectrom­

eter (stubs) could be traced through the first magnet using the single 
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bend approximation. The tracks could then be traced to the BOBKAT 

vertex, and their momentum determined. Pass2 included a search for 

the decays of neutral vees (K2's and A0's), and for the decays of~ hy­

perons into a charged track and a neutral particle, called kinks because 

the charged track appears to suddenly change direction at the decay 

point. The Cerenkov routines identified electrons, pions, kaons and pro­

tons within specified momentum ranges. Muons passing through both 

magnets were also identified using the muon counters behind the steel .. 
beam dump. Information from the active silicon target was analyzed and 

the pulse heights in the lead glass counters were converted to their equiv­

alent energies. Using this information, events were analyzed to determine 

whether they satisfied specific requirements of the first level skim, and a 

bit for each skim requirement was turned on or off depending on whether 

the event met these requirements. 

The first level skim was undertaken to reduce the data sample 

by about a factor of 4 in order that the more time consuming Pass3 

analysis would be completed more quickly, and individual skims accom­

plished without decoding the entire event. The skim bits are listed in 

Table 3.1. Events with a specific reconstructed state ( K2, A 0 , kink, <P's, 

etc.), or particular combinations of two heavy particles were flagged and 

saved. Events with candidates for charm decays (i.e. n+ ---+ K 1rn and 

Ac ---+ pK Ti within a certain mass range) into specific final states were 

also flagged and skimmed. These skim tapes were then run through the 

pass3 analysis routine. 

The main purpose of the Pass3 routine was to incorporate the 

tracking information from the vertex chamber. Main spectrometer tracks 
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Table 3.1 

Summary of Skim Bits 

.. Skim bit Description 

1 Clean K2 

2 Clean A0 

3 </> candidate 

4 D* --+ 7r(D--+ K7r) 

5 D* --+ 7r(D--+ K27r7r) 

6 n+--+ K7r7r 

7 Ac--+ pK7r 

8 Ac--+ pK2 

9 Clean high Pt muon 

10 r;± candidate 

11 Pair of oppositely charged Kaons 

12 Kaon proton pair (same sign) 
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were linked to vertex chamber tracks when possible. A new vertex was 

found using these linked tracks, and the vertex resolution was substan­

tially improved. The event energy was reconstructed from calorim~­

try information. All tracks were refit and their momenta redetermined 

(whether they linked through the vertex chamber or not) using an im­

proved magnetic field map and the information from the TRM's. 

3.2 Passl 

The Passl program reconstructed the trajectories of tracks from 

the hits in the main spectrometer MWPC's. The Passl reconstruction 

analysis searched for two types of tracks: 

1. 5 chamber tracks, or those passing through M2. 

2. 3 chamber tracks, or stubs did not pass through M2, and left no 

hits in P3 and P4. 

The Passl reconstruction program, RCON, searched first for 5 

chamber tracks, then for stubs, and finally for vees, dropping the wire 

hits used from consideration for subsequent categories. This made the 

reconstruction algorithm very fast. The algorithm first found x, v and u 

projections of the tracks and then matched them using the constraint that 

x = ( v - u) / sinB. Because of the high efficiency of the main spectrometer 

MWPC's, the reconstruction program allowed only one missing hit for a 

5 chamber track or for a stub. The reconstruction program then fit these 

hits to the hypothesis of a line segment by a least squares method, using 

as parameters the x and y slopes and x and y intercepts at the center of 

the second magnet. For 5 chamber tracks, a fifth parameter, the bend 

angle in the second analysis magnet, y", was included. This could be done 

because the main field of both magnets was in the x direction, implying 
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little bending of the trajectory in the x direction. 

In practice, By and Bz were small but nonzero and all three com­

ponents of the magnetic field were position dependent. The reconstruc­

tion program had to correct for the bends in the track's x-z trajectory 

induced by these so-called 'off field' components of the magnetic field. It 

also corrected for variations in the Pt kicks the tracks receive from the 

magnets, which depend on the track's exact trajectory. In addition to 

these effects, the reconstruction program compensated for magnetic field 

between PO and P2 and downstream of P3. Because the magnitudes of 

these effects depend on the momentum and trajectory of the individual 

track, the fitting algorithm used an iterative procedure which determined 

the momentum of the track from its bend angle in the second magnet 

and the known kick of that magnet. This procedure was done only for 

. 5 chamber tracks at the Passl level, as the momenta of stubs were not 

determined until the primary event vertex was determined (Pass2). 

The efficiency of the reconstruction program depended on the 

charged track multiplicity, varying from 97 % (98 % for stubs) for 3 

charged tracks down to 90 % (87 % for stubs) at 15 charged tracks, 

according to Monte Carlo studies. Due to this decreased efficiency, no 

attempt was made to search for more than 20 main spectrometer tracks 

(including those from downstream vee decays) on any event. These 20 

track events were aborted after the Pass2 analysis. Monte Carlo studies 

using the spurious wire hits generated in the MWPC's (See section 4.2) 

have shown that roughly 8 % of our events have a spurious 3 chamber 

track, and fewer than 1 % of the events have a spurious 5 chamber track. 

After the Passl analysis was complete, it was found that the momentum 



-

52 

determination, and track reconstruction could be improved with a better 

understanding of the magnetic fields of both magnets. 

Between the P~sl reconstruction and Pass2, we devoted consid­

erable effort to rendering the field maps of both analysis magnets (ob­

tained from the Fermilab ZIPTRAC analysis) self-consistent, and to bet­

ter understanding the geometry of the MWPC system using single track 

muon data. As a result of these analyses, an improved geometry for the 

spectrometer was obtained, and detailed field maps were developed for 

both analysis magnets. The latter development gave rise to a TRACE 

program with which tracks could be stepped, or 'swum' back through the 

magnetic field along a trajectory as close as possible to that which the 

track followed in the event. This improved understanding of the magnetic 

fields and of the chamber geometry was utilized in Pass2 to refit the main 

spectrometer tracks and in determining the primary event vertex. 

3.3 ~ 

The primary functions of the Pass2 analysis included finding the 

primary event vertex, momentum analysis for stubs, neutral vee finding 

and Cerenkov identification of the tracks in the event. In the following 

subsections, each of these topics will be discussed in detail. 

3.3.1 Reconstruction of the Event vertex 

The first task of the Pass2 analysis program was to refit the 

tracks using the improved spectrometer geometry and magnetic correc­

tions determined after the Passl analysis. The 5 chamber tracks were 

swum through the first analysis magnet, Ml, using the trace program 

and a primary vertex was determined. The vertexing algorithm (sub­

routine BOBKAT) pointed the 5 chamber tracks (after they were ;wum 
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through the magnet) back toward the target region. The coordinates of 

the primary vertex, Xv, Yv and Zv of this BOBKAT vertex were found 

by minimizing the quantity 

where Xi(Zv) and Yi(Zv) are the x and y intercepts of track i at Zv and 

CTix and CTiy are the characteristic resolutions of tracks of type i (stubs, 4 

chamber tracks, or 5 chamber tracks). 

The procedure was iterative, calculating the miss distance of each 

track from the vertex. If a track i had the largest miss distance, and 

if that miss distance exceeded 2.5 a, the vertex was recalculated with 

that track removed. The iterations continued until the miss distance 

of all tracks included in the primary vertex was less than 2.5 u. In 

this way, tracks which did not point back to the primary vertex were 

eliminated from the fit. Once the BOBKAT vertex had been found, the 

momenta of stubs were determined by assuming that they originated 

at the primary vertex, and dividing the kick of Ml by the bend angle 

implicit in this description of the stub's trajectory, a process known as 

unstubbing. Following the neutral vee analysis, the BOBKAT vertex was 

recalculated after excluding the tracks in vees. Figure 17 shows the z 

resolution of the vertex from the BOBKAT algorithm. The z resolution 

at this level is about 1 inch, so individual target elements cannot be seen. 
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3.3.2 Neutral Vees 

Decays of K~ and A 0 were found at the pass2 level. These decays 

could be grouped into several different categories. For decays upstream 

of the first magnet, three topologies were possible: 

1. Track-Track vees were those for which both daughter tracks were 5 

chamber tracks. 

2. Track-Stub vees were those for which one daughter track was a 5 

chamber track and the other was a 3 chamber track, or stub. 

3. Stub-Stub vees were those for which both daughter tracks were 

three chamber tracks. These were predominantly low momentum 

K~'s, and were reconstructed using a constrained fitting procedure 

which balanced the transverse momentum of the daughter tracks 

about a line from the decay point of the vee back to the main event 

vertex. 

Similarly, two categories of vees which decayed downstream of 

the first magnet were reconstructed: 

1. Reconstruction vees were those which decayed downstream of PO, 

but upstream of P2, the last chamber before the second magnet. 

2. P34 vees decayed downstream of P2, but before the midpoint of the 

magnet. These vees were reconstructed using an algorithm similar 

to the Stub-Stub vee algorithm. 

To obtain the best possible signal to noise, only subsets of the 

Track-Track, Track-Stub and Reconstruction Vees were used in the search 

for the decay ~c -+- Ac7r, with the Ac subsequently decaying into pKs7r7r , 

which will be described in the next chapter. The Stub-Stub and P34 

categories were not used, because they had very poor signal to noise. 
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The section below describes the algorithms used to find the Track-Track, 

Track-Stub and Reconstruction Vees. A more complete account of the 

vee finding algorithms can be found in Reference 42. 

The first step in the Track-Track and Track Stub analyses was 

to determine each track's distance of closest approach (DCV) to the 

event vertex. For a 5 chamber track, this quantity had the form DCV= 

J'(x(Zv) - Xv)2 + (y(Zv) - Yv) 2, where Xv, Yv and Zv were the primary 

vertex coordinates. A 5 chamber track was called jiattached to the pri­

mary vertex if DCV < .08". Since the momenta of stubs could not be 

determined without assuming that the stub came from the primary vertex 

in y, the DCV for stubs could only be determined by using the trajectory 

in the non-bend (x-z plane) view: DOV= J'(x(Zv) - Xv)2. A stub was 

called attached if DOV< .l". Because the trajectory downstream of the 

second magnet was less certain for 4 chamber tracks, they were treated 

as stubs throughout the vee finding analysis. The cuts at .08" and .1" 

are set· at 2 standard deviations of the BOBKAT vertex resolution, for 

the 5 chamber tracks and 3 chamber stubs, respectively. 

The tracks were next paired in groups of 2 oppositely charged 

tracks. These vee candidates were categorized as zero-attached, one­

attached and two-attached by the number of tracks in the vee attached 

to the primary vertex. Only zero-attached and one-attached candidates 

were considered for further analysis, as the number of two-attached can­

didates was large and the signal to noise was very poor. Beginning with 

these candidates, subroutine FNDTTV found Track-Track vees and sub­

routine FNDTSV found Track-Stub vees. Using the x-z projections of 

the candidate tracks, an approximation to the z of the decay, Zd1 was 
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found, assuming the magnetic corrections described in the track recon­

struction section to be negligible. In FNDTTV, the y-z projections were 

then traced back to this point using the trace algorithm BTRACE, which 

also ignored the off field components of the magnetic field. An improved 

estimate of the z of the decay, zd2 was obtained by minimizing the dis­

tance of closest approach of the two track trajectories at zd
1

• (Note that 

since this point could be inside the magnet, the trajectories might not be 

straight lines, and that the full kick of the magnet might not be given 

to the tracks in the vee.) If Zd2 was less than 3 inches downstream of 

the primary vertex, the candidate was eliminated. This requirement was 

employed to reduce the high background due to tracks from the primary 

vertex. For the remaining candidates, the tracks were traced back to 

the Zd2 , and the distance of closest approach between the two tracks was 

required to be less than .2 inches. 

For Track-Stub vees, the momentum of the stub was unknown, so 

a trace back to zd 1 was possible only for the 5 chamber track, and zd
1 

was 

the best estimate possible for the z of the decay point. They of the decay 

point, Ydi was determined by tracing the 5 chamber track back to Zd
1

, 

and the stub momentum was determined iteratively by tracing the stub 

back to ( Zd1 , Ydi ). This fit determined the charge of the stub, since the 

stub was required to have opposite charge to the 5 chamber track. The 

decay vertex, Zdi was required to be 3 inches downstream of the primary 

event vertex. The 3-momenta of the resulting vee candidates were then 

determined, and the resulting vector was pointed back to the primary 

vertex, with the distance of closest approach to the vertex required to 

be less than 2 inches. This requirement helped to eliminate spurious vee 
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candidates. 

It often happened that a given stub or 5 chamber track might be 

included in more than one vee. When this occurred, a complex arbitration 

procedure was invoked to determine which vee was most likely to be the 

real neutral decay. First Track-Track vees were arbitrated against one 

another using (in order) the criteria of distance of closest approach of 

individual track trajectories ·to each other, distance of closest approach 

of the vee to the primary vertex, and how far downstream of the primary 

vertex the vee decayed. Track-Stub vees were also arbitrated against 

one another using these last two criteria. Finally, Track-Track vees were 

arbitrated against Track-Stub vees so that no vees shared a common 

track. 

Reconstruction vees were the decays of K2's and A 0 's, which 

occurred between the first MWPC, PO and the third MWPC, P2. Three 

different categories of Reconstruction vees were found: 

1. Those with hits in Pl, P2, P3, and P4. 

2. Wide angle vees which were outside of the acceptance of the most 

downstream chamber, and so left hits only in Pl, P2 and P3. 

3. Vees which decayed downstream of Pl, and left hits in P2, P3, and 

P4. 

Because each of these categories had between 9 and 12 hits, the 

individual tracks were less constrained upstream of the second magnet 

and the momentum resolution poorer than 5 chamber tracks. To com­

pensate for this fact, the tracks were fit to a vee hypothesis with a common 

vertex, rather than as single tracks. First, track candidates were found 

using the unused hits in the 4 downstream chambers. Tracks giving a 
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reasonable fit to their hits were paired in opposite sign combinations, 

and fit to a vee hypothesis by subroutine LSQ2. For each track, the same 

5 slope and intercept parameters were determined, along with 3 vertex 

parameters. Three of these parameters were eliminated by i:µiposing that 

the two tracks must have a common vertex, and the fit was accomplished 

by inverting the resulting sparce 13 x 13 matrix. The x2 of this fit gave a 

mea.Sure of how well the track candidates fit the vee hypothesis. This x2 

was used to reject vee candidates with unacceptable fits, and as part of an 

arbitration algorithm to insure that no two reconstruction vee candidates 

shared a common x projection. Because the momentum analysis of these 

vees was independent of the magnetic field of the first analysis magnet, 

these vees were used to better determine the transverse momentum kick 

of the second analysis magnet. 

In the analysis below, only zero-attached Track-Track, zero­

attached Track-Stub and Reconstruction vees were used to insure a clean 

sample. Figure 18 shows the K~ mass for these categories before further 

clean up. 

3.3.3 Cerenkov Analysis 

For particle identification, E400 relied on the three gas Cerenkov 

counters described in section 2.4. The data from these three counters 

was analyzed by two different Cerenkov analysis programs, LOGIC and 

CERAL. 

LOGIC was the simpler and faster of the two routines. First, 

LOGIC determined which counters in the array were 'on' or 'off'. In 

order to suppress noise, a counter was said to be 'on' if the ADC pulse 

height information showed 10 or more counts above pedestal, and 'off' if 
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the pulse height was less. This requirement did not significantly decrease 

the counter efficiency, as a single photoelectron gave a reading 120 counts 

above pedestal. Once all cells had been assigned 'on' or 'off', LOGIC de­

termined q1e expected number of photoelectrons for each track, given the 

track's momentum and assuming it to be a pion. The track was flagged 

as having turned a given counter on if the counter at which it pointed, or 

any adjacent counter was on and the predicted number of photoelectrons 

in th~t cell was greater than .2. If the cell at which the track pointed 

was off and the predicted number of photoelectrons exceeded 2.5, then 

the track was flagged as having not turned on the counter. If neither of 

the two above possibilities were true, then the status of the track for that 

counter was said to be 'confused'. Given the tracks status (on or off) and 

its momentum, LOGIC then determined whether this information was 

consistent with the hypotheses of electron, pion, kaon or proton, given 

the thresholds for these particles in that counter. A 4 bit word was then 

set to determine the hypotheses which were consistent with the informa­

tion from each Cerenkov counter. Bits 1, 2, 3, and 4 correspond to the 

electron, pion, kaon and proton hypotheses, respectively. If a bit in this 

word was on, then the information from that Cerenkov was consistent 

with the given hypothesis. If it was off, the hypothesis was vetoed. If the 

information was 'confused', all 4 bits were on, and no hypothesis could 

be vetoed by that counter. The result of an arithmetic 'AND' of the 4 

bit status words from all three Cerenkov counters gave the hypotheses 

which were consistent with the Cerenkov information. For instance, a 

definite proton required all three counters to have the proton bit on for 

that track, and for every other hypothesis to be vetoed by at least one 
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counter. If the information was inconsistent, no bits were turned on. 

The final 4 bit word giving the set of all possible identities of a track was 

called ISTATL. LOGIC had the advantage of being both fast and reliable 

within the limits of its momentum ranges. 

The second program, CERAL, made an attempt to use the 

counter pulse height information to extend the momentum ranges over 

which particles could be identified. In CERAL, tracks were considered 

in clusters that may have contributed light to a given Cerenkov counter 

(less than 4 tracks to a cluster). CERAL predicted light yields for each 

track for all four particle identity hypotheses and compared these pre­

dictions to the observed photoelectron yields calculated from raw pulse 

height information. If the photoelectron yield was inconsistent with a 

particular set of identities for the cluster, then that hypothesis for the 

cluster was rejected. Status words for each Cerenkov counter were formed 

as for LOGIC, and the hypotheses consistent with the Cerenkov informa­

tion were identified by the arithmetic 'AND' of the three status words, as 

above. This word was called ISTATP. The primary advantage of CERAL 

was an increased momentum range for particle identification. 

The performance of these two algorithms was evaluated using 

clean samples of K~'s and A 0 's to identify pions and protons, respectively. 

It was found that protons were misidentified about 20 % of the time, and 

pions about 10 % of the time. It was also found that CERAL was better at 

identifying pions and LOGIC was better at identifying protons. For this 

reason, LOGIC was used to identify the protons in the Ac -t pKTr analysis 

of chapter 4. The proton finding efficiency of the LOGIC and CERAL 

as a function of the number of charged tracks was examined, using the 
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signal to noise in A 0 plots. No systematic degradation was seen as the 

number of charged tracks was increased from 9 to 19. 

3.4 First Level Skim 

Pass2 set several bits which were used for the first level skim to 

determine which events would undergo Pass3 reconstruction. Each event 

was evaluated on the basis of whether it satisfied the 12 criteria specified 

in Table 3.1, and a bit was set on if the criteria were satisfied, and off if 

they were not. The criteria for the skim ranged from demanding a clean 

neutral K2 or A or Cerenkov identified particle to preliminary searches 

for charmed mesons and baryons. Of particular relevance to the present 

analysis, the skim bit for a Ac --+ pK 7r candidate demanded the following 

requirements: 

1. A track identified unambiguously as a proton. 

2. A track identified either unambiguously as a kaon, or consistent 

with both the kaon and proton hypotheses because of its momen­

tum, and having opposite sign to the proton. 

3. Any other track with the same sign as the proton, which, when 

added to the above two tracks as a pion gave a mass MpK7r within 

150 Me V / c2 of the nominal Ac mass, of 2.282 Ge V / c2 • 

4. Charged track multiplicity of the event less than 12 tracks. 

The last requirement and the restrictive Cerenkov identification 

for the proton were necessary to reduce the sample size to manageable 

proportions (about a million events). The other final state considered 

in Chapter 4, pK8 7r7r began with those events satisfying the clean K~ 

requirement: 

1. The K2 mass was required to be within 30 Me V / c2 of the nominal 
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mass ( 40 Me V / c2 for unconventional vee types, i.e. Stub-Stub) 

2. Both tracks in the vee were required to give a good fit to their 

hits in the main spectrometer. If one of the tracks in the vee were 

attached to the primary vertex, the vee was also required to satisfy 

a Pl. balancing fit. Also the distance by which the vee missed the 

primary vertex, when projected back along its momentum vector 

was required to be less than .25 inches. 

This first level skim reduced the total data sample from about 

1200 tapes down to about 350 skim tapes. This sample was then recon­

structed through the Pass3 program. 

3.5 ~ 

The Pass3 program converted the pulse height information in 

the calorimeter modules into equivalent energies. This energy was used 

in the analysis in Chapter 4 to determine the x f of the ~c candidates. Of 

even more importance to the analysis in Chapter 4, the Pass3 program 

included the vertex chamber tracking information in the fits to the tracks 

in the event. 

3.5.1 Calorimetry 

The analysis of the calorimetry data and the reconstruction of the 

event energy was performed in two stages. During the Pass2 analysis, the 

raw pulse heights in the ADC's associated with the lead glass counters 

were converted into energies using the calibration constants determined 

from the special lead e+e- calibration runs taken throughout the run. 

The total energy in the large block counters, E BG, and the total energy 

in the small counters, EsM, were stored on the output tapes and the raw 

pulse height information was discarded on Pass2 output tapes. The total 
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energy in the lead glass was computed as ELG= EBa + EsM· 

For Pass3, the pulse height information from the hadron and 

beam dump calorimeters was converted into energies as well, and used to 

compute the total event energy. The calibration procedures for the lead 

glass, hadron calorimeter, and beam dump calorimeter are described in 

the previous chapter, and, in more detail, in Reference 42. 

To determine the energy in the hadron calorimeter, the pulse 

height in a given counter was multiplied by the calibration constant ap­

propriate for that part of the run. These calibration constants were de­

termined using data from a special hadron calorimeter calibration, trig­

gering on events with particularly simple and clean topologies. Changes 

in these calibration constants were tracked by multiplying the constants 

by the ratios of muon peaks in the counters. (The muons for this sample 

were obtained from special muon runs, which were taken about every 

100 runs.) In this way, run dependent errors in the hadron calorime­

ter energy were minimized. These energies were then added together to 

give the hadron calorimeter energy, EHAD· Similarly, the beam dump 

calorimeter energy was determined by summing the energies of the two 

individual counters. The lead glass array, hadron calorimeter and beam 

dump calorimeter measured the total energy in the inner spectrometer. 

However, energy outside the inner spectrometer was not measured. In 

order to compensate for this energy the following scheme was developed. 

The summed momenta of all stubs gives a first approximation 

to total energy in the outer spectrometer, but this approximation totally 

neglects energy carried by neutral particles. To estimate the energy from 

neutral particles, we made the assumption that all tracks in the outer 
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spectrometer are pions (most are, in fact). Then by isospin symmetry, 

as many 7r0 's will be produced as 7r+'s or 7r-'s. If one further assumes 

that the average energy of each type of pion is the same, then the energy 

from neutrals will be half that from charged stubs, so the total energy 

in the outer spectrometer will be given as 1.5 x Estv.b· In practice, this 

energy turns out to be only about 10 % of the total event energy, and 

so errors introduced by the assumptions of this method do not introduce 

significant errors into the event energy. 

A Monte Carlo study determined that on average 10 Ge V per 

event was lost due to tracks outside the acceptance of the first magnet. 

This small correction was added to the energy determined for each event. 

A final small correction results from a Monte Carlo study of en­

ergy lost due to neutral hadrons in the lead glass. Because the calibration 

constants for the lead glass array were different for electrons and hadrons, 

a correction was made to compensate for this difference in energies, which 

is proportional to the total hadronic energy. A Monte Carlo study found 

that this correction is equivalent to about 5 % of the hadronic energy in 

the event. Therefore, to make this correction, the energy from the hadron 

calorimeter is multiplied by a factor of 1.05, and the final expression for 

the total event energy is thus: 

Etotal =ELG+ l.05EHAD + EBD + l.5Estub + lO(GeV) 

The energy for minimum bias events found by using this expres­

sion is presented in figure 19a). The plot has the same triangular shape 

and peak value expected for neutrons produced by charge exchange of 

800 GeV/c protons. During the 800 GeV run, the beam neutrons were 
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allowed to interact directly with the Beam Dump Calorimeter and the 

summed output of the ADC's for both counters was fed into a QVT. The 

resulting spectrum closely resembles the plot of figure 19a). Figure 19b) 

shows the energy for those events satisfying the Pin4 energy trigger. As 

can be seen the low energy tail is largely absent from this plot. 

3.5.2 Vertex Chamber Tracking 

The primary focus of the Pass3 program was to use the vertex 

chamber information to improve tracking, vertex and momentum resolu­

tion. The first step in this task was to link the main spectrometer tracks 

to the tracks in the vertex chamber. This was done by considering the x, 

v, and u projections of the main spectrometer and vertex chamber tracks 

separately. The main spectrometer projection was extrapolated to the 

center of the first analysis magnet, and the vertex chamber projections 

which came closest to it were found. All projections which missed by no 

more than twice the best projection's miss distance were considered as 

possible candidates for a link to the main spectrometer track. Next, the 

three projections were considered together, and the vertex chamber track 

which gave the best agreement was selected. A least squares fit to the hits 

in the vertex chamber and the main spectrometer was made, and both 

the overall fit and the fit to the main spectrometer hits were required to 

be good for a link. Because the wire planes of the vertex chamber were 

less efficient than those of the main spectrometer MWPC's, the number 

of missing hits allowed in the vertex chamber portion of the track was 

set at three hits. This procedure gave a link efficiency of 90 % at for a 

charged track multiplicity of 8 and ranged down to 82 % at 19 charged 

tracks. Once the tracks had been linked through the vertex chamber (or 



69 

not), the information from the TRM's was incorporated into a grand fit 

for all tracks in the event, determining the x and y slopes and intercepts 

both downstream and upstream of the first analysis magnet, along with 

the bend angle in the second magnet, y11
• A 25 % improvement in the 

momentum resolution for 5 chamber tracks was seen (mostly due to the 

vertex chamber information). Also the momenta of stubs which linked 

through the vertex chamber could be determined. The pass3 program 

gave the best momentum resolution available on the experiment. 

After track refits, the primary event vertex was redetermined to 

take advantage of the additional resolution afforded by having position 

and slope information near the target (the vertex chamber). This vertex­

ing algorithm used linked tracks and also track segments in the vertex 

chamber which were at wide angles and which had missed the magnet 

aperture. Because of their wide angle, the latter gave good longitudinal 

resolution at the vertex. As a result of adding the vertex chamber infor­

mation to the track fits, an improvement of more than a factor of 10 in 

the longitudinal vertex resolution was seen. Unlike the BOBKAT vertex 

(figure 17), the individual target elements can be clearly seen at this level 

(figure 20). The transverse resolution of the linked vertex was about .07 

mm and the longitudinal resolution about 1.3 mm. 

Subsequent to the Pass3 reconstruction of the first level skim 

tapes, much of the E400 data sample was run through Pass3 on the the 

Fermilab Advanced Computing Project (ACP). These tapes were sub­

sequently skimmed for the state Ac -+ pK 7r , this time without the re­

quirement that the charged track multiplicity be less than 12, imposed 

on the previous skim, yielding about 80 skim tapes. This sample was 
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unmanagably large, and has not been fully analyzed. However, it can be 

used to investigate the effects of this charged track multiplicity require­

ment. 

After Pass3, the events had been fully reconstructed. All ge­

ometric and kinematic information for the events had been processed. 

The next chapter describes the search for ~c 's, using this information. 
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CHAPTER 4 

THE :Ee AN ALYS IS 

This chapter describes the analyses of the states :E;t"+ and :E~ , 

decaying into Ac 7r. The Ac subsequently decayed into pK7r and pK8 7r7r. 

In each case, the particle and antiparticle decays were added together 

unless explicitly stated otherwise. Section 4.1 describes the isolation of 

the :Ee signals for the decay mode Ac --+ pK 7r • Section 4.2 describes 

the E400 Monte Carlo, which was used to generate simulated events to 

determine the effects of specific analysis requirements. Section 4.3 dis­

cusses the properties of the :Ee states from the Ac --+ pK 7r analysis, in 

particular the particle to antiparticle ratio, atomic weight dependence, 

and the cross section and its dependence on x f and transverse momen­

tum, Pt· In section 4.4, we present evidence for the decay :E~ --+ Ac 7r, 

with Ac --+ pK8 7r7r . The cross section times branching fraction for this 

mode is calculated and the ratio of this branching fraction to that for 

Ac --+ pK 7r is determined. 

4.1 Isolation of the Signals 

The isolation of the r:t+ and I:~ signals proceeded in three steps. 

The first step was the strip for Ac --+ pK 7r • The second step involved 

imposing additional requirements to improve the signal to noise in these 

modes. In the third step, pions were added to these Ac candidates, form­

ing :E0 and L;++ candidates. c c 

The :Ee analyses for the decay mode Ac --+ pK 7r began with the 
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data sample from the Ac strip on the skim reduction tapes outlined in 

the preceding chapter. The criteria for this strip were: 

1. A candidate for the decay Ac ~ pK 7r (with proper sign combina­

tion, p+K--rr+ or pK+-rr-) was found to be within 150 MeV/c2 of 

the nominal Ac mass (2.282 GeV/c2 ). 

2. The proton was required to be unambiguously identified by the 

Cerenkov counters as such. 

3. The kaon was required either to be unambiguously identified as 

such, or have a momentum such that the Cerenkov algorithm could 

not distinguish between the kaon and proton hypotheses, so-called 

K/p ambiguous. 

4. The number of charged tracks in the event was required to be less 

than twelve to keep the combinatoric background and sample size 

manageable. 

These requirements reduced the data sample by a factor of 60. 

In the second step, pions were added to the above Ac candidates, 

and the mass difference between the ~c and Ac was calculated. However, 

because there are still about 1 million events in the sample, no statistically 

significant peak in either the mass or mass difference ( bm) plots is seen. 

We then impose requirements on the sample. 

The third step involved imposing additional requirements, over 

and above those on the original strip. The most important of these was 

the constrained vertex lifetime analysis (described more fully in the ap­

pendix) which provides a powerful tool for identifying decays with a finite 

lifetime. Briefly, the technique forces the three tracks in the Ac candi­

date to form a vertex lying on a line through the primary vertex, and in 
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the direction of the Ac momentum. The distance from this vertex to the 

primary vertex, divided by "Y (the ratio of the Ac's energy to the its rest 

mass), z'Y, gives a measure of the proper decay distance of the Ac . The 

analysis yielded a x2, measuring the goodness of the fit of the track to 

the hits in the vertex chamber and MWPC's. It also yielded momenta 

for the individual tracks in the decay. 

The constrained lifetime analysis by itself (in addition to the strip 

cuts) is sufficient to isolate a statistically significant 8m peak. For events 

in the Ac mass peak (2.270 GeV/c2 < MAc < 2.320 GeV/c2) requiring 

z'Y > .004cm ( .6 times the world average Ac lifetime of .227 nanoseconds [siJ 

) reduces the background was about a factor of 3.5, and a clear (3.1 stan­

dard deviations of significance) signal can be seen for the I:~ (figure 21). 

However, the significance of the~~ signal was improved, and evidence for 

the r:t+ seen by imposing these second level requirements: 

1. All tracks in the Ac were required to give acceptable fits (x2 /DO F < 

1.4) to their hits in the main spectrometer and link through the ver­

tex chamber. 

2. The Cerenkov information for the pion was required to be incon­

sistent with the proton and kaon hypotheses (i.e. the pion is 'not 

heavy'). 

3. The proton momentum was required to be greater than that of the 

kaon in order to eliminate confusion in the Cerenkov analysis pro­

gram. The confusion resulted when high momentum protons were 

misidentified as kaons. (It was found that 87 % of the Monte Carlo 

events which pass the other cuts on the sample also satisfy this cri­

terion.) Since 5 chamber tracks generally have higher momentum 



75 

150 

z 
'"""4 

al 
N 100 

() 

~ 
Q) 

::!:! 
..... 
~ 
~ 
0.. 
fl) 
E--i 50 z 
~ 
~ 

0 i-.....i...._.l..---'i......,.1.-----..----i~..&....-....i...--i.~.1...-------~~....__......I 

0.14 0.16 0.18 0.2 

om (GeV/c2
) 

FIGURE 21. OmE~-Ac imposing the strip cuts and Z-y > .004cm 

-



76 

than stubs, this also tends to favor topologies which are better re­

solved and the proton more rigorously identified (by three Cerenkov 

counters rather than one.) 

4. The x2 for the primary vertex fit was required to be less than .8. 

When we imposed these second level cuts on events in the Ac rriass 

region 2.270 GeV/c2 < MAc < 2.320 GeV/cz a clear peak in the :E~ and 

:Et+ mass difference plots was seen (figures 22 and 23, respectively). 

The peak for the mass difference plot of the :Et+ is near the ex­

pected mass difference at 166.3 ± .4 Me V / cz , while that for the :E~ is at 

178.4 ± .3M e V / c2 . Figures 22 ( a-c) show the :E~ mass difference as the 

minimum lifetime requirement is increased from: a) no cut, b) Z-y >0 cm 

(i.e. that the secondary vertex lies downstream of the primary vertex), 

and c) z-y > .004 cm. Figures 23 ( a-c) show the :Et+ under the same 

cuts. We note that the errors on these mass differences are statistical 

only. We estimate our systematic errors to be 2 Me V / cz based on the 

E400 analyses of the D* - D mass differences. We also note that the 

measured widths of the hm peaks for the :E~ and :Et+ , .8MeV/c2 and 

. 7 Me V / cz, respectively are consistent our resolution for a narrow mass 

difference, as determined by Monte Carlo . 

. Figures 24 ( a-c) and 25 ( a-c) show the corresponding Ac mass 

plots for the L:~ and L:t+ , respectively. The fits yield a mass for the 

Ac of 2.292 ± .01 GeV/c2 for the E~ , and 2.293 ± .015 GeV/c2 for the 

L:t+ , within 1 standard deviation of the world average for the Ac mass. 

In addition to the quoted statistical errors, we also estimate the sys­

tematic error on our mass scale to be about .03Ge V / cz, based on our 

analysis of A 0 's, S's and !1's. The widths of the peaks in these plots are 
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Table 4.1 

Summary of hm and Mass plots 

. Plot Number of Events Statistical Significance ( u) 

22 a 89.5 ± 34.8 2.9 (7 

22 b 95.9 ± 26.9 3.9 (7 

22 c 79.8 ± 20.8 4.2 (7 

23 a 73.1±28.8 2.5 (7 

23 b 46.4 ± 22.4 2.4 (7 

23 c 42.3 ± 15.6 3.1 (7 

24 a 101.5 ± 34.0 3.0 (7 

24 b 99.9 ± 25.9 3.9 (7 

24 c 84.9 ± 21.2 4.0 (7 

25 a 86.2 ± 31.7 3.1 (7 

25 b 44.0 ± 25.8 2.2 (7 

25 c 50.2 ± 16.9 3.0 (7 

-
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.012Ge V / c2 for those events associated with :E~ decays and .0115Ge V / c2 , 

again consistent with our expected resolution for a narrow mass state. 

Table 4.1 gives the event yields, and the statistical significance 

of the signals for the figures 22, 23, 24, and 25. In all of these plots, 

the signal emerges more clearly as the z-y cut is increased, as expected 

for a state with finite lifetime. Another test of the signals is whether 

the number of events in the 8m and Ac plots agree. This is because a 

Ac candidate exists for every bona fide :Ee candidate. The event yields 

from the 8m and Ac plots do agree at the 1 standard deviation level. 

At this point, it is appropriate to consider the fits of mass and 

8m plots. These plots are fit with a Gaussian signal over a polyno­

mial background, with the integrated number of events under the fit 

required to be equal to the number of events in the plot. The fit itself is 

a least squares fit to the bin contents of the histogram, executed by the 

CERNLIB program MINUIT. 1601 The errors on the fit parameters corre­

spond to a change of one unit in the x2 and the statistical significance is 

../x2(withpeak) - x2(nosignal). All mass and 8m histograms were fit in 

a similar way. 

4.2 The E400 Monte Carlo 

Calculating cross sections, branching fractions and production 

dynamics from the quantities measured by the spectrometer required that 

the acceptances of detectors be modelled. Since the spectrometer was too 

complex to do this analytically, it was done with a Monte Carlo program 

which simulates the production of the state, its decay, and the subsequent 

propagation of the decay products through the detector. The E400 Monte 

Carlo generated simulated data tapes as similar as possible to normal 
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raw data tapes. The tapes were processed through the Passl, Pass2 and 

Pass3 programs described in the previous chapter and were then used 

to model acceptances and the effects of the aforementioned requirements 

on an idealized signal. Note that because the Monte Carlo tapes were 

processed through the same analysis as the regular data, the acceptances 

include the acceptance of the analysis programs as well as the detector 

acceptance. 

In the Monte Carlo, a charm-anticharm pair was generated in 

the center of mass according to a gluon-gluon fusion model (figure lb). 

One of these quarks hadronized to become the final state under study 

(in this case the :Ee) with unit probability. The other hadronized into a 

generic charm state (20 % baryon and 80 % meson) in order to conserve 

charm. In addition to the charmed particles, the Monte Carlo generated 

debris-other particles created to make the Monte Carlo events look more 

like regular events and simulate combinatoric background. Debris was 

generated as two Feynman Field II jets. 1581 In this model, the gluon from 

the beam carries momentum fraction x1, and that from the target carries 

x2. The Feynman Field II jets account for the remaining momentum in 

the center of mass, with one jet carrying the remaining target momentum, 

(l -x2) · Ptarget, and the other jet carrying the left over beam momentum, 

(1- x1) · Pbeam· These jets simulate the complexity of a normal hadronic 

event. 

After the event had been generated, we used the CERNLIB 

GEANT II package to simulate the propagation of the particles through 

the detector. 1571 The input information supplied by the user to GEANT 

included the positions, volumes, and materials of each detector and the 
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location and strength of the magnetic fields. GEANT propagated the 

particle through the detector in steps of a predetermined size. This step 

size depended on the the material through which the particle was travel­

ling and whether or not it was in a magnetic field. At each step, GEANT 

generated random numbers to determine whether the particle decayed, 

Coulomb scattered, interacted, or left the medium. At each detector, 

the position of the particle was digitized for later use in generating hits 

in the MWPC's, turning on Cerenkov counters, etc. Once the path of 

the particle had been determined, GEANT simulated the response of the 

detectors to the particle, including inefficiencies, so that the resulting in­

formation on the Monte Carlo tape was similar to a real data tape. The 

Monte Carlo also generated spurious hits in the wire chambers that were 

added to the regular wire hits to match the data multiplicity. In the 

data such 'spurions' resulted from low energy spray from interactions in 

the magnet yokes, and other processes which would be difficult to model. 

Fortunately, a detailed model of these processes was not necessary to 

simulate their effect on the data. For simplicity, in the Monte Carlo, 

spurions were generated with a certain probability for each wire cham­

ber, rather than utilizing the shower simulation in GEANT. A similar 

technique was used to generate spurious Cerenkov light. This effect was 

simulated as photons from ?ro decays converting to e+ e- pairs, which in 

turn give off light in the Cerenkov counters. These features were used to 

study the effects of spurious tracks and Cerenkov light on the E400 track 

reconstruction, particle identification and triggering. 

The E400 Monte Carlo gave a good simulation of our data, with 

the exception that mass resolution for Monte Carlo states was about up 
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to 40% broader than for the same final state in the data. The resolution in 

I;c mass difference plots was about 200 % broader. This may have been 

due to subtle effects in the magnetic field trace algorithms. However, 

this effect is easily compensated for, and the Monte Carlo provided an 

adequate simulation of the data in all other respects. In the following 

analysis, the Monte Carlo was used to calculate acceptances as a function 

of l;c energy, Xf, and Pt· The effects of the multiplicity cut on data and 

Monte Carlo signals were also studied. 

4.3 Properties of the Signals 

The measurements of production properties of the Ac by previous 

hadronic experiments have often contradicted one another and have left 

unresolved many issues pertinent to hadronic charm production. As a 

result, the dependence of charm cross sections on kinematic variables and 

atomic weight of the target are of considerable interest. In this section, 

we report for the I;~ and the I;t+ signals, particle to antiparticle ratios, 

atomic weight dependence, the Pt dependence of :~ , the x f dependence 

of ddu , and calculate the cross sections. We also discuss the dependence of 
Xf 

the cross section on the charged track multiplicity requirement imposed 

to limit combinatoric background. In this section, all reported results 

are for the decay mode Ac ---+ pK 7r , and were determined requiring 

z1 < .0025cm. 

4.3.1 Particle to Antiparticle Ratios 

Figures 26 (a and b) show the I;~ and f:~ signals, respectively. 

The fits yield 45.4 ± 16.1 I;~ 'sand 32.5 ± 11.6 f;~ 's. The fit for the sum 

Yields 80.4 ± 21.6 events. S the r t"o R - Nparticle - 60 ± o a 1 B!J = (NJ>artic1e+NantiJ>artic1e) - • 

. 29. The errors on this quantity were determined by Monte Carlo, because 
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the ratio of two gaussian quantities is not gaussian and so the error cannot 

be determined by adding the errors on the quantities in quadrature. The 

errors here were determined by throwing 10000 Monte carlo entries into 

a histogram, with the means and gaussian errors as measured by the 

fits to the 8m plots and histogram the ratio. The standard deviation 

of the histogramis then taken to be the error. (The errors on all ratios 

calculated in this analysis were determined similarly) Figure 27 separates 

the E;;t-+ and E-- signals, and a similar analysis yields the ratio RB!J = 
.53 ± .34. Both of these results are consistent with symmetric production, 

but are also consistent with an excess of particle over antiparticle. 

4.3.2 Atomic Weight Dependence 

The dependence of charm production on the atomic weight of the 

target was measured by determining the amount of signal coming from 

the beryllium, silicon and tungsten targets. We chose to fit for a for 

particle and antiparticle separately, since the productions for Ee 's and 

Ee 's may be different. We present the results for the particle first and 

then quote the result for the antiparticle. The event yields for each target 

module were determined by a fit that constrained the widths and masses 

to be the same for all three plots (although this mass and width were free 

to vary in order to give the best fit to all three plots). This type of fit 

was also used for the fits of Pt and x f dependence discussed below. These 

event yields were fit to a function of the form 

ti Pi ( Ai )a-1 Ni=NBe·-·--· -- , 
tBe PBe ABe 

where Ni is the number of events from target i, and ti, Pi and Ai are the 

thickness, density and atomic weight of the ith target, and the subscript 

------ ---- --------- -
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Be refers to Beryllium. Figure 28 shows the event yields for each target 

module (corrected for the different target thicknesses and densities) as 

a function of increasing atomic number, with the resulting fit to these 

event yields, for the :E~ . The result, a = 1.12 ± .27 is consistent with 

linear atomic weight dependence. Figure 29 shows the plot for the :Et+ . 

Here the result is a = .92 ± .44, which is consistent with both a = 1 

and a = 2/3. The larger error on a for the :Et+ is due to the poor 

statistics resulting from breaking the signal up among three targets. A 

similar analysis for the antiparticles yields a = .63 ± .36 for the t~ , and 

a = . 72 ± .55 for the t-- . If instead we fit the particle and antiparticle 

together the fit yields a = . 93 ± .19 for the :E~ (and t~ ) and a = . 92 ± .44 

for the :Et+ (and t-- ). 

4.3.3 Pt Dependence 

The dependence of charm hadroproduction on the transverse mo­

mentum, Pt is another quantity of interest. The differential cross section 

ddu is assumed to have a dependence of the form e-bp~. To determine the 
Pt 

value of b, we divided the sample into .5 Ge V / c bins from 0. < Pt < 2.0. 

The event yields from the fits to these four plots were corrected for accep-

tance, but this was not an important correction, since the acceptance over 

this Pt region varies by less than 10 %. Figure 30 shows the fit to the event 

yields for the :E~ , which gives b = .96 ± .25(GeV/c)-2• The similar plot 

for the :Et+ is shown in figure 31 , and yields b = 1.16 ± .59( Ge V / c )-2 • 
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4.3.4 x f Dependence 

Similarly, the x f dependence of charm hadroproduction can be 

measured. The differential cross section, j~ , was assumed to be pro­

portional to (1 - x f )n. To obtain n for the E~ , the region of x f with 

efficiency greater than 1 % (-.01 < x f < .35) was divided into three 

equal bins. The signal in each bin, corrected for acceptance, was deter­

mined by a simultaneous fit to all three histograms, and the event yields 

were fit to the function (1 - x f )n. Figure 32 shows the event yields, 

along with the best fit to them. The result is n = 3.5 ± 3.0. The event 

yields for the Et+ and the best fit to them are shown in figure 33 . The 

result, n = 3.0 ± 6.0 is consistent with the result for the E~ within errors. 

The large errors on these determinations of n render these results consis­

tent with the predictions of n expected for both central and diffractive 

production models. 

4.3.5 Behavior of the Signals Under the Lifetime Cut 

A previous E400 Ac lifetime analysis 1651 determined an upper 

limit for the Ac lifetime of .28 picoseconds. E400's vertex resolution is 

not fine enough to improve on this measurement. However, the con­

strained vertex lifetime cut was the most important cut in obtaining the 

above results and so it is therefore informative to compare the effect of 

progressively harder z1 cuts on a Monte Carlo signal generated with the 

world average lifetime of .23 picoseconds with the effect of such cuts on 

data. Table 4.2 shows such a progression in the left hand column, while 

the center and right hand columns show the comparable progression for 

the E~ and r:t+ , respectively, in the data. To within one standard devi­

ation, the acceptances are consistent. Thus, while E400 cannot measure 
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the lifetime of the Ac , the lifetime information is consistent with the 

world average for this quantity. (Note that this result is consistent with 

a different lifetime analysis performed on an E400 Ac inclusive signal)[uJ 

Table 4.2 

Percentage of Signal Remaining After Lifetime Cut 

Lifetime Cut Monte Carlo :Eo 
c 

I;++ 
c 

No Cut 100 % 100 % 100 % 

0. cm 75±2% 107 ±40% 63 ± 41% 

.006 cm 50±2% 75±36% 35·± 35% 

.012 cm 29± 1% 36 ± 27% 27 ± 20% 

.018 cm 13± 1% 17±15% 26±19% 

However, to remove the bias that assumptions about the Ac life­

time might introduce, the cross sections for the :E~ and :Et+ were cal­

culated without a lifetime cut (the raw distributions are figure 22a) and 

23a) respectively). We also assumed symmetric production of particle 

and antiparticle, linear atomic weight dependence and j~ ex (1 - x )4 • 

1'hese assumptions are consistent with the results presented above. 

4.3.6 Cross Sections by the x I Weighting Method 

The calculation of cross sections for the :E~ and :Et+ required 

that the raw distributions in the mass plots be corrected for acceptance. 

This was done by weighting the individual entries in the mass plot by the 

inverse of the probability that they were accepted by the spectrometer 

and found by the analysis. The acceptance was assumed to be a function 
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of only the ~c energy or x f, and was found by dividing the number of 

Monte Carlo events found in a given bin of energy or x f by the original 

number thrown in that bin. In what follows both the energy and x f 

weighting methods will be used and the results will be compared for 

consistency. 

We first used the x f weighting method, where we calculated the 

acceptance as a function of the ~e's x !· We corrected for the acceptance 

by dividing the individual entries in the 8m plots by their acceptance as 

a function of x f. This weight for each entry corrected for the geometric 

acceptance, trigger efficiency, and analysis cuts. For the cuts outlined 

above (except for the lifetime cut) the acceptance as a function of x f is 

shown in figure 34. The peak acceptance is just under 4 %. We required 

the acceptance to be greater than 1 % for an x f bin to be included in the 

corrected 8m plot. By this criterion, the range of good acceptance was 

0. < x f < .35. Figure 35a) shows the uncorrected plot over this x f range, 

and the corrected plot fo~ ~~ is shown in figure 35b ), and similarly for the 

~t+ in figure 36. The widths in these fits were constrained to be within 

1 standard deviation of those determined above. Taking the yields from 

the 35b) and 36b) divided by two (assuming symmetric production of 

particle and antiparticle) to be Nsig, the expression for the cross section 

times branching fraction in this x f range is given by: 

B. a= Nsig · aef f ·€MG 

N MG • €£ · €Si33 · €energy 

where, 

1. €MG is the efficiency of the master gate trigger (€MG = .85). We 

determined this efficiency by using data from bubble chamber ex-

- - -------- --------
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periments bubble chamber experiments as input for a Monte Carlo 

calculation. 

2. a ef f is the effective inelastic cross section for the E400 targets as­

suming linear atomic weight dependence.(ae// = 16.lmb) 

3. The denominator is the number of incident neutrons multiplied by 

several correction factors. fL is the livetime (EL= .50 on average) 

which was determined for each run from the scaler information. 

fSi33 is the efficiency of the active silicon target in tqe trigger which 

does not fire on events with low multiplicity or events where all 

trakcs are outside the acceptance of the spectrometer ( fSi33 = .54 ). 

€energy corrects for the portion of the neutron spectrum which does 

not satisfy the energy trigger ( Eenergy = .83). The values of fSi33 and 

€energy were determined using the minimum bias events described 

in section 3.5. 

Both the ~o and ~++ cross sections were calculated over the c c 

range 0. < Xf < .35, with an integrated flux (NMa x fSi33) of 3.9 x 108 

neutrons and a livetime, f.£=.5. Table 4.3 summarizes the cross section 

calculation for the x f weighting method for the final state Ac ~ pI< tr . 

Table 4.3 

Cross Section for the x f Weithting Method for Ac ~ pI< tr 

State Nsig B·6.u (µb) B · f:, (µb) B · u (µb) (j (µb) 

~o 
c 4862. ± 1362. .40 ± .11 1.05 ± .29 .90 ± .25 41.4 ± 11.6 

I:++ c 1366. ± 1118. .113 ± .09 .30 ± .24 .25 ± .21 11.6 ± 9.5 
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The first column gives the state for which the cross section is 

being calculated p::;~ or L:;t+ ). The number of events from the acceptance 

corrected plots is shown in the second column. Column 3 shows the 

integrated B · u over the specified x f region, column 4, the B· f~ at the 

mean x f for the range ( x f = .175) (under the assumptions that a = 1 and 

n = 4, consistent with both the :E;t"+ and the L:~ , and measurements 

on other E400 charmed states), B · u in column 5, and u in column 6, 

assuming that B=.022. 

A major source of uncertainty in these calculations, and for dis­

cussions of charm cross sections in general, is the Atomic weight depen­

dence of charm. The cross sections in this thesis were computed assuming 

linear A dependence. Figure 37 shows the variation of E400's cross sec­

tions as a function of the parameter a. As can be seen, the cross sections 

quoted here rise by a factor of 3 if a= 2/3, rather than 1.0. The cross sec­

tions are less sensitive to the other assumptions made in the calculation. 

Because the signals are predominantly in the low x 1 region, the cross sec­

tion was not particularly sensitive to the exponent in the assumed form 

of f :, , varying by only 20 3 between n=2 and n=8. However, the cross 

section for the L:~ was sensitive the x f region included in the calcula­

tion. When the x f range was changed to .05 < x f < .35, the L:~ cross 

section decreased by 35 %, while the L:;t+ cross section decreased by 

15 %. While both of these variations amount to less than a standard 

deviation, they do contribute systematic errors of 35 3 for the L:~ and 

15 % for the L:;t+ . No similar error is seen varying the upper limit of 

the accepted x f range. Similar systematic errors arise with the energy 

weighting method. However, because the energy weighting method does 
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not use calorimetry information, it allows the use of data with missing 

calorimetry information (an additional 15 %). 

4.3. 7 Cross Sections by the Energy Weighting Method 

In the energy weighting method, one calculates the acceptance 

of the ~c as a function of ~c energy rather than x f. As shown in figure 

38, the acceptance is greater than 1 % over the range 40Ge V < Er:,c < 

1 70Ge V. This is the energy range of good acceptance used for this cross 

section calculation. The bm plots (figures 39 for the ~~ and figures 

40 for the ~d+ ) were then corrected for acceptance by weighting the 

number of entries by the inverse of their acceptance (including the M7 

correction). The event yields were determined from the fit, in the same 

way as for the x f weighting method. The cross section was calculated 

as a function of x f, the Feynman x equivalent to the ~c energy averaged 

over the neutron energy spectrum. For these calculations, x f = ~ - 2!:}E, 
where w is the average neutron energy. The value of w was determined 

by minimizing the quantity x2 = ~( x f - x f )2 for Monte Carlo events, 

and Ml = }.;ft + PF. For Ac --+ pK 7r , w was determined to be 545 

GeV, which makes the equivalent Xf range -.0129 < Xf < .290. The 

cross section calculation then proceeds as before, except x f takes the 

place of x f. For these calculations, the luminosity in the denominator 

was 4. 7 x 108 neutrons, and EL = .48. Note again that the integrated flux 

used for the energy weighting method calculation is about 18 % higher 

than that used for the x f weighting method, since this method does not 

require good calorimetry data. 

Table 4.4 lists the cross section information for the energy weight­

ing method in a format identical to Table 4.3, again with the assumption 
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that a = 1.0, n=4, and B=.022. 

Table 4.4 

Cross Section for Energy Weithting Method for Ac-+ pK7r 

State Nsig B · ti(j (µb) B · f:, (µb) B · (j (µb) (j (µb) 

Eo 
c 6093. ± 1775. .45±.13 1.36 ± .40 .96 ± .25 44.2 ± 12.9 

:E++ 
c 3869. ± 1864. .28 ± .14 .87 ± .42 .61 ± .30 28. ± 13.5 

The agreement between the cross sections calculated by the en­

ergy and x f weighting methods was quite good for the E~ . The total cross 

sections for the :Et+ agree at the 1 standard deviation level. Once again, 

the cross section for the :E~ depends on the lower edge of the energy range 

considered. If the lower edge was moved from 40 Ge V to 50 Ge V, the 

cross section for the E~ dropped by 28 %, while that for the Et+ changed 

by less than 1 %. However, since the effect amounts to less than 1 stan­

dard deviation, we conclude that it is not statistically significant. Further 

extending the energy range to 30Ge V < Er:,e < 170Ge V results in less 

than a 10 % change in cross section for the both the E~ and :Et+ . This 

effect ~erely contributes a larger error for the E~ than for the Et+ . 

Both the above cross section calculations contain significant 

sources of systematic error. Luminosity and model dependence each con-

tribute systematic uncertainties of ± 20 %. For the x f weighting method, 

the uncertainty introduced by the Xf range contributes an error of±~~~' 

resulting in a total systematic error of ±!~~ for the E~ . For the Et+ , 

the uncertainty resulting from the x f range included in the cross section 

is ± 15 %, giving an overall uncertainty of ± 32 %. The uncertainties 



110 

resulting from varying the energy range in the cross section calculations 

are±~~~ for the :E~ , and± 10 % for the :Et+ . The total systematic un­

certainties for the :E~ and :Et+ are ±~~~ and ± 30 %, respectively, where 

the systematic errors have been added in quadrature. The requirement 

of less than 12 charged tracks in the event could introduce an additional 

source of error if the signals in the data behave differently as a function 

of charged track multiplicity, nch, than the Monte Carlo signal. 

4.3.8 The Charged Track Multiplicity Requirement 

A previous E400 analysis of a Ac inclusive signal considered the 

effect of the requirement that nch < 12. Depending on the behavior of 

the Ac production as a function of multiplicity, it was concluded that 

such a discrepancy could change the Ac cross section by a factor of 2 or 

more (in either direction!). [' 11 Unless the behavior of the Monte Carlo 

signal under this requirement can be compared to that of the data, such 

an error is inevitable, and its magnitude uncertain. Such a comparison 

is now possible, because some of E400's original data sample has been 

reconstructed through the Pass3 level, and a skim for Ac 's has been run 

with only the pass2 level cut of nch < 20. 

This data sample represents a smaller fraction of the data than 

that from which the above results have been derived. However, there are 

5 times as many events in this sample. Combinatoric background also 

rises rapidly for events with nch > 11. As a result, a full analysis has not 

been performed on this larger sample. However, the amount of increase 

in the signal for the :E~ and :Et+ for this data sample can be compared 

with the corresponding increase for the Monte Carlo signal for various 

levels of the nch cut. The Monte Carlo signal increases by 25 % when the 
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events with 11 < nch < 19 are included. The corresponding numbers for 

the E~ and Et+ in the data are 11.6±63 % and 6.7±110 %, respectively. 

While these numbers for the data are not inconsistent with those for the 

Monte Carlo within 1 standard deviation, they do not indicate a clear 

increase in the signal upon removing the nch cut. This is partially because 

the average number of Ee candidates per event increases by a factor of 2 

over this region, from 2.5 at nch = 11 to 5.1 at nch = 19. At nch = 15 

the number of Ee candidates is 3. 7, and the signal was seen to increase 

by 23.2 ± 4 7 % for the E~ and -4 ± 66% for the Et+ . The Monte Carlo 

signal increased by 10 %. Again due to large statistical errors, the results 

of the comparison are inconclusive. However, the study shows no clear 

evidence that the behavior of the data and Monte Car1o are inconsistent. 

4.4 Evidence for E2 --+ Ac 7r, with Ac --+ pKs1r1r 

As additional evidence for the E2 , we also present an observation 

of the E2 with the Ac decaying into pKs1r1r . The same mass difference 

was found for this final state as for Ac --+ pK 7r . This analysis proceeded 

in three steps, similar to those for Ac --+ pK 7r • Beginning with events 

meeting the Clean K2 skim bit requirement, the first step stripped events 

meeting the following criteria: 

1. The Cerenkov algorithm was required either to identify the proton 

(or antiproton) unambiguously as a proton (p definite) or to be un­

able to distinguish between the proton and kaon hypotheses due to 

track momentum (K/p ambiguous). The proton was also required 

to link through the vertex chamber. 

2. A zero attached Track-Track, zero attached Track-Stub, or Recon­

struction Vee K~ candidate within 15 MeV/c2 (2 standard devi-
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ations) of the nominal K2 mass was required to be found in the 

event, and to satisfy the following additional cleanup cuts. Both 

tracks in the vee were required to give good fits to their hits in the 

main spectrometer and to share fewer than 3 of those hits. The 

vee was required to verticize at least 7 inches downstream of the 

primary event vertex, and when its momentum vector was pointed 

back to the target, to come within .25 inches of the primary vertex. 

No more than one of the vee's tracks was allowed to link through the 

vertex chamber. However, vees for which one of the tracks linked 

through the vertex chamber were kept, because there was a 15 % 

chance of a spurious link. 

3. A pair of oppositely charged linked pions (any-other linked track 

in the event) was required to be found with momenta such that 

when they were added to the proton and K2, the resultant mass 

was within 160 MeV/c2 of the nominal Ac mass. 

Monte Carlo studies for this final state show that requirements 

1 to 3 reduce the signal by 66 % , while reducing the total sample by a 

factor of 100. 

For the second step of the analysis, a constrained vertex fit was 

performed on the three charged tracks from the Ac decay. After the third 

step of adding pions to the Ac to form L:c candidates, the requirement 

z""f > .0025 was imposed, and a 4.1 standard deviation peak in the L:~ 8m 

plot emerged at 177.7 ± .24 MeV/c2 (figure 41 ). The lower level of 

background in this plot allowed for less rigorous requirements for the 

proton identification and the lifetime cut. 

While the branching fraction has not been reliably determined 
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Table 4.5 

Cross Section for x I Weighting Method (Ac -+ pK8 7r7r ) 

State Naig B · u (µb) B · f:, (µb) B · u(µb) 

'Eo 
c 1243 ± 917 .116 ± .06 .40 ± .21 .36 ± .18 

Table 4.6 

Cross Section for Energy Weighting Method (Ac -+ pK8 7r7r ) 

State Nsig B · u (µb) B · f:, (µb) B · u(µb) 

Eo 
c 1739 ± 723 .16 ± .06 .79 ± .30 .59 ± .22 
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for the decay mode Ac ~ pK8 7r7r , one can compute B · O' for this mode 

under the same assumptions as for Ac ~ pK 7r • The ratio of B ·O' for these 

two modes gives a measurement of the branching fraction into pK8 7r7r_ , 

and, also (if the ratio so determined is consistent with previous results) 

a check on the self consistency of the cross section in these two modes. 

The acceptances for this state as a function of its energy and x f were 

determined (figures 42 and 43 ). As can be seen from these figures both 

the x f and energy ranges are more restrictive than for Ac ~ pK 7r • The 

acceptances were used to correct the raw plots in a manner similar to 

that for Ac ~ pK 7r , according to the energy and x f weighting methods 

(figures 44 for the x f weighting method and 45 for the energy weighting 

method) For the x f weighting method, the integrated luminosity was 

3.06 x 108 neutrons, with an €£ of .51. The region of good x f acceptance 

for this calculation was .04 < x f < .32. For the energy weighting method, 

the integrated luminosity was 3. 72 x 108 neutrons, with a €£ of .48. There 

was good acceptance for 60GeV < E'i:.c < 150GeV, and w was 565 GeV, 

yielding an equivalent x f range, .04 < x f < .24. The cross section 

calculations are summarized in table 4.5 for the x f weighting method 

and table 4.6 for the energy weighting method, in the same format as for 

Ac~ pK7r. 

To find the ratio of branching fractions, R = B(Ac-+pK
0

n) we B(Ac-.pK7r) ' 

divide B· ddu for pK8 7r7r by the differential cross section for Ac~ pK7r at 
Xf 

the same x 1 . Since the ranges of good x f acceptance differ for the two 

states we assume n=4 and calculate the differential cross section for 
' 

pK8 7r7r at Xf = .18, as for Ac~ pK7r . Using the Xf weighting method, 

B . du = .60 ± .2lµb for pK8 7r7r and 1.05 ± .29µb for pK 7r, at X f = 
dx1 
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.18. Since the branching fraction of f<O into K~ is .5, we multiply the 

branching fraction of Ac --+ pK~7r7r by 2 and divide by the branching 

fraction for Ac --+ pl< 7r • We find R = 1.15 ::f; .82 for the x I weighting 

method, and R = 1. 75 ± .97 for the energy weighting method. The errors 

on these ratios have again been determined using Monte Carlo methods 

(See subsection 4.3.1). 

In addition to the quoted statistical errors, these ratios have a 

systematic error of about ±30 %. The energy weighting and x I weighting 

methods again give consistent ratios. In the next chapter, this result and 

the other results from this analysis will be compared with theoretical 

predictions and previous experiments. 



CHAPTER 5 

CONCLUSIONS 

The previous chapter presented the results on the production of 

E~ and Et+ . This chapter will compare these results to the results of 

previous experiments and to theoretical predictions. We will begin by 

summarizing the results presented in the previous chapter. 

5.1 Summary of Results 

The results of the present investigation can -be summarized as 

follows: 

1. The E~ and Et+ are observed in the interactions of average energy 

565 Ge V neutrons on targets of beryllium, silicon, and tungsten. 

The E~ is observed with its daughter Ac decaying into pK Tr at 

a mass of 178.5 ± .3 ± 2.M e V / c2 above the Ac , respectively. The 

Et+ is seen with the Ac decaying into pK Tr, at a mass of 166.4 ± .3 ± 

2.M e V / c2 above the Ac . The resulting mass difference 8mr;t+ -r:~ 

for the decay mode Ac - pKTr is -12.1±.4±2.8MeV/c2 , where 

systematic and statistical errors have been independently added in 

quadrature. 

2. Production properties of E~ and E;t+ are measured for the Ac decay 

mode Ac - pK Tr and are summarized in Table 5.1. The first col­

umn lists the state under consideration. The second column gives 

h • 1 • • 1 • R N particle t e partic e to antipartic e ratio, BB- = N . +N . . 
1 

• 
part.de anhpa.rhc e 

The 

third column lists the value of a which gives the best fit fcir the 
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A-dependence of the particle. The fourth column gives the best 

value of b for the Pt dependence of dd<r ex e-bp~. The fifth column 
Pt 

gives the best value of n for the x f dependence of f:f <X (1 - x r. 

Table 5.1 

Production Properties of the 2:~ and 2:t+ 

State RnB a b (GeV/cr2 n 

2:0 
c .60 ± .29 1.12 ± .27 .96 ± .25 3.5 ± 3.0 

2:++ 
c .53 ± .34 .92 ± .44 1.16 ± .59 3.0 ± 6.0 

3. The lifetime information for the Ac from the 2:~ and 2:t+ decay is 

consistent with the world average value for the Ac lifetime at the 1 

standard deviation level. 

4. Cross section information is calculated for 2:~ and 2:t+ over the 

range of good x f and energy efficiency for the decay mode Ac -+ 

pf{ 7r , and is summarized in Tables 4.3 and 4.4. The cross sections 

from the energy and x f weighting methods are found to agree within 

errors. For the 2:~ assuming n=4, and linear A dependence, we find 

B· J;1 (xf = .175) = l.05±.29±:~?µb by the Xf weighting method. 

At x f = .138, the mean x f for the energy weighting method, we 

calculate B· j;
1 
(it= .138) = l.36±.40±:!§µb. The corresponding 

numbers for the L::t+ are .30 ± .24 ± . lµb and .87 ± .42 ± .26µb for 

the x f and energy weighting methods, respectively. 

5. The 2:~ is also observed for the Ac decay mode pl<s7r1f' . The L::~ -

Ac mass difference is measured to be 177.7± .24±2.MeV/c2 . The 
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cross section calculations for the energy and x 1 weighting methods 

for this mode are summarized in tables 4.5 and 4.6, respectively. 

We find B · f~ (xi= .18) =.60 ± .31 ± .l8µb for the Xf weighting 

method. At x f = .145, the mean for the energy weighting method, 

the cross section is B· f~ (x1 = .145) = .l.38±.45±.36µb. Again, 

the cross sections for these two methods are consistent within a 

standard deviation. The resulting ratios of branching fractions, 

R I B(Ac-pl?on) 1 15 ± 82 £ h · h · h d d = B(Ac-PK7r) are . . .LOr t e x f we1g tmg met o , an 

1. 75 ± .97 for the energy weighting method. 

Because E400's acceptance is restricted to the central region, 

-.05 < x f < .35, the above cross section results are not sensitive to 

the value of n,. with f: (x-f) varying by-10-30 % for 1-< n < 8, for both 
J . 

modes. The cross sections for the ~~ for the Ac decay mode Ac - pK 7r are 

sensitive to the lower bound of the accepted x f and energy ranges, al­

though the effect amounts to less than 1 standard deviation of the cross 

section. These cross sections are of order a few lO's of µb, larger than the 

entire charm cross section predicted by most gluon-gluon fusion calcula­

tions at Vs = 33Ge V. In the next section, the results of this analysis will 

be compared to the results of previous experiments and to theoretical 

predictions. 

5.2 Comparison with Previous Experiments and Theory 

Comparing the results from other experiments with those of the 

present analysis is a not a straightforward task. Only a few observations 

of the ~~ and ~t+ have been reported, and none of these has been 

in a hadroproduction experiment. In general, charm hadroproduction 

experiments must be approached with caution, as their acceptance is 
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usually limited in x f, and this can introduce significant model dependence 

into cross section calculations. In this section, E400's observations of the 

Et+ and E~ , and their mass difference will be compared to other reported 

observations and to the theoretical predictions for that quantity. Next, 

production characteristics of the Et+ and E~ will be examined, compared 

to theory and then to other experimental measurements. Finally, the 

cross sections calculated here will be compared to other observed charm 

cross sections and to the predicted charm cross sections of perturbative 

QCD, nonperturbative calculations, flavor excitation calculations, and 

the intrinsic charm model. 

5.2. l Mass Differences 

No other hadronic experiment has observed the E~ or Et+ . The 

Et+ has been seen numerous times in neutrino experiments, and once 

. + - ll"d" b . t 13
''

36
'
37

'
39

''
01 T. bl 5 2 t th in an e e co 1 1ng earn expenmen . a e . presen s e 

reference in column 1, the reaction producing the event in column 2, 

the number of Et+ 's in column 3, and the mass difference 8mr;t+ -Ac 

in column 4. All of the results for the Et+ , except for E400 and AR­

GUS, are for neutrino experiments, and so have low statistics. All of the 

observations of the mass difference agree within the quoted errors. 

The situation for the E~ is more problematical. The E~ has 

b . th . . t (35,40,48) een seen in ree previous expenmen s. These observations are 

summarized in Table 5.3, in the same format as for Table 5.2. The mass 

differences disagree within the quoted errors. Of these results, E400's 

signals possess the highest statistical significance and the largest numbers 

of candidates. The only two experiments which observe both the Et+ and 

E~ are E400 and ARGUS. E400 measures -12.1 ± .4 ± 2.8MeV/c2 for 
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Table 5.2 

Observations of the "Et+ 

Reference Reaction number 8mE:t+ -Ae Me V / c2 

Cazzoli 34 vp-+ "Et+ X 1 166 ± 15 

Baltay 37 v(Ne - H)-+ "Et+ X 6 168±3 

Bosetti 39 vp-+ "Et+ X 1 166± 1 

Seywerd 4C e+e- 51±12 168.5 ± .5 ± 2.0 

Table 5.3 

ObserVa.tions of the 'E~ 

Reference Reaction number 8mE~-Ae MeV/c2 

Knapp 35 1N-+ 'E~X 10-15 :::::: 200 

Ammar 51 vEmulsion-+ 'E~X 1 163± 2 

Seywerd 40 e+e- 41 ±13 167.8 ± 1.8 ± 2.0 
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the mass difference 6mEt+-E~· ARGUS measures +l.5±.07±.3MeV/c2 

for the same quantity. [401 Again ARGUS and E400 disagree within the 

quoted errors. 

The magnitude of E400's measurement of the mass difference, 

6mEt+ -E~ is significantly larger than the theoretical predictions given 

in Table 1.1. As shown in chapter 1, calculations which parameterize 

6mEt+ -E~ in terms of the mass difference of the u and d quark, electro­

magnetic effects, strong hyperfine effects and relativistic kinematic effects 

cannot accomodate mass differences greater than that between the hyper­

ons :E+ and :E-. While the value measured here for 6mEt+ -E~ is within 

2 standard deviations of this upper bound, it is clear that such a value 

would stretch such calculations to their ·limits. The large mass difference 

measured here may be indicative of additional effects not considered in 

the calculations to date. One such possible effect could be that the strong 

interaction is not flavor independent. It is hoped that future calculations 

will try to meet the challenge of matching this result. 

5.2.2 Comparisons of Production Characteristics of Charm . 

Since E400 is the only hadroproduction experiment to see the 

:E~ and :Et+ , there are no results with which to compare ours regarding 

production properties of the :Et+ and :E~ . However, the A dependence 

and Pt dependence of charm are thought to be independent of the final 

charmed state produced, and most theoretical models make predictions 

for all the quantities listed in Table 5.1. 

Theoretical predictions for particle to antiparticle ratio fall into 

two classes, central and diffractive. Central production models such as 

gluon-gluon fusion predict that this ratio should be about .5, while Re-
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combination models 1201 and diffractive 1181 models predict a leading parti­

cle effect, with an excess of baryons over antibaryons. The measurements 

presented above are consistent with symmetric production of particle and 

antiparticle, but seem to favor a slight excess of particle over antiparti­

cle. It should be noted that if a leading particle effect is observed, then 

it should be more evident for the :E~ than for the :Et+ . This is be­

cause the the :E~ ( lcdd >could contain up to 2 beam quarks, while the 

:Et+ (lcuu >)could contain at most one. The observed values of .60± .29 

for the :E~ and .53 ± .34 for the :E;t+ are consistent with this expectation 

as well. 

According to theoretical models based on QCD, charm is pro­

duced by hard scattering of gluons and-quarks which-supply enough en-

ergy in the center of mass to create a cc pair on mass shell. These models 

generally assume that charm will be produced with a Pt dependence of 

t; ex: e-bp~, with b of order the charmed quark mass scale, or about 

1( Ge V / c )-2 • This prediction is expected to be independent of the fi­

nal charmed state observed, and has been verified by many experiments. 

Typical of these are the LEBC-EHS results for production of D mesons, 

which measure b = 1.1±0.3(GeV/c)-2 for 360 GeV protons on protons, 

and b = 1.1 ± 0.3 for pion-proton interactions. (62
'
631 ACCMOR also ob­

serves b = 1.1±0.5( Ge V / c )-2 for D mesons. 1641 The values of b from the 

present analysis, b = 1.16 ± .59 for the Et+ , and b = .96 ± .25 for the 

:E~ , are consistent with these previous measurements, within 1 standard 

deviation. 

With regard to A dependence of charm hadroproduction, pertur­

bative calculations favor a model having u ex: Acr, with a = 1.0. These 
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processes involve hard scattering of quarks and gluons, and so the cross 

section should be roughly proportional to the number of partons. Non­

perturbative calculations favor a = 2/3, because they involve multiple 

soft interactions. In chapter 4, we measured the value of_ a for partilce 

and antiparticle separately. The value of a for the E~ from this analysis, 

a= 1.12 ± .27 is consistent with a = 1 but not with a = 2/3. Because of 

the· poorer statistics for the E;t+ , the measurement of a for this state, 

a = .92± .44 is not able to distinguish between these t.wo theoretically in­

teresting cases. For the antiparticle, to~~ and~-- we measure .63 ± .36 

and . 72 ± .55, respectively. Since these numbers were not in disagreement, 

we then fit the particle and antiparticle together and obtained .93 ± .19 

for the E~ and .96 ± .34 for the E;t+ .. 

Care must be taken when comparing the results of other experi­

ments to those for E400, since, as Reference 19 points out, the measured 

value of a for the production of strange particles decreases as x f in­

creases .. Systematic errors may also be different for different types of 

measurements. Because of the complexity of the analysis involved in 

Beam Dump Experiments, we restrict our comparison to direct obser­

vations of charm. A previous E400 measurement for the :=:;t measures 

a= .90 ± .13.r411 A result from BIS-2 measures a=. 73 ± .20 for Ac pro­

duction using targets of carbon, aluminum and copperY1 While BIS-2's 

measurement seems to conflict with the E400 results, it should be recalled 

that BIS-2 has acceptance only at high x f and that the value of a may de­

pend on x1. At present, these are the only other reported measurements 

of a based upon direct observation of a charm signal. 

The dependence of J:, on x f is predicted to have the form (1 -
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x fr by most theoretical calculations. However, diffractive production 

models such as intrinsic charm predict n < 3, while central models predict 

a more steeply falling distribution with 3 < n < 8. Unfortunately, due 

to the large errors on n, the presei:it analysis cannot distinguish between 

these models. Because of this, there is no point in comparing the value 

of n for the present analysis to those for previous experiments. 

The measurement of the ratio of branching fractions, R = 

B(Ac-+Pk
0
rir) can be compared with measurements by CLEO, ARGUS 

B(Ac-+pKir) 

and BIS-2. ARGUS determines an upper limit for R < .94 at the 90 % 

confidence level. 1•01 CLEO measures R = .67±.28±.29. The BIS-2 collab-

. · . · BA-+ K 0 rir oration measures the ratio of branchmg fract10ns R" = B(Ac-+Anir = 
4.3 ± 1.2. Using the ARGUS result for the ratio of-branching fraction 

R111 = 1;Jt\::~;;/ = .63 ± .15 ± .04 in conjuction with the BIS-2 num­

bers, one obtains the value R = 2. 7 ± . 76. The CLEO measurement of 

R111 = .80 ± .19 ± .22 when combined with the BIS-2 cross sections yields 

R = 3.44 ± .96. Our measurement of R = 1.15 ± .82 for the x f weighting 

method is consistent with all of these previous measurements, except for 

that by BIS-2. Our result for the energy weighting method, R = 1. 75± .87 

is consistent with all of these measurements. 

5.2.3 Cross sections 

The lack of previous observations of the ~~ and ~t+ in hadropro­

duction means there are no experimental measurements of the production 

cross section with which to compare those quoted above. Also, calcula­

tion of the production cross sections for any specific final charmed state 

exceeds the present capability of theoretical models. Because of these 

facts, the only conclusions which can be drawn with certainty from the 
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cross section measurements made by the present analysis are that the 

Ac cross section, and therefore the total charm cross section must be 

greater than the sum of the Et+ and E~ cross sections, or about 50 to 

60 µb. 

However, such a weak conclusion is far from satisfying. Stronger 

conclusions can be drawn if the assumption is granted that the proba­

bility that a charmed quark dresses to become a specific final state is 

independent of the way the charmed quark was produced. This means 

that the ratio of the production cross section for any charmed particle to 

the total charm cross section is the same in hadroproduction and e+ e-. 

The results from ARGUS can be used to convert the Et+ cross section 

into a total charm cross section. 

At first glance, there may seem to be little motivation for this 

assumption. In actuality, the assumption may be reasonable for the cen­

tral x f region, where leading particle effects are not expected to play an 

important role. Its validity can only be ascertained empirically, by com­

paring the value of the predicted Ac cross section to E400's Ac inclusive 

cross section from reference 4 l. 

As a test of this assumption, we will use the ARGUS result that 

each Ee state accounts for .13 ± .04 ± .03 of the total Ac inclusive cross 

section to convert the Et+ cross section (where E400 and ARGUS agree 

on the 8m) into a total Ac cross section. Using the value of the ~;;+ cross 

section for the energy weighting method, this yields <7Ac = 215 ± 133 ± 

65.5µb. This result agrees within a standard deviation with the E400 

Ac inclusive total cross section of 380 ± 160 ± 230µb calculated using the 

energy weighting method in reference 41. 
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This value for the Ac inclusive cross section can be compared 

with the measured Ac cross sections of previous charm hadroproduction 

experiments. A more complete review of Ac cross sections can be found 

in reference 41. Here, we will be primarily concerned with recent results, 

but will refer to older results when they illustrate an important feature 

of Ac hadroproduction. 

The LEBC-EHS (vs = 27.4GeV) and LEBC-MPS (vs = 

38.8GeV groups both report charm cross sections which are at least a 

factor of 10 below those observed by E400 and at the ISR. Because of 

this, we will examine their result for the Ac in detail. The LEBC-EHS 

collaboration exposed their bubble chamber to CERN-:SPS beams of 400 

Ge V protons and 360 Ge V pions. [inJ Using a minimum bias trigger (said 

to be 98 ±~ % efficient for charm), requiring 2 hits in each of two down­

stream wire chambers, one million exposures were taken at the CERN 

SPS. These frames are scanned at magnifications of 10x and 30x inde­

pendently by two different physicists for evidence of charm decay vertices. 

The scan was restricted to a rectangle centered on the beam axis 2 mm 

wide by the length of the bubble chamber in order to reduce background 

from decays of strange particles. Those decays which pass this inspection 

are then scanned by a high precision scanning device, which sometimes 

finds a second charm decay in the event. Thus, the LEBC data sample 

consists of an inclusive sample and an associated sample as well. 1521 This 

two tier scanning procedure is claimed to be 95 % efficient for charm 

decays with two or more charged tracks. 

The Ac analysis presented in reference 51 is based on 134 three 

prong decays. This sample is subjected to three separate searches for 
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Ac . The first is based on the impact parameter to the event vertex. The 

philosophy is that the Ac is shortlived relative to other charmed particles, 

and so its daughters should hav~ a smaller impact parameter than those 

of other charmed particles. The excess of small impact parameter parti­

cles in the charm sample over the number of D meson decays expected in 

that range is taken to be the number of Ac 's in the sample. Excesses of 

6.9±~:~ and 8.8±l:i events are seen in the inclusive and associated sam­

ples, respectively. These correspond to values of aaux1 (Ac/ Ac) X B(Ac-+ 

3prongs) = 3.1 ±i:i µb and aa11x1 (AcD/AcD) X B(Ac -+ 3prongs) = 

3.4 ±i:g µb. The second search demands particle identification for the 

proton in the decay. The numbers of candidates in the inclusive and as­

sociated modes are 3.8±~:g and 2.9±~:~,- respectively . .!fhe corresponding 

cross sections are aa11x1 (Ac/Ac) x B(Ac-+ p+2prongs) = 3.1 ±~:3µb and 

aaux1 (AcD/AcD) X B(Ac-+ p+2prongs) = 2.3±~:I µb. The last method 

used employed kinematical fits of the tracks in the decay. This method 

yields a cross section of aa11x1 (Ac/Ac) x B(Ac -+ pKtr) = 1.2 ±~s6 µb. 

Only upper limits are obtained for the associated production cross sec­

tion using this method. Because the branching ratios B(Ac-+ 3prongs) 

and B( Ac -+ p + 2prongs) are not known, we use the measurement for 

Ac-+ pKtr and the particle data book value for B(Ac-+ pKtr) to arrive 

at a cross section of 54.5 ±~~:~ µb (Note that E400 cross sections quoted 

above are for particle only, and so this result should be divided by 2 

for comparison). While this result places LEBC-EHS within a standard 

deviation of other lower energy results for Ac cross sections, it also im­

plies that the Ac cross section is of the same magnitude or larger than 

their measured cross section for D mesons (a( D / D) = 30.2 ± 2.2µb ). Be-
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cause of this fact, it is argued in reference 51 that the branching fraction 

B(Ac -+ pK7r) > 4.4% at the 90 % confidence level. If this is the case, 

all Ac cross sections in the mode Ac -+ pK 7r (including E400's) would be 

reduced by the same factor. However, it is not clear that this solution is 

entirely viable, given that previous determinations of B(Ac-+ pK7r)l61
·•

01 

have measured it to be significantly lower. The resolution of these dif­

ficulties may depend upon several factors. Clearly, improved measure­

ments of branching fractions will be necessary. Also, it is possible that 

the LEBC-EHS scanning efficiency for charm events could be less than 

the stated 95 %. Another problem is that the small numbers of events 

in the LEBC-EHS Ac sample give rise to large statistical errors for the 

cross sections. It was hoped that the later LEBC-MP& experiment would 

obtain a larger Ac sample. They have not yet reported the observation 

of any Ac 's. Their reported cross section for O"( D / i5) = 59 ±ig µb, at 

Js = 38.8Ge V, still of roughly the same size as the reported Ac cross 

section at Js = 27.4GeV. Certainly, until the situation with the D and 

Ac cross sections reported by LEBC-EHS is resolved, the reported cross 

sections for both D's and Ac 's should be approached with caution. 

The CERN-ISR experiment R-608 has largely confirmed the re­

sults of its predecessor, R603. R608 observes a Ac signal in the decay 

mode Ac -+ A7r7r7r produced in p-p interactions with Vs = 62GeV. [
501 

They measure a value B·<7'x1>.5 = 2.78±.5±.72µb. Using their measured 

x f dependence, f:
1 

ex: (1 - x f )2 , and the value for the branching ratio 

measured by CLEO of 2.8 ± . 7 ± 1.1 % , one arrives at a total cross section 

for Ac production of 794±143 ± 208µb. It should be noted that using the 

Particle Data Book value' for the branching fraction of Ac -+ pK 7r , and 
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the ARGUS measurement of R"' = BJ(Ac-:~";;/ = .63 ± .15 ± .04 gives 

a total Ac inclusive cross section of 1853 ± 333 ± 480µb. If a more cen­

tr8:1 production model is assumed, n=4, say, rather than n=2, the cross 

sections quoted here increase by a factor of 4. 

Prior direct observations of the Ac have been made at Serpukhov, 

CERN-SPS and CERN-PS, pre-TeVatron Fermilab, and CERN-ISR. The 

BIS-2 collaboration, at Serpukhov, with a beam of 58 GeV average en­

ergy neutrons incident on a carbon target ( Js = 10.5Ge V), observes 

Ac 's decaying into pK8 1!'1!' and A7r7!'7l'Y1 They measure B · a(Ac -+ 

pK07r7r) = 10±4µb, and B·u(Ac-+ A7r7r7l') = 2.3±1.lµb for Xf > .5 and 

Pt> l.OGeV. Assuming linear A dependence, and using BIS-2's value of 

n = 1.5±.5 for j~, the cross sections per nucleon over-the entire range of 

Xf become B·a(Ac-+ pK07r1r) = 9.16±3.66µb, and B ·a(Ac-+ A7r7r7r) = 
1.86 ± 1.0lµb. If one uses the value B(Ac -+ pK0

1!'1l') = 2.5 ± 1.8% as 

determined by the x f weighting method from the present analysis in con­

junction with the Particle Data Book value for B(Ac -+ pK7r) = .022, 

BIS-2's <rtot for pK8 1!'1r becomes 366 ± 301µb. Similarly using the ARGUS 

result for R111 = .63 ± .15 ± .04 and the same Particle Data Book value, 

the cross section for A7r7!'7l' is found to be 134.2 ± 72.lµb. A more cen­

tral production model with for example, n=3.5, would increase the cross 

sections quoted here by a factor of 4. 

At CERN-PS, the ACCMOR collaboration observed the Ac in 

the decay mode Ac -+ pK 71' in proton-beryllium interactions with Js = 
l 7.5Ge V. 1461 Using a trigger demanding an electron at 90°, which was 

predicted to yield an enhancement of charm to background of about a 

factor of 150, a Ac signal of 27 events over a background of 22 events 
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was seen, resulting in a 4 standard deviation effect. They report a cross 

section for associated production of AcD of 75 ± 50µb assuming linear x f 

dependence for f:, with Xf > .2. The only other reported Ac cross section 

below ISR energies is from a Fermilab Emulsion experiment at Vs = 
27.4GeV. £

121 
From a sample of 10 charm candidates, with an estimated 

background of 3 events, they calculate a Ac cross section of 62 ± 27 µb, 

assuming the branching ratio into 3 charged tracks is .6, and that the x f 

dependence of /~ is similar to that for the A 0 • The sensitivity of this 

measurement to the assumed production model cannot be determined 

from the published data. 

The other sightings of the Ac have been at the CERN-ISR, with 

52Ge V < Vs < 63.5Ge V. Generally the cross sections-measured by these 

experiments have been significantly higher than those observed by lower 

energy experiments. More recent data are available from some of these 

collaborations (i.e. R608 is a continuation of R603), so here I will only 

discuss results from groups which have not already been quoted. Several 

observations of the Ac have been made at the Split Field Magnet detector. 

One experiment at vs = 52.5Ge V with a hard Kaon trigger observed the 

Ac decaying into pK•0 and ~ ++ K-, and a later experiment with a high 

1 . d . al . A K [sJ C t· Pt e ectron trigger reporte a sign m c --+ p 7r • ross sec ions are 

reported for pK•0 and A++ x- for rapidity y > .5. Assuming Ac 's are 

produced with a flat x distribution, B·<J's of 3.0µb and 3.2µb are obtained 

for pK•0 and A++ K-, respectively. If Ac production is flat in rapidity, 

the corresponding cross sections are 6.2µb and 6. 7 µb. Using the Mark II 

value for B(Ac--+ pK*0 ) = .36 ± .25 % one obtains a Ac cross section of 

833 ± 613µb to 1722 ± l230µb depending upon which production model 
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is assumed. For the mode ~ ++ K-, the Mark II branching fraction is 

.34 ± .20 3, and the corresponding cross section are 941 ± 553µb and 

1970 ± 1159µb. The errors quoted here are due only to the errors on 

the branching fractions; errors were not quoted in Reference 8. The 

other experiment reporting a signal in A, used the Lampshade Magnet 

detector (LSM) Vs= 63GeV. Using a trigger which demanded a proton 

recoiling opposite the forward spectrometer, this experiment sees a signal 

in the mode A, -+ pK 7r and another with less significance in the mode 

A,-+ A7r7r7r. The cross sections reported range from .7µb to l.8µb for 

Ac -+ pK 7r • This corresponds to a total cross section for diffractive 

production between 32 and 82 µb. Errors and production models are not 

reported, so the model dependence cannot be determined. 

The general trend evident from the above experimental results 

is one of rapidly increasing Ac cross section as a function of y'S. The 

cross sections measured by E400 seem to fit this trend, being in between 

roughly midway between those measured at low energy (like ACCMOR 

at vs= 17.5GeV) and y'S = 33GeV (E400) and those measured at the 

ISR. 

The experimental results quoted above reflect the large Ac cross 

sections observed in hadroproduction experiments. However, they cannot 

be compared directly to theoretical predictions, since theory predicts only 

the total charm cross section. Again, all one can say with certainty is 

that the above results are too large for perturbative calculations based on 

gluon-gluon fusion even if one assumed that the Ac accounts for the entire 

charm cross section. To compare the results of the present experiment 

with theoretical predictions, we again appeal to the assumption made 
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above: that the charmed quark hadronizes into a final state independently 

of how it was produced. Given this assumption, we again use ARGUS's 

result for B · a = 8. 7 ± 1.2 ± l.Opb for Ac --+ pK 7r , the Particle Data 

Book branching fraction for this mode, and the well known result for the 

total charm cross section in e+e- at ARGUS's energy, ace = 2.448nb to 

calculate the fraction of charm accounted for by the Ac , f Ac. This yields 

f Ac = .16 ± .022 ± .018. Using this factor and the value for the Ac cross 

section quoted above of 215 ± 133 ± 64.5µb, we estimate the total charm 

cross section in hadroproduction to be 1344 ± 831 ± 430µb. 

It should be noted that this cross section estimates is probably 

significantly larger than the actual charm cross section at Js R: 33Ge V. 

This is because even at low x f, one expects to produce proportionally 

more particles than antiparticles since there are more quarks than anti­

quarks in the region of the interaction. This contention is supported by 

the fact that Nporhcle = . 78 ± .18 for the signal in reference 41. 
Nporticle+ N <Jntiporticle 

Nevertheless, 1 - 1.5mb is probably not an unreasonable estimate of our 

total charm cross section based on the calculation in reference 41 and 

other E400 cross section calculations. 

Theoretical calculations of charm hadroprod uction cross sections 

generally start with the same equation for the cross section: 

CTtot(cc) = L J J dx1dx2fi(x1, Q2)h(x2, Q2
)crsubprocess, 

distinctsttbprocesses 

where Ji and h are the distributions of the partons involved in the in­

teraction, and Q2 is the momentum exchanged in the process. However, 

the particular subprocesses considered to be important are often quite 

different in the various calculations. In part, this is because of uncer-
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tainties in the distribution functions, Ji and /2, and partly, it is because 

the cross sections for the subprocesses are uncertain as well. Given these 

uncertainties and the sometimes conflicting data from hadroproduction 

experiments, the proliferation of calculations with seemingly conflicting 

conclusions is not surprising. To impose some order on our discussion 

of theoretical predictions, we will limit our discussion to four loose cat­

egories: calculations based on perturbative QCD, calculations for which 

nonperturbative effects are important, calculations which consider flavor 

excitation diagrams, and calculations which rely on intrinsic charm to 

match the production levels seen in hadroproduction experiments. 

Calculations in the first group are based on gluon-gluon fusion 

and quark-antiquark annihalation (the .diagrams for these· processes are 

shown in figure 1 ). Typical of these are the calculations of references 

1, 2, and 3. The primary adjustable parameter in these calculations is 

the lower energy cutoff for the subprocess, v's. The cross sections go 

roughly as .s-1 , so small changes in this cutoff give large changes in the 

subprocess cross section. Initial QCD based calculations chose a cutoff 

around (2mn)2 , and gave a total charm cross section of a few hundred 

nb to around 1 µb at s ~ lOOOGe V 2 • Subsequent calculations used lower 

cutoffs, s ~ 4m~, where me < mn. Unfortunately, the proper value for 

me is rather uncertain, taking on values from 1.0 GeV up to 1.8 GeV in 

various calculations and yielding values for G"totce from a few µb to a few 

lO's µb at s = lOOOGeV2• Care must be taken, however, since for a 

charmed current quark mass, me~ lGeV, Q2 may be in the range where 

perturbation theory is of questionable validity. Even if s is lowered to a 

level where nonperturbative effects become important, these perturbative 
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calculations cannot match the charm cross section estimate of order lmb 

given above. 

A second type of calculation attributes the anomalous character­

istics of charm hadroproduction (including the large cross sections) to 

the importance of nonperturbative effects. The difficulties of matching 

the qualitative and quantitative features of charm hadroproduction have 

been pointed out in numerous articles. 144
'
16

'
131 The fact that such discrep­

ancies do not seem to be evident for b quark production has led some 

authors to suggest that the charmed quark mass scale may be too small 

for perturbative QCD to be valid, while the b quark is well into the per­

turbative realm. l44
l However, nonperturbative calculations in QCD are 

notoriously difficult, and exceed present capabilities;- As a result, cal­

culations emphasizing the importance of nonperturbative effects tend to 

either be rather qualitative, or to use a simplifying assumptions in their 

QCD calculations. Often the effects considered are motivated by similar 

nonperturbative effects in Quantum Electrodynamics (QED). Reference 

17 uses a phenomenological approach to arrive at a unified description 

for charm photoproduction and hadroproduction. For hadroproduction, 

cross sections of a few hundred µb are derived. However, this model has 

several adjustable parameters, and could probably match the E400 and 

ISR cross sections quoted above. Reference 16 investigates the enhance­

ment of the charm cross section when one of the charmed quarks is pro­

duced at low velocity relative to the valence quarks of the incident beam 

particle. This effect is analogous to the enhancement observed in QED 

for heavy lepton production, and the results are extrapolated to QCD. 

While significant enhancements are seen, there are many uncertainties, 
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and it is not known whether the effect will persist in an unsimplified QCD 

calculation. 1161 While these nonperturbative calculations yield promising 

results, both in terms of larger cross sections and harder x f distributions, 

it is not known whether such effects are important, or whether they in 

fact explain the anomalous features of charm hadroproduction. The fact 

that such calculations cannot yet be done rigorously renders their results 

uncertain. 

A third type of calculation takes into account additional dia­

grams, such as the flavor excitation diagrams shown in figure 2. These 

diagrams were introduced in reference 13 , before the large cross sections 

and leading Ac production were seen at ISR. They were resurrected in 

reference 18, where the cross sections due to these diagrams are estimated 

to be of order lOµb to lOOµb. 1181 The cross section is critically dependent 

on the cutoff i, the squared momentum transfer where the charm quark 

sea starts to contribute, increasing rapidly as i -+ 0. Thus, in princi­

ple, large cross sections can be obtained. However, it is not clear whether 

these diagrams are distinct from some higher order tree diagrams. Even if 

distinct, the calculations are critically sensitive to the uncertainties in the 

charmed sea distributions in the interacting hadrons. This uncertainty 

is reflected in the final results, which even under the best of conditions, 

may still be too small to explain the charm cross section quoted here or 

those seen at ISR. 

The final type of calculation considers contributions from intrinsic 

charmed quarks. The primary difference between intrinsic charm and 

flavor excitation is that in intrinsic charm, the charmed component is 

longlived enough that gluons are exchanged between the light quarks 
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in the beam particle and the charmed quark. Intrinsic charmed quarks 

are thus viewed as part of the beam particle's wave function. Reference 

15 introduced these processes to account for the high charm cross sections 

and leading quark effects observed at the ISR. In this scheme, the incident 

beam particle, say a proton is viewed as consisting mostly of Juud >, 

but with approximately a 1 % contribution of Juudcc >. All quarks 

are viewed as having about the same velocity, so the charmed quarks 

carry most of the incident particle's momentum, due to their large mass. 

Hence, charmed baryons produced by this mechanism would have a stiff 

x f distribution. Still, the intrinsic charm hypothesis is not without its 

critics, and several objections to this scheme have been raised. cuJ The 

most serious of these have measured upper limits on the intrinsic charm 

content of the proton much less than the 1 % needed to account for the 

ISR cross sections. The measurements of this thesis offer no hope of 

rescue of intrinsic charm from these difficulties. Still, one objection to 

which our results are relevant is the failure of intrinsic charm to account 

for the rapid rise of the charm cross section between y's = 27Ge V (LEBC­

EHS) and Js = 63GeV (ISR). However, the large charm cross section 

measured by E400 contradicts the results of LEBC-EHS and LEBC-MPS, 

and reopens the issue of whether the increase in the cross section with 

increasing center of mass energy is as rapid (or abrupt) as it previously 

appeared. It is interesting to note that some authors have also shown 

that the intrinsic charm component of the proton can contribute to the 

central region as well as the diffractive region. [•sJ Still, the predictions 

of the intrinsic charm have yet to be verified, and it remains at present 

merely an intriguing possibility. 



142 

In summary, it is not clear at present which if any of the above 

theoretical frameworks can account for the anomalous features observed 

in charm hadroproduction experiments. What remains clear is the fact 

that the cross sections reported by experiments are large. Indeed, the 

results of the present analysis, and the analyses of E400's cross sections 

in general have shown that charm cross sections are large in the central 

x J region as well as the diffractive region. Unfortunately, due to lim­

ited statistics, the present analysis cannot distinguish between central 

and diffractive production models. It is hoped that in the future, high 

statistics measurements of charm signals can be obtained, and serve as 

a reliable guide to theory in resolving the anomalous features of charm 

hadroproduction. 

5.3 Summary 

The two salient results of the preceding analysis are: 

1. The :E~ and :Et+ have been seen in reactions of neutrons incident 

on targets of beryllium, silicon and tungsten. The difference in 

mass between these two members of the :Ee isospin triplet has been 

found to be b'mr;++_r;o = -12.1 ± .4 ± 2.8 MeV/c2 • This result 
c c 

sits within 2 standard deviation of those which can be accounted 

for by calculations to date. However its magnitude is significantly 

larger than those of previous calculations. This may be indicative 

of additional effects not yet considered by these calculations. 

2. The cross sections measured for the :Et+ and :E~ indicate that the 

charm cross section is large in the central x f region for Js ~ 
33 Ge V. A total charm cross section based on the level seen in 

this region is estimated to be about lmb. This result disagrees 
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with that by LEBC-MPS. [491 It also exceeds the predictions of most 

theoretical calculations of the total charm cross section to date. 

The above conclusions are indicative of the challenges posed by 

the spectroscopy and the hadroproduction of charmed particles, respec­

tively. The resolution of these challenges awaits both improved experi­

mental techniques and better understanding of QCD at the boundary of 

its perturbative and nonperturbative realms. 
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APPENDIX A 

SPECIAL CALIBRATION BEAMS 

In addition to the neutron beam described in section 2.1, the 

E400 beam line could deliver beams of muons, photons and e+e- pairs. 

These beams were used to calibrate detectors and to determine detector 

geometries. In this appendix, we briefly describe how these calibration 

beams were produced, and how they were used to calibrate the various 

detectors. We shall begin by reviewing the types of particles which reach 

the E400 detector. 

As discussed briefly in section 2.1, the neutral beam is composed 

of neutrons, photons and K2 's. In addition to these neutral components, 

the beam is surrounded by a diffuse halo of muons, produced primarily 

in the proton beam dump. Under normal running conditions, the photon 

component is eliminated by 12 radiation lengths of lead in the beam 

path. The remaining photons and K2's are discriminated against by an 

energy trigger. The muons are diffuse enough that they do not affect 

pattern recognition, particle identification or tracking, and their rate is 

low enough that accidentals are not a problem. However, steps can be 

taken to use these components to produce beams useful for calibrating 

and monitoring the various detectors in the apparatus. We will first 

consider how the photon beam can be used to produce e+e- pairs used 
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to calibrate the lead glass counters. 

If the 12 radiation lengths of lead are removed from the beam 

path the neutral beam contains an equal number of photon and neu­

trons. These photons were converted into e+e- pairs in a 10 % radiation 

length lead target placed upstream of the spectrometer. These pair con­

version events were selected with a trigger consisting of Busline 6, which 

required the number of tracks in the first three chambers be greater than 

or equal to 1 and less than 4, and that the number of tracks in the last 

two chambers be greater than or equal to 2. After being produced at 

the lead target, the pairs then passed through a magnet of adjustable 

strength upstream of the spectrometer; which bent their trajectories in 

the x direction. By adjusting the field of Ml (which bends in y), the pairs 

could be made to strike any selected lead glass counter. In principle, the 

ratio of the electron's momentum to the counter's pulse height then gave 

the calibration constant. In practice, electron showers were not contained 

within a single counter, and so the analysis was more complicated. Ref­

erence 42 describes the calibration procedure in detail. A similar trigger 

and target arrangement was used to generate an e+e- beam which passed 

through the target region of the detector in order to calibrate the active 

silicon target. 

The photon beam incident on a paraffin target was used to pro­

duce a sample of events with very simple topology for the calibration of 

the hadron calorimeter modules. For this sample, the hadron calorime­

ter was divided into quadrants, consisting respectively, of quadrant 1 = 
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counters 6 and 7; quadrant 2 = counters 1 and 2; quadrant 3 = counters 

4 and 5; and quadrant 4 = counters 9 and 10. (See figure 10) Busline 4 

required hits in two quadrants diagonally opposite one another, i.e quad-

rants 1 and 3 or 2 and 4. This busline was used in the definition of 

Pin5 = Busline4 · Busline6 · Buslinel6. This trigger was originally in­

tended to trigger on p mesons produced diffractively and decaying into 

two pions. As it turned out, the sample was not clean enough to see a 
~ 

clear p peak for use in calibrating the hadron calorimeter . However, this 

trigger was useful for producing events with a low multiplicity topology. 

These events were used to determine the calibration constants for that 

part of the run. Changes in these constants were tracked and corrected 

using the ratios of minimum ionizing muon peaks from selected muon 

tapes taken throughout the run. 

Muon runs were taken about every 20 tapes throughout the run. 

A diffuse muon beam was produced by closing the most downstream col-

limators. When this collimator was closed the neutral particle beam was 

stopped before it reached the E400 spectrometer, and only the muons 

penetrated. These muon runs were very valuable, since only a single 

particle passed through the spectrometer. Chamber efficiency and geom-

etry could be studied without confusion due to pattern recognition fail-

ures. Muon runs were taken with a variety of triggers and running condi-

tions, depending on the purpose for which they were intended. However, 

all muon runs demanded (H x V)ibody, which demanded the existence 

of a single track downstream of the last Cerenkov counter. Some runs 
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were taken with the analysis magnets off, in order to determine cham-

her geometry without complications from the magnetic field. Others 

required a scintillator counter called AO to fire in coincidence with Tl 

and (H X V)1body· This trigger demanded that the muon pass through 

the region of the vertex chamber, and was used for plateauing that cham-

her, and, offiine for determining its geometry. Muon runs were also used 

for determining the positions of Cerenkov counters, trigger counters, etc. 
~ 

with respect to the MWPC's. In addition to determining geometry, the 

ratios of muon peaks were used to track run dependent variations in the 

calibration constants of the hadron and Beam Dump Calorimeters. 



APPENDIX B 

THE CONSTRAINED VERTEX LIFETIME TECHNIQUE 

The constrained vertex lifetime analysis was used to impose the 

requirement that the daughter Ac from a ~~ or ~t+ must decay down­

stream of the primary vertex. In what follows the Ac will be viewed as 

the parent particle, and the particles into which it decays will be the 

daughters. The constrained vertex technique fits up to 20 tracks to the 

hypothesis that they emanate from a. common vertex lying on a line 

through the primary vertex and in the direction of the parent particle's 

momentum vector. In this appendix we first discuss the fit to a single 

track. We then generalize this procedure to n tracks, and take up the 

problem of imposing constraints on the fit, using the technique of elimi­

nation of variables. Next, we discuss the application of this method to the 

problem at hand: fitting n tracks to a vertex constrained to lie on a line of 

slope (Sx, Sy). We then discuss the performace of the constrained vertex 

lifetime analysis and the advantages and disadvantages of the method. 

It will be easier to understand the constrained vertex fit, if we 

first consider the simpler problem of fitting a single track to its wire hits 

using the Least Squares Method. In general, we begin with Nh wire hits, 

(yi, y2, ... , YNh). We assume we can construct a function f(zi, fl) which 

predicts the values of these hits as a function of the z position of the wire 
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plane and an m parameter vector fl= (th, 82, ... , 8m), where m < Nh. We 

construct the quantity: 

where <Yi is the wire spacing of the ith wire plane. The solution to the 

problem is obtained by minimizing x2 with respect to the parameters, 8j: 

ax2 
9j = - =0. 88. 

J 

This gives a set of m equations (generally nonlinear) for them parameters, 

8 j. In the case of the E400 spectrometer, where the trajectory of the track 

is bent by one or two magnets, five parameters are needed to describe 

the particle's trajectory: the slopes and intercepts of the track between 

the two magnets in the x-z and y-z planes, and the bend of the trackin 

the most downstream magnet (approximately equal to the strength of the 

magnet divided by the particle's momentum). The trajectory of the track 

through the magnets can be specified as a function of these parameters 

(called a trace) and so the track's entire trajectory is specified by these five 

parameters. In general, the trace can be an arbitrarily complex function 

of the 5 parameters, and so an analytic solution of the problem may not 

be possible. We choose to linearize the problem using Newton's Method. 

We evaluate 9i(fl) at fl..= fl..v and seek a correction 6.fl..v such that 

gj(flv + 6.8v) = 0. We assume that we are near a minimum, and so 6.fl..v 



154 

so small, and expand to first order in llfl..11
: 

g ·(B" + 6811
) = g ·(B") + 

8
gi (8 11 )6811 + 

8
gi (8 11 )6811 + ... 

J - - J - 881 - 1 882 - 2 

The problem is thus reduced to simultaneously solving m inhomo­

geneous linear equations. The solution to this problem is G-1(ft")g(fl"), 

where 

The procedure iterates until the improvement in the x2 is less than a 

predetermined lower limit. It should be pointed out that if 811 is not near 

the minimum of f, ilfl..11 may be large, an:d the method may jump between 

local minima without converging. The generalization to n tracks is no 

more difficult in principle. In this case the matrix G reduces to a diagonal 

block matrix form, and there is no coupling between tracks. The solution 

merely involves doing n independent fits for the 5 parameters needed 

to describe trajectories of each of the n tracks. The problem can be 

substantially complicated when constraints are imposed on the problem. 

We wish to fit n tracks, constrained to emanate from a common 

vertex, Xv, Yv and Zv. The vertex is in turn constrained to lie on 

a line from the primary vertex of slope ( Sx, Sy). We assume that the 

coordinates of the primary vertex xp, Yp and Zp (found with the daughter 

tracks removed) and the slopes Sx and Sy are supplied as input. There 

are 2 constraints for each of then tracks and an additional 2 constraints 

for the vertex, or a total of 2n+2 constraints. Since each constraint 
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reduces the number of independent parameters by 1, there are now (5n 

- 2n) parameters needed to describe the tracks and (3 - 2) to specify the 

vertex, a total of 3n+l parameters. Rather than using the more general 

method of Lagrange multipliers, we choose to impose the constraints by 

the method of elimination of variables. A detailed discussion of this 

technique, as well as the method of Lagrange multipliers can be found in 

reference 59. In this method, we use the 2n+2 equations of constraint to 

solve for 2n+2 variables in terms of the other 3n+l variables. We choose 

to solve for the x and y intercepts of each track, xo and yo, and the x and 

y of the vertex: 

Yv = Yp +Sy X (Zv - Zp), 

and 

xo = Xp + Sx x ( Zv - Zp) - x' x Zv 

Yo = Yp +Sy X (Zv - Zp) - y' X Zv. 

We then substitute the right sides of the equations for the left wherever 

these parameters occur. We linearize the problem using Newton's method 

and solve iteratively as before, starting with z: at the primary vertex to 

avoid any bias toward finite decay length. Since the primary vertex will 

generally contain tracks from other longlived decays, we chose to fix the z 

position of the primary vertex at the center of the nearest target module. 
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In this case, the matrix G is almost in a block diagonal form, with the 

individual tracks interacting only through their dependence on Zv. If the 

fit converges, the quantity ( Zv - Zp) gives a measure of the decay length of 

the parent particle, or dividing by the relativistic time dilation factor, {, 

we obtain Zr, the proper decay length of the parent for this method. The 

transverse displacement of the decay from the primary vertex is neglected, 

since it is small compared to the longitudinal displacement. 

The above method has several limitations. Newton's method 

requires a good seed if it is to converge near the actual minimum. If 

the changes in the parameters are too large, the method may jump over 

the actual minimum. For charm decays, however, the decay length is 

of order 1 mm, and so starting at the primary vertex privides a good 

seed for the calculation. The method of elemination of variables can also 

fail if improperly applied. Under some conditions, the choice of variables 

eliminated can affect the solution to the problem. However, since the G 

matrix for the present problem is nearly block diagonal, such a failure is 

unlikely. The wire spacings, <Ti, in the x2 above also limit the resolution 

of the technique, since smaller wire spacings will obviously make the x2 

more sensitive to deviations from the actual trajectory. The sensitivity 

of the present experiment has been determined by Monte Carlo studies. 

Monte Carlo studies have shown that Zr gives a reliable measure­

ment of the Ac lifetime for lifetimes greater than .4 picoseconds. Since the 

lifetime of the Ac is smaller than this, we expect that the systematic er­

rors in the method prohibit a meaningful measurement of the Ac lifetime. 
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However, as shown in chapter 4, we find that the lifetime information 

yielded by the constrained vertex fit is consistent with the world aver­

age Ac lifetime of .227 picoseconds. £611 The analysis of chapter 4 also 

shows that, even for this relatively short lifetime, the constrained vertex 

technique provides an effective method for isolating finite lifetime states. 


