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Abstract 

A measurement of dijet angular distributions is made at ,fi == 1.8 TeV in proton­

antiproton collisions at the Fermilab Tevatron using the Collider Detector at Fermilab 

(CDF). Results are presented for three minimum values of the dijet invariant mass and 

compared to QeD predictions for variOWl choices of scale and parton momentum distri­

bution functions. 
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Chapter 1
"­

Introduction 

Hadron physics has been revolutionized. by the existence of jet events such as the one 

shown in Figure 1.1. Th8le events contain large depositions of energy in small regions of 

saRd angle and are commonly observed at the energies available at the proton-antiproton 

colliders at CERN and Fermilab where the center of mass energies (yIS) are 630 and 1800 

Ge V respectively. They permit quantitative experimental tests of the theory of strong 

interactions, quantum chromo dynamics (QCD) to be conducted at hadron colliders. 

In this thesis two jet events produced in the reaction pp -+ jet! + jet2 + X are used 

to probe QCD. The Collider Detector at Fermilab (CDF) is used to measure the energies 

and angles of the jets. The calculated value of the angular distribution in the center of 

m&I8 of the partons of which the protons consist is compared to that for the jets observed 

at CDF. The data are shown to fit the QCD prediction that dN/ d cos (r ..... sin-4 8* /2 as 

in Rutherford scattering. 

Jet energy resolution and the transverse momentum of the dijet system introduce 

systematic errors that must be controlled in order to distinguish between QeD and 
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CDF 


Figure 1.1: Example of a dijet event at the CoUider Detector at Fermilab. The plot 
shows pseudorapidity('1 == -In(tane/2)) vs. phi in the plane and transverse energy on 
the veriiea1 scale. The two jets are characterized by the deposition of large amounts of 
transverse energy in two localized clusters approximately 180 degrees apart in azimuth. 
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compoeite models. For this reason, a detailed study of the transverse momentum balance 

of the jets is made. The resolution (0') of jets having transverse energies (E, == E ain 8) 

beiweeD 30 and 100 Ge V is shown to go like 0'1 E =AIvlE), where the constant, A, 

depends on the algorithm used to define the jet and has values ranging from 0.83 to 1.20 

GeV1/ S• 

The thesis is organized as as follows. Chapter 2 motivates the parton model from the 

history of the theory and experiment of hadron collision. A description of QCD follows 

with emphaais placed on the prediction of the scattering behavior of dijets. Chapter 3 

describes the Fermilab Collider and the CDF experiment. Chapter" outlines the cali­

braiion and performance of th. CDF calorimeters. In Chapter 5 the collection of events 

in the cnr online system and offline reconstruction of jets is described. The character­

istdcs of these events are presented. Chapter 6 describes the behavior of the transverse 

momentum of the dijet system and the extraction of the calorimeter jet resolution. The 

analysis of the dijet angular distribution is given in Chapter 7, with an emphasis on the 

kinematics and acceptance corrections. The work is summarized in Chapter 8. 
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Chapter 2 
' .. 

The Parton Model and QeD 

This chapter begins with a description of the general properties of hadron collisions and 

the experimental and theoretical history that lead to the parton model. The linkage of 

quarks to partons is discussed. The field theory of the strong interaction, quantum chro­

modynamics, is described with particular attention paid to its experimental predictions 

concerning the angular distribution in the scattering of partons. 

2.1 Hadron Collisions 

Particles produced .in a majority of hadron collision events have an average transverse 

momentum relative to the collision axis that varies from 0.350 to 0.500 GeV Ic as the 

center of mass energy increases from 63 to 1800 Ge V [1J. This scale is set by that of 

the size of the hadrons, 1 fm or 0.200 GeV. The transverse momentum spectrum of 

final state charged particles integrated over all events at V8 = 1800 Ge V behaves like 

APBI(P, + po)" where Po = 1.29 ± 0.2 GeV Ie, A =0.45 ± 0.01, and n =8.26 ± 0.08 [11. 
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The distribution of particles is uniform in rapidity, a kinematic variable defined aa 

1 E+" 
y= -log • (2.1)

2 E-".' 

where the energy of the particle is E and the momentum along the axis of the colliding 

hadrons is " • .[2}. The average rapidity density, fl, can be expressed aa n == {dn/dy)dy 

and rises logarithmically with energy, from (dn/dy) 11/=0 = 1.4 at Va = 20 GeY to 

{dra/i.y> 1,=0 = 3.3 at Va = 540 GeY {2}. The rapidity distribution remains approxi­

mately flat, but grows wider with increaaing energy in a manner consistent with con­

senation of energy and the observed behavior of the rapidity density and transverse 

momentum spectra. 

2.2 The Parton Model and Hadronic Jets 

The history of hadronic jets haa roots in the physics of deep inelaatic electron-proton 

scattering. Bjorken showed scaling behavior in electroproduction measurements in the 

deep inelastic region [3}. Feynman proposed this scaling could be predicted from a 

parton model which viewed the hadrons as being made of point like constituents which 

interacted very weakly with one another [4J. This concept seems self-contradictory in the 

sense that it is clear that the partons are bound tightly within the scattering nucleons, 

but as described below I they interact aa though they were free, point particles. 

Berman, Bjorken and Kogut {5} were able to make a number of powerful predictions 

about hadronic collisions using the parton model with some simple assumptions baaed on 

experimental observations of the soft hadronic processes described in Section 2.1. They 

described the hard scattering interaction in hadronic collisions aa occurring in three 
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Figure 2.1: Initial Parton phase space configuration. 

stages characterized by the time scale for each stage and the momentum phase space 

configuration of the partons. First, the partons have some distribution, (x), which 

partitions t,tle hadron momentum among the partons (Figure 2.11. The partons are ., 

confined within the hadron and have a time and energy scale set by that size. Second, the 

hard scattering occurs, separating the pair o( interacting partons (rom the remaining set 

(Figure 2.2). Finally, the partons fra.gment, forming a cascade as they 'dress themselves 

into the final state hadrons (Figure 2.3). Once again the time scale o( the final state 

cascade is on the order of the confinement size of a hadron. 

Since it is rare for hard scattering processes to occur, the final state cascade is 

characterized by the properties of the "normal" soft: interactions described in Section 2.1: 

flat rapidity distributions of particles that grow logarithmically in width and.height and 
.... ~ 

limited momentum transverse to the direction o( the scattered partons; one would not 

expect further hard processes to occur. Furthermore, interference between these three 
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stapa wouJd be suppressed by the large difFerences in the time scales. With this final 

state picture, the lCattered parton partitions its energy among the observed hadrons in 

such a way that the hadrons have most of their momentum along the same direction as 

the parton. That is to say, there will be a tight bundle of collimated particles emerging 

from the collision: jets. 

Clear evidence of such hadronic jet events was seen in the UA2 experiment at the 

CERN SlIPS collider at Vi = 540 Ge V. The detector was constructed in projective 

calorimeter towers of &" x&,p =O.lx 15°, where the pseudorapidity is" =-In (tan 9/2). 

The transverse energy, Eti == E.sin'., was formed in each of the calorimeter cells. The 

total transverse energy was calculated by summing over the transverse energies of all 

the cella. A simple algorithm found clusters of energy with v'&,," + &41' S 1.0 and 

computed the transverse energy for each cluster. The fraction of the total transverse 

energy contained in the highest transverse energy cluster was computed (h1) as well as 

the fraction of transverse energy contained in both the first and second highest clusters 

(ht). It can be seen (FigUre 2.4) that as the total transverse energy increases, the majority 

of the energy is seen in these two localized regions of the calorimeter, demonstrating the 

emergence of jet structure in hadron collisions. 

2.3 Partons to Quarks and Gluons 

The parton model motivated by deep inelastic lepton-proton and hadron-hadron hard 

scattering experiments is currently described by a renormalizable non-abelian gauge the­

ory: quantum chromodynamics (QCD) [6,7,81. The main features of the parton model 
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Figure 2.4: Evidence for Jets at UA2. hi corresponds to the fraction of total transverse 
energy in the highest Ec cluster, h2 is the fraction of total transverse energy in the first 
and second highest Ec clusters. These quantities and are plotted as a function of the 
total transverse energy in the detector. 

described by Berman, Bjorken, and Kogut remain but are cast in a slightly different 

language. There are two types of partons: the quarks, originally postulated as a math­

ematical construct to describe hadron spectroscopy [9,101, and gluons that mediate the 

parton interactions. The distribution functions of parton momenta, f(x), are related to 

the momentum distributions for each of the Havors of quarks, the gluons, and the anti-

quarks. The dynamics of the hard scattering of the partons are described in detail by 

perturbative calculations of the equations of motion of the QeD Lagrangian[Uj. The 

two are tied together with the theorem of factorization which states that since the initial 

and final distributions of partons interact on time scales that are vastly different from 

that of the hard scattering (Figure 2.5), the interference between the hard scattering and 

the initial and final states should be small; therefore one may sum up over the individual 

momentum densities of the incoming constituents and add the cross sections [12}. The 
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Figure 2.5: TIlustration of a pp collision. The partons participating in the hard scattering 
are chosen according to their momentum distribution functions of the incoming proton 
and antiproton. The scattering occurs according to perturbative QeD. The final state 
fragments into hadrons according to a fragmentation function D(z), where z is the mo­
mentum fraction of the observed hadrons. The observed cross section is an incoherent 
sum of all possible subprocesses weighted by the strength of the interaction, a, and the 
probability of finding the initial state partons, f(x). 
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exp:eaion for the production of two jets may be written schematically as (see Section G.1 

for exact expression): 

u(pp - j et1+ jd2 +X) = " , ( . ,,2) f. ( . ,,2) dtr (ij - kl)
4 4 d..2 .L.J/l zt,.., 1 %"", ..I:' (2.2) 
fl " 1', Ii '"' 

The parton flavors are denoted by iJ,k and 1. The hadron momentum fractions of each 

.parton flavor has been indicated by I {%,Q2}. The hard scattering parton cross section 

is liven by (I(ij - kl) and the scale at which the interaction occurs is given by Q. The 

variables 8, i. and u are defined in Section 2.4.1. 

2.4 	 Features of the Lowe~t Order Perturbative QCD So­

lution 

The perturbative solution of the equations of motion can be discussed in terms of three 

main features: the form of the fundamental cross sectionst the strength and behaviour 

of the coupling, and the behaviour of the parton momentum distribution functions. 

2.4.1 	 Fundamental scattering 

There are three kinds of parton subprocess interactions: quark-quark (qq), quark-gluon 

(qg), and gluon-gluon (gg). The expressions for the individual subprocess scattering 

C1'Ol8 sections and the angular distributions are shown in Tables G.l and G.2. They may 

be written in terms of the variablet 

u x= A",
t 

where 
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aDd, for completeness, 

The four-momenta of the incoming partons are given by Ph P2. Ps. and p". The scattering 

aDgle in the center of mass is given by S-. the square of the center of mass energy of the 

proton and antiproton is 8, the momentum fractions of the incoming partons are =1 and 

=2. the transverse momentum of the outgoing partons is Pt. The square of the invariant 

mus of the two-parton system is ~. 

The various subprocesses may be approximated by single effective subprocess (SES) [13J 

so that the hard scattering cross section may be written: 

dO- = ..o~ [X2+X+1+X-1+X-2j (2.3)
ax.i (1 +x)' _ ' 

where 0, is the QeD coupling constant. An estimate of the two jet cross section is 

obtained by multiplying the SES by an effective quark and gluon momentum distribution 

function. 

This fact makes salient features of the dynamics of QeD easier to grasp. For a 

fixed invariant mass ("I'i) and for large X (;::2), the cross section, da/ax, goes to a 

constant value. Upon conversion back to the center of mass scattering angle, 8- , where 

x = (1 + cos 8-) / (1 - cos 8-), one finds that the cross section, do/dO""" dO'/ dcos 8· , goes 

as sin-4 (8- /2). Testing this prediction of the behavior of the parton scattering is the 

simple result that is a main goal of this thesis. 
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2.4.2 The Running Coupling Constant 

Pmurbative QeD calculations indicate that the coupling constant varies with the energy 

scale at which the interaction occurs (See Section G.1.3). Since this energy scale is 

taken as the transverse momentum of the scattered parton, the coupling constant is 

logarithmicaliy x-dependent and Equation 2.3 is modified. 

2.4.3 Parton Momentum Distribution FunctIon EvolutIon 

AJt shown in Equation 2.2, the individual parton subprocesses must be convoluted with 

the parton momentum distribution functions when the cross section is calculated. Two 

uncertainties arise from these, operations. First, since proton structure functions are 

determined using lepton probes, the gluon distribution functions cannot be measured 

directly and must be inferred. The distribution functions are measured at an energy 

scale different from the hard scattering and must be evolved to the proper choice of 

scale (14). Second, there is uncertainty in the proper scale choice(see Section G.2.2). 

To address these problems, the standard parameterizations of the momentum distri­

bution functions come in sets that are intended to bracket the uncertainty in the gluon 

distribution function. Also, the calculations are performed for various choices of Q2 scale. 

These calculations have been done for the dijet angular distribution and are described 

in Section G.2.2. The main observation is that the form of the angular distribution is 

insensitive to these theoretical uncertainties at Vi =1800 GeV. 
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Chapter 3 
- .. 

The Collider Detector at 

FerIIlilab 

In order to study the physics of two jets, one must have a large sample of unaz:nbiguously 

deftned jet events and a detector capable of measuring the kinematic variables of inter­

est. The Fermilab collider, the highest energy collider in the world, provides hadronic 

collisions at a center of mass energy of 1800 Ge V. The Collider Detector at Fermilab 

(CDF) is a multipurpose detector operating at the FNAL coUider. It provides tracking 

and calorimetry information over 98" of the solid angle, and can provide the kinematic 

data necessary to measure two jet physics. 

3.1 CDF 

CDF [15] was constructed to provide tracking information, electromagnetic and hadronic 

energy data, and muon detection for particles created from collisions of protons with 
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aDUprotons. The apparatua,shown in Figure 3.1, is described in some detail here. 

3.1.1 Tracking 


CDF has four tracking systems. These are the Vertex Time Projection Chamber, 


(VTPC) the ~entral Tracking Chamber (CTC), the Central Drift Tubes (CDT), and the 

Forward Tracking Chamber (FTC). The VTPC, CTC and CDT are contained within a 

1.5 Tes1a Buperconducting solenoid. 

3.1.1.1 VTPC 

The Vertex Time Projection Chamber consists of eight modules mounted end-to-end 

along the beam direction. It is 2.8 meters in length and contains a total of 3072 sense 

wires that measure track coordinates in R-Z (R is the radial distance from the beam, 

and Z is the distance along the beam). This is used to determine the position of the 

interaction to within 3 millimeters. The VTPC is used in jet analysis for two reasons. 

First, since the interaction vertices are gaussian distributed with 0' =35 em, it is neces­

sary to make event by event determination of the z component of the vertex position so 

that the correct values of the jet pseudorapidities may be evaluated. Second, the VTPC 

is used to distinguish events due to PI' collisions from collisions of either beam with the 

residual gas in the vacuum pipe of the accelerator. 

3.1.1.2 CTC, CDT, FTC 

The Central Tracking Chamber (CTC) is a 1.3 m-radius 3.2 m-long cylindrical drift 

chamber which gives precise momentum measurements in the angular region 40" :$ 8 :$ 
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Figure 3.1: Major systems of the CDF detector are shown here. Tracking includes 
the vertex time projection chambers (VTPC), the central tracking chamber (CTC), 
forward tracking chamber (FTC), and central muon drift tubes (CDT). Calorimeters 
include the central electromagnetic (CEM), central hadron (CHA). wall hadron (WHA). 
plug electromagnetic (PEM), plug hadron (PHA), forward electromagnetic (FEM) and 
forward hadron (FHA). 
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140'. It haa 84 wire layers arranged in nine superlayers, with small angle stereo in some 

layers to provide for Z position measurement. The resolution in r-q, is about 200 microns, 

and the total number of wires is 36000. It is able to measure the momenta of tracks to 

an accuracy of 6p,/p; s O.OO2(GeV/c)-1. 

The Central Drift Tubes (COT) consist of three layers of 3 m-Iong, 1.21 em-diameter 

stainless steel tubes mounted on the outer perimeter of the CTC. A correlated space point 

measurement is made by using drift-time and charge division measurements. Typical 

r8lOlutions are 2.5 mm in the beam direction and 200 microns in azimuth. 

The Forward Tracking Chamber (FTC) is a radial drift chamber which covers the 

small angular regions (2° S 9 S 10° and 110° S 9 S 118°). These chambers have 20 

wires//j.t/J=5°, and a resolution of 120 microns. 

ft. CTC, COT, and FTC are not used in the analysis presented here. 

3.1.2 Calorimetry 

The most important part of the detector for the measurement of the two jet angular dis­

tributions is the calorimetry. In CDF, there are three systems of calorimetry, the Central, 

Plug and Forward systems. All of these systems measure the energies of ensembles of 

particles by sampling the electromagnetic and hadron energies. The electromagnetic por­

tions sample the showers of electrons and photons in a sandwich of lead and detector. 

The hadronic portions sample the showers of pions in a sandwich of steel and detector. 

The calorimeters are segmented in cells of pseudorapidity and azimuth. These cells form 

projective towers that point back to t~e nominal interaction vertex. The parameters of 

the CDF calorimeters are shown in Tables 3.1 and 3.2. One quadrant of calorimeter 
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tower .sm.,u.~ is illustrated in Figure 3.2. 

3.L2.1 CeDtral Calorimeter 

The central calorimeter consists of the orclae6 and erulVlolz... There are four arches that 

form a barrel that surrounds the superconducting solenoid. These arches are built out 

of indiVidual wedge-shaped modules. Each wedge contains a portion of the electromag­

netic and hadronic calorimeters &8 well as part or the muon system. The electromagnetic 

calorimeter consists or a stack of 31 layers of lead and scintillator. Wave-shirter and light 

guides attached to photomultiplier tubes are positioned along two sides or the stack. 

Th.,- provide redundant readout of each projective tower so that high voltage break­

down in a single photomultiplier tube may be easily recognized. They also give a better 

determination of the azimuthal energy centroid or showers. There is a strip chamber 

placed at layer nine of the electromagnetic calorimeter ror aiding in the identification 

of electrons. In the wedges, the hadronic calorimeter consists or 32 layers or scintillator 

and steel also read out via wave-shiCters and light pipes that are attached to two photo­

multiplier tubes, one on each side of every tower. Hadronic coverage or projective towers 

that overlap the return yoke or the magnet is handled by IS layers of steel and scintil­

lator in the endwall calorimeters. Taken together, the central arches and the endwall 

cover the central two units of pseudorapidity with both electromagnetic and hadronic 

compartments. 
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.. Central Endwall 

Electromagnetic Hadronic Hadronic 

1,,1 coverage 
Tower size (Aq x At/» 
Longitudinal samples 
in tower 
Active medium 

Scintillator thickness 
Number of Layers 
Absorber 
Absorber Thickness 
Typical phototube 
high voltage 
Typical phototube gain 
Typical tower signal 
Energy resolution 
(u/E at 50 GeV) 
Typical position resolution 
at 50 GeV 
Characteristic total 
width of azimuthal 
boundary region 

0-1.1 
0.1 x 0.26 
It 

polystyrene 
scintillator 
0.5 em 
31 
Pb 
0.32 em 
-1100 V 

1.2 x 10' 
·4 pC/GeV 
21 

0.2xO.2 em2t 

3.5 em 

0-0.9 
0.1 x 0.26 
1 

acrylic 
scintillator 
I.Ocm 
32 
Fe 
2.5 em 
·1500 V 

6 x lOS 
-4 pC/GeV 
111 

10x5 em2 

4.1 em 

0.7·1.3 
0.1 x 0.26 
1 

acrylic 
scintillator 
1.0 em 
15 
Fe 
5.1 em 
·1100 V 

1.0 X 106 

·4 pC/GeV 
14% 

10x5 em2 

3.S em, 8.9 em 
alternating 

t An Imbedded proportlonal tube chamber at shower maximum gives 
additional information. The quoted position resolution is measured 
with this chamber 

Table 3.1: Summary of CDF central calorimeter properties 
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Endplug Forward.­
Electromagnetic HadronicElectromagnetic Hadronic 

1.3-2.41.1-2.4 2.2-4.2 2.3-4.2 
Tower size 
,,,1 coverage 

0.09 x 0.09 0.09 x 0.09 0.1 x 0.09 0.1 x 0.09 
(.A" x .At;6) 
Longitudinal samples 3 1 2 1 
in tower 
Active medium Proportional tube chambers with cathode pad readout 
proportional tube size 0.7 x 0.7 1.4 x 0.8 1.0 x 0.7 1.5 x 1.0 
(em:) 
Number of Layers 34 3020 27 
Absorber Pb Fe 941Pb,61Sb Fe 
Absorber Thiclcness 0.27 cm 5.1cm 0.48 cm 5.1 em 
Typical wire high +1700 V +1900 V +2120 V +2200 V 
voliage 
Typical wire gain 2 x 103 2 x 10" 5 X 10' 1 x 10" 
Typical tower signal +1.25 +1.3 +2 +0.7 
(pc/GeV) 
Energy resolution 31 20% 4.5% 23% 
(fl/E at 50 GeV) 
Typical position 2x2 em:0.2xO.2 em: 0.2xO.2 em: 3x3 em2 

resolution at 50 Ge V 
Characteristic total 
width of azimuthal 0.9 0.7j3.2f0.8 1.3j3.2t 
boundary region (em) 
t The first number IS for the vertIcal boundary. 
The second number is for the horizontal boundary. 


Table 3.2: Summary of CDF gas calorimeter properties 
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Figure 3.2: One quadrant of the COF calorimeter coverage showing the ,,-~ segmentation 
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3.1.2.2 Plq. Calorimetry 

The endplug electromagnetic calorimeter consists of 34 layers of 0.27 cm lead sand­

wic:bed with gas proportional chambers. The chambers use cathode pad readout which 

maintains the projective geometry. The electromagnetic towers are divided into three 

comparimenti. These divisions in depth sample 3.8, 14.2, and 3.0 radiation lengths each. 

The wires in each plane are ganged in ninety degree sections for readout. The chambers 

in .he middle portion are instrumented with pads on both sides, one side forming the 

projective towers, and the other providing x-y strip information across the face of the 

calorimeter for better electron identification. Each of the chambers provides either an x 

or J view. 

The endplug hadron calorimeter consists of 20 layers of 5.1 em steel sandwiched with 

gas proportional chambers. As in the electromagnetic compartment, the chambers utilize 

cathode pad readout to maintain projective geometry. The wire planes are ganged in 30 

degree sections and are read out individually to provide longitudinal shower profile data. 

The endplug calorimeters cover the pseudorapidity region 1.1 ~ I'll ~ 2.4. 

3.1.3 Forward Calorimetry 

The forward electromagnetic calorimeter consists of 30 layers of 0.48 cm lead sandwiched 

with gas proportional chambers which are read out via cathode pads. The detector is 

constructed in a wall consisting of ninety degree . quadran.ts. This calorimeter is read 

out in two depths for each tower, the separation occurring after layer 15. The wire 

information is ganged in five sections across the face of each layer of each quadrant and 

read out to provide longitudinal profile information for identification of isolated electrons. 
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The forward hadron calorimeter consists o( 27 layers o( 5.1 em steel sandwiched with 

ga proportional chambers. For the period o( data taking used here, only half of the 


chambers were in place, giving an segmentation of 14 layers o( 10.2 cm steel sandwiched 


with the chambers. They are read out via cathode pads. ganged in towers. They are also 


. eoutructed in ninety degree sections, but wire readout is summed over the whole layer. 


The forward/backward detectors cover the pseudorapidity range 2.2 S 1'71 S 4.2. 


3.1.4 Muon Detection 

There are two separate muons systems covering two regions of space. The central muon 

syIiem lies behind the central hadron .calorimeter and consists of four layers o( drift 

chambers. These chambers measure the azimuthal location of a muon to 250 microns 

and the location along the beam to 1.2 mm (using charge division). They cover polar 

angles from 56° S (J S 124°. 

The forward muon system consists of three layers o( electrodeless drift chambers and 

two layers of scintillator (used (or triggering) placed around a system of two. toriods in 

each of the forward and backward regions. The toriods run at a magnetic field that 

varies from 2.0 Telaa at the inner radius to 1.6 Tesla at the outer radius. The angular 

coverage is between 3° and 16° relative to the beam pipe. 

These systems are not used in the analysis presented here. 

3.1.5 Trigger 

The proton-antiproton collisions produced by the Tevatron can occur up to every seven 

microseconds as three bunches of circulating protons intersect with three bunches of 
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aDiiproioDS maring in the opposite direction. The collision rate per second is given by 

dN/tit =lA, where iT is the crOll section for a collision and L is the luminosity given by 

(3.4) 

where Np, NI are the number of protons and and antiprotons in a bunch, M is the 

number of bunches and iT,"_ is the gaussian half-width of the beam. For luminosities 

of order 1021 cm-2.-1, 3 bunches and beam half-widths of 0.27 rom, and a cross section 

of 42 mb, approximately 5000 interactions occur each second. Since only one event may 

be recorded each second, this requires a sophisticated trigger selection. 

For the 1987 collider run, the triggering of CDF was done using a combination of 

two systems. The first, the Beam-Beam Cou~ters (BBC's), consists of a scintillator 

hodoacope in front of each of the forward calorimeters. These planes provide a minimum 

bi.. trigger {or the detector and are used as a luminosity monitor. The counters have a 

timing accuracy of better than 200 psec. They are arranged in a rectangle around the 

beam pipe and cover the angular region from 0.32° to 4.47° corresponding to 3.24 ~ 

1,,1 S 5.90. The minimum bias trigger requires at least one counter in each plane to fire 

within a 15 ns8C window centered on the beam crossing time. 

The second system exploits the projective geometry of the calorimetry towers. Both 

electromagnetic and hadronic calorimeter towers are summed into trigger towers with a 

width in 6." x 6.,p =0.2 x 15°. This results in a representation of the entire detector as 

a 42 (in pseudorapidity) by 24 (in azimuth) array for the electromagnetic and hadronic 

calorimeters. For the case of the central detector, the analog output of the photomulti­

plier tubes are brought to the counting room individually and summed into the trigger 
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~~ All gas calorimetry pad llignala are summed. at the detector into trigger towers. 

The analog calorimeter llignala are weighted. by sin, to form the transverse energy for 

tbatower and compared to the set trigger tower threshold. All trigger towers above this 

tbrahold (typically 1 GeV) are summed. and compared. to the total transverse energy 

trigger Ievet .If the total exceeds this level, the event is read out of the detector by the 

dab. acquisition system. Further details of the triggers for the 1987 run are given in 

SecUon 5.1.2. 

3.1.6 Data Acquisition and Online Control 

The CDF Data Acquisition system (DAQ) has three major components: the analog front 

end system, RABBIT, the digital control system, FASTBUS, and the VAX computers 

that accumulate the data and write them to tape. 

The RABBIT (Redundant Analog Bus-Based Information Transfer) system, together 

with microprocessors, digitize and store the calorimeter data. The main features are: 

• 	 Analog electronics attached. to the active detector elements are mUltiplexed for 

digitization to a single analog to digital convertor (ADC). (There are approximately 

500 channels/crate in 120 crates); 

• 	 Comparison of the signal before and after beam crossing allowing for removal of 

baseline shifts; 

• 	 Analog pedestal subtraction and threshold comparison; 

• 	 Digital processing to do linear and quadratic channel by channel corrections that 

ineorporate calibration constants. 
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Tba FASTBUS system at CDF coDSiats of over 50 crates and one thousand modules. 

It coordinates the timing and transfer of events from the RABBIT and trigger systems 

into the VAX and it contains the digital electronics for readout of the tracking systems. 

The DAQ system is configured, controlled, and diagnosed by a large body of software 

(over 250Q00..1ines of code) that resides on the VAX. The hardware is autOmatically 

configured in about ten minute's time. Calibrations are performed periodically (see 

Chapter 4). The results are stored in databases and the information is downloaded to 

the scanners so that the data are corrected online. 

3.2 The 1981 Collider Run 

The data taking period extended from February through May, 1987. Most of the time 

was used to test out the accelerator and detector systems. The luminosity of the machine 

grew exponentially during that time as shown in Figures 3.3 and 3.4. 

The efficiency of data taking grew to a maximum of 83~. An important limitation 

during data taking was the need to disable triggering during injecti,on of protons into 

the Fermilab main ring. This accelerator passes over the top of the detector and is used 

for antiproton production at the same time that colliding beam data are being recorded. 

The detector triggers on particles lost during main ring injection; main ring protons lost 

during other times constitute a background to jet events (see Chapter 5). Although 

access to the detector was extremely limited (a few hours every couple of weeks), fewer 

than one percent of the calorimeter channels railed during the running period. The 

luminosity recorded on tape is shown in Figure 3.3. 
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Figure 3.3: The accumulation of luminosity as a function of time is shown in terms of 
thai delivered as well as that recorded on tape for 1987. 
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Peak Luminosity (TRIGMON) va. Cay 
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Figure 3.4: The peak luminosity is shown as a. function of time for the 1987 run. It 
shows an exponentia.1 growth as the machine was tuned. 

28 



Detector Calibration 

In this chapter, the response of the various calorimeters to single particles is described. 

The relationship of this response to the energy response to jets will be considered in 

Chapter 7. This response is best understood in the central detector and has been con­

nected to the jet energy response in the measurement of the single jet inclusive cross 

section in the central detector [16). For this reason, jet energy scales are obtained from 

the central detector for the analysis of the dijet angular distributions. The jet energy 

scale in the gas calorimeters has not been determined as accurately and is used minimally 

here. 

In CDF, there are a number of methods that have been used to provide the basic 

calibration numbers and check that the detector responds uniformly in both space and 

time. In this chapter the following will be described: 

• Test beam calibration results for the calorimeters; 

• The linking of those calibrations between the test beam and the experimental hall; 
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• Minimizing the role of the electronic variations. 

4.1 Test beams and Carrying Calibrations to CDF. 

The calorimeters have been tesied in beams of pions, muons and electrons in order to 

provide seta of basic parameters for each system. The identity of the particles oC each 

beam was controlled and the momentum of those particles wu measured by passing the 

beam through a series of multiwire proportional chambers and magnetic spectrometers. 

These tests provided information on the following items: 

• 	Relation of charge collected to energy deposited -.The absolute energy scale 

of each calorimeter was determined 80 that the digitized value could be translated 

into energy units. (See Tables 3.1 and 3.2 in Chapter 3.) 

• 	Energy resolution - The ability of the calorimeters to distinguish particles oC one 

energy from that of another was measured as a function of the energy and identity 

of the particle. 

• 	MappiJlgs - The response of the calorimeter as a Cunction oC the location oC the 

particle on the face of the calorimeter as well as the variation from one module to 

the next; was measured. 

• 	Stablllty and calibration monitoring - The ability to reproduce the above 

measurements with the aid of a system that monitors the calibration without the 

need of a test beam was examined. 
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• 	Pathologlea .. There are defects in each calorimeter system that needed to be 

understood. Measurement at a test beam is the first step in understanding such 

dalects. The defects studied in CDF included leakage of energy, energy lost in 

cncks, hot spots and selllitivity to neutrons. 

'. 
4..1.1 Calibration of the Central Electromagnetic Detector 

The central electromagnetic detector wu calibrated with a beam of electrons. The 

energy resolution of the detector is (TIE = 0.135 GeV1/ 2 /v'Esin9{17j. Mapping offive 

wedge modules with 50 Ge V electrons indicates that a common response map (one for 

each of the ten towers in the modules) describes the module response to about 1.5% rms. 

The calibration is monitored by a C,,131 source system which moves a source on a wire 

through one layer of the electromagnetic calorimeter. This calibration is done weekly. 

To carry the calibration from day to day, there are light emitting diodes attached to 

optical fibers that carry the light pulses to the photomultiplier tubes. Also, Xenon flash 

tubes direct light through another series of quartz fibers to a transition piece in front 

of each photomultiplier tube. The comparison of the calibration to the test beam after 

35 days for four wedges [17} indicated that the wedges maintained their calibration over 

thia time and from module to module to 0.7% [18}. 

4.1.2 Calibration of the Central Hadron Detector 

The Central hadron detector was calibrated with a beam of pions at energies of 10 

through 150 GeV. The calibration is defined by requiring that the pion be minimum ion· 

izing in the electromagnetic compartment and deposit all of its energy in the hadronic 

31 




comparUneDt. Then the sum of the chuge collected in each of the compartments is 

related to the energy of the beam. Pions typically begin to deposit energy in the elec­

tromagnetic calorimeter. The response of. the electromagnetic calorimeter to pions is 

lower that that of the hadronic calorimeter. .A3 a result, a sample of all 50 Ge V pions 

will have a meaD BUm pulse height that is lower than 50 GeY. The resolution of the 

hadron calorimeter is 11% for 50 GeY chuged pions. The .ystematic error in the abso­

lute calibration of the hadron calorimeter is estimated in the .ame way as that for the 

electromagnetic calorimeter and is determined to be 2% (19). 

A problem that arises is the nonlinearity of the response for pions with energies 

betiween 1 and 10 Gev, where the charge collected drops by 25% from the linear expec­

tation. This has been measured by using the momenta of low energy track. in minimum 

bias events as measured in the central tracking chamber and looking at the calorimeter 

response to these tracks [201. 

The calibration is monitored by a C.t131 source system which moves a source on 

a wire through a layer of the hadron calorimeter. This is the same source that runs 

through the electromagnetic calorimeter. This system is only operated once per week, 

. so to momtor the calibration over periods of two or three days, a laser flasher system is 

employed. Light is carried by fibers to the transition piece in front of the photomultiplier 

tubes and a laser is flashed to all parts of the detector. Over a period of a rew months, 

this procedure shows systematic variations less than 2t. 

The response near the boundary between two wedge modules is not uniform. The 

boundary area consists of the wedge steel cover plates and the wa~e shifters and light 

guides of the calorimeters. Electrons and photons that strike this crack will cause hot 
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".,. in the respcmae of the hadron calorimeter. To reduce this effect, there are ura.­

nium bani placed in front of each boundary between modules. These serve to attenuate 

e1ecUomagnetic showen in this area. In addition; there is a crack between the arches. 

This crack runs along the top and bottom of the barrel, as well as around the center. 

Since there are no light guides where the arches butt against each other, there will be 

IOID8 1088 of energy response. This response has been measured for use in Monte Carlo 

simulations of the detector so that corrections can be made to the data [19]. 

4.1.3 Endwall Calorimeter 

The endwaU calorimeter hu a resolution.of 14% for 50 Ge V charged pions. It is calibrated 

by inserting line sources of Cslar into tubes orthogonal to the layers of the steel and 

scintillator sandwich. This is done by hand every few months. The calibration between 

these times is done by using the laser flasher system described above for the central 

hadron calorimeter. Only two endwall modules were calibrated in the test beam. The 

module to module variation in response to sources is used to estimate the systematic 

error in the absolute energy scale and found to be 4%[19J. 

4.1.4 Gas Calorimeters 

The gas calorimeters have been calibrated in a fashion similar to the central calorimeter. 

In this case, however, the monitor system that maintains the calibration from the test 

beam to the experimental hall and through time consists of a separate data acquisition 

system based on CAMAC. Since the gains of these calorimeters change rapidly with 

pressure, temperature and the composition of the gas, continuous monitoring of the 
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detectors IIlU8t be dODe. ThiS is accomplished by distributing a number of proportional 

tubes throughout the gas calorimetry such that they share the same environment as the 

calorimeters. These tubes have Fe51 sources attached to them and the characteristic 

spectrum prorides a monitor of the gain of the calorimeters. The various monitors track 

with one another to better than 2%. The systematic errors in the absolute energy scales 

of the gas calorimeters have not been measured. After completion of the 1988 collider 

run, this will be checked by recalibrating portions of the gas calorimeters and examining 

the changes. Since this number is not known for the 1981 collider run, the only central 

detector measurement of jet energies will be used. 

The energy resolution of the plug electromagnetic calorimeter to high energy electrons 

was a / E =(0.28 Geyl/2)/VE and the position resolution is 0.2 cm·. The plug hadronic 

calorimeter had an energy resolution of a/E =0.869 Geyl/2/VE + 0.041 [21). The 

forward electromagnetic calorimeter has a test beam resolution for electrons that is 

a/E =(0.254±0.OO1 Geyl/2)/VE+(0.OO41±0.OOOI) !22}. It has a position resolution for 

electrons that varies between 0.1 and 0.4 em depending on the location in the calorimeter. 

The forward hadron calorimeter had an energy resolution of (1'/ E =(1.41 GeVl/2)/VE 

for 200 GeV pions {23}. It had a position resolution of about 3 cm. 

A particular problem with the response of the gas calorimeter is that neutrons pro­

duced in hadronic showers can travel a long distance and scatter elastically with free 

protons in some other part of the calorimeter. The protons deposit large amounts of 

ionizing energy that are interpreted as real energy depositions by pions. The signature 

is quite clear: a large amount of hadronic energy is deposited in one pad in a single 

-Throughout; t;he energy resolution diaeuuioD. E it Ulumed to be expressed in GeV 
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la,. of the detector. The rate of these neutrons in the colliding beam environment wu 

110 large that gu hadron calorimeters had to be removed from the trigger. The work 

that has been done to understand the characteristics of the neutrons in gas calorimeters 

is deacribed in Section 5.2.2. For the jet physics, the clear signal makes these easy to 

remove from the data. In subsequent collider lUns, this will be removed in the online 

trigpr. 

4.2 The Role of Electronics 

The goal in CDF has been to design the electronics so thai they have a gain that is 

stable to 0.1%, known absolutely to 0.5% and has a large dynamic range. 

The amplifiers in the central detector have all been tested with the same digitizer 

and charge injection circuit. The RABBIT electronics all have charge injection circuits 

such that there is one such system Oil each card, se"icing between 24 and 48 channels. 

For the central detector, this circuit was used to monitor the gain of the amplifiers at one 

time relative to the next. For the gas calorimetry, these circuits were used to determine 

the absolute gain of the amplifiers. A description of the gain determination is given in 

Appendix A. The stability and reliability of these channels has been very good. They did 

meet the design goal stated above. Also, for the 40000 channels involved in calorimetry 

(including 20000 strip chamber and wire plane channels) only a few were dead at any 

given time (see Chapter 5.) 

The pedestal determination was done each day before the beams were stored. The 

noise levels varied for different parts of the detector, the worst case being in the plug. 
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Typical pedeata1a had an rms of 0.03 GeV. There were a few hundred channels in the 

forward electromagnetic detector whose pedestals had a very long relaxation time (. ­

4S minutes). These channels would drift during a data taking run and were corrected 

ofBiDe. 

..... 
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Chapter 5
'. 

Event Sample and Jet 

Reconstruction 

This chapier describes the raw event sample obtained in the 1987 CnF data run. A 

dacription of the hardware triggers is given. The luminosities and numbers of events 

recorded for each trigger are presented. A description of the general offline processing of 

jets follows. This includes a summary of the various algorithms used to remove hardware 

defects that provide background to the jet signal. The algorithm used to reconstruct jets 

is described. The properties of the central dijet sample are shown. 

5.1 Data Sample 

The hardware trigger was described in Section 3.1.5. For an event to be recorded on 

magnetic tape, it had to pass at least one of four triggers. These triggers were the 

minimum bias, jet, electron/central muon, and forward muon triggers. Only the minium 
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biu and jet trigprs are releYaD.t to this analysis. The are described in the next two 

aediou. 

5.1.1 MJnimum Bias Trigger 

The minimUID bias trigger used the beam-beam counters (see Section 3.1.5), requiring at'­
leut ODe counter in each or the hodoscope planes to fire within a 15 ns window centered 

on the beam crossing time. This trigger was automatically limited to 0.05 Hz. It was 

used as a monitor or the detector hardware. 

5.1.2 Jet Trigger 

The jet trigger required a minimum bias trigger and a total transverse energy, or sum-E 
" 

above a threshold. The transverse energy is defined as Et == E sin', where , is the polar 

angle or the center or the calorimeter tower taken with respect to the nominal event 

vertex. Since the event vertex is a gaussian with IT =35 em, is important to note that 

the trigger assumes all events to have vertices at the nominal center of the detector. The 

transverse energy was calculated in towers or a'1 x at/> = 0.2 x 15°. 

The jet trigger consisted or a sum or the electromagnetic total transverse energy 

with the central and wall hadronic total transverse energy. The total electromagnetic 

energy sum was rormed by adding the transverse energies in electromagnetic calorimeter 

towers above a 1 Ge V threshold. The total central and wall hadronic energy was formed 

by adding the transverse energies in the hadronic calorimeter towers above a 1 GeV 

threshold. The hadronic gas calorimeters were not included in the trigger because of 

noise problems and a large trigger rate hypothesized to be due to neutron sensitivity. 
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TIda phenomeDOIl hu been studied and is discuued in Section 5.2.2. 

The jet trigger SUDUI were compared to a threshold value. During the 1987 data 

taking period, the ftlues of the jet trigger total tr&l1lVene energy thresholds were Ht to 

20,30,40 or 45 GeV. The specific Value was chosen for each run after the instantaneous 

luminosity was known. The threshold choice was made to be certain that the total trigger 

rate would be approximately 1 Hz. This was chosen so that the time during which the 

detector wu inactive because it was being read out amounted to 10% of the total time. 

Approximately half of the jet triggers were due to high voltage breakdown in the plug 

electromagnetic calorimeter. For this reason, for part of the run, the plug electromagnetic 

detector was excluded from the trigger. Because of this and the absence of the hadronic 

gu calorimeters from the trigger, the jet analysis here will use only those events satisfying 

a central jet trigger. 

5.1.3 Events Collected and Integrated Luminosity 

The performance of the accelerator and the CDF data taking, as well as the integrated 

luminosity have been described in Section 3.2. During the first part of the 1987 data 

taking cycle, the detector hardware was unstable as calibration procedures were being 

debugged. Once these procedures produced reliable results for all systems and variations 

of the calorimeter calibrations could be compensated for in the online processors, the 

data were considered suitable for analysis. Arter this point, a total or 446347 events 

were recorded. The corresponding integrated luminosity is 30.8 ± 4.6 nb- 1 . Table 5.1 

shows the number of events that passed each of the four triggers. Since an event can 

satisfy more than one trigger, the sum of the events passing the triggers exceeds the 
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~ J. Minimum Bias Electron/Central Muon Forward Muon 
Events 158376 189709 87695 52492 

Table 6.1: The number of eventa for each trisser is given. This is the number taken for 
I'UD8 after calibration constants were downloaded to the data acquisition hardware. 

total number of events recorded. 

There were a number of runs in which severe and obvious hardware failures were 

identified. These failures included the failure of large portions of the detector electronics 

and high voltage turned off in some portion of the detector. These runs were removed 

from consideration in the final analysis of the jet sample. 

In order to fac:.ilitate the analysis of jets, the raw calorimeter data and the recon­

atructed event vertex were taken from the 350 raw data tapes and stored on a separate 

.. of 26 tapes for events passing the jet trisser. The vertex was determined from the 

VTPC and the tracking information was abandoned. A total of 147365 events remain 

after this selection. This corresponds to a total integrated luminosity of 29.0± 4.4 n6-1 

and constitutes the main starting point of the jet calorimeter based-analysis. At the 

same time, all trigger information from all events was taken from the raw data tapes and 

stored on five data tapes for analysis of luminosity. In a separate exercise, the calorime­

ter data for 60000 minimum bias events were removed from the raw data and placed on 

to aeven data tapes. These events were used in the jet analysis in the sense that they 

were the basis upon which pedestal and bad channel determinations were made. 

As was described in Section 5.1.2, in each run, the central jet trigger had to satisfy 

one of four thresholds. The total number of events and the integrated luminosities 

corresponding to each of these ~resholds are given in Table 5.2. This constitutes the 
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ThreIhold. 20GeV 30GeV 40GeV 45GeV 
Eventl 
In_crated 
Luminosity 

15885 
0.419 nb-I 

98034 
14.9 nb-I 

11946 
6.30 ,,6-1 

15SOO 
7.24,,6-1 

Table 5.2: The number of eventl and integrated luminosity for each central jet trigger 
threshold is given. There is a 15% error on the luminosity numbers. 

starting point for offline processing of the data and jet reconstruction. 

5.2 amine Processing: Raw Data to Jet 4-Vectors 

The events selected in Table 5.2 were analysed with a number of reconstruction al­

gorithms and filters. The .tepa are described belowj expanded descriptions of the jet 

background filters and the jet reconstruction modules are given in subsequent sections. 

1. Firat event after pause - As the ev~nts were removed from the raw data tapes, 

the times were checked and if more than 20 seconds had elapsed, the next event was 

discarded. This was done because the first event after a pause always contained 

unphysically large amounts of energy due to the shifts of all pedestals during the 

pause. This filter removed 630 events from the 141173 sample. 

2. Vertex Reconstruction - The event vertex was reconstructed using the wire data 

from the vertex time projection chamber (VTPC). The vertex distribution has a 

gaussian shape with a width of 35 em and an offset of 3 cm from the center of 

the detector. There is no background from beam-gas interactions. Calculations of 

multip~e interactions (see Appendix B) indicate that there should be no overlapping 

jet events and about a 1-3% rate of minimum bias events overlapping jet events. 

41 




Detedior region CeninJ. Endwall Plug Forward 
EJecuomapeiic Component 
Hadronic Component 

0(960) 
2 (768) 

X 
0(576) 

21 (6912) 
4 (1728) 

34 (5760) 
13 (2880) 

Table 5.3: The number of dead.fhot channels in each of the calorimeter systems for the 
entire data sample. The total number of channels is in parenthesis. 

The minimum bias/jet event overlap will cause some deterioration in jet energy 

resolution and will be cousidered as part of the measurement made in Chapter 6. 

3. 	Calorimeter analysis - Some hardware defects were corrected and the raw data 

were turned into energy quantities to prepare for further analysis. A few events 

with garbled raw data banks were rejected.. The specific functions of this analysis 

are listed. here: 

Ca) 	Pedestal centering - The minimum bias data were used to determine chan­

nela with significant shifts in pedestal value. Approximately 200 of the 19584 

calorimeter channels had their raw data values shifted back to the correct 

pedestal. All but two of these channels were in the gas calorimeters. 

(b) 	Bad channel suppression - The minimum bias data were used to remove 

channels with excessive noise (more than a few GeV in width). The number of 

dead/hot channels and the total number of channels are listed by calorimeter 

element in Table 5.3. 

(c) 	Hot phototube suppression - Photomultiplier tubes in the central elec­

tromagnetic detector were subject to high voltage discharge. These spurious 

signals were easily removed by comparing the signals in the two photomulti­

plier tubes that instrument each central calorimeter tower. 
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(d) Data reiormattmg - The raw data were re{ormatted into an ,,-tf> grid ap­

propriate for jet reconstruction using clustering algorithms. The ADO counts 

were converted into enerO' units (GeV) using the nominal calibration values. 

4.. 	 Plug hadron nolae • Noise in the plug hadron calorimeter appeared as square 

patche.- in " - tf> space. These channels were zeroed. 

5. 	Cosmic ray and Mabl ring Removal - This event filter used the timing in­

{ormation from the central and endwall hadron TOO's to determine if ~ event 

wu due to cosmic rays or particles {rom the Fermilab main ring. The filter is 

95" efficient and rejects less than 1% o{ good central jets. Further details o{ this 

algorithm are given in Section 5.2.1. 

6. 	Gas spike removal - Plug electromagnetic breakdown and neutron sensitivity 

are re{erred to as gas spikes. These were removed {rom each event by zeroing the 

energy in the identified spikes. The algorithm is between 80 and 95% efficient and 

rejects no clusters above -30 Ge V. Further details of this algorithm a~e given in 

Section 5.2.2. 

7. 	Jet reconstruction - A clustering algorithm was applied to each event and jets 

were reconstructed. Further details of this algorithm are given in Section 5.2.3. 

5.2.1 Cosmic Ray Bremstrahhlung and Main Ring Event Removal 

After the events have been re{ormatted, those events that are caused by cosmic ray brem­

strahhlung or particles {rom the Fermilab main ring are removed. These are identified 

using the TOe's in the central and endwall hadron calorimeters. Since the main ring 
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p_ oyer th_ calorimeters, the particles will deposit energy that is out of time with 

the beam croamg. Cosmic rays constantly shower on the detector; on occasion, they 

caa brematrahhlung [24.} and cause a shower of energy. These showers will be out of time 

with the beam eroaing as well. 

,The TDG. 6lter algorithm loob at two quantities. Firat it looks a the total energy 

out ot time with the beam crossing. If there is more than 8 Ge V of energy that was 

deposited between ·10 and 25 na relative to the beam crossing in the central detector or 

between -15 and 55 na for the endwall detector, the event is rejected. The negative times 

are needed to compensate tor particles emitting light directly into the light guide. The 

second quantity is the total energy for channels that have nomgnal in the TDC's. This 

energy must be deposited just before the TDC's are activated, during a time in which 

no energy from the crossing may have been deposited. These events are also rejected if 

the total energy is above 8 Ge V. 

This algorithm is 9596 efficient at rejecting cosmic ray bremstrahhlung {24.J. The 

removal or main ring events has been studied by looking at a sample of events taken 

when the main ring was known to have triggered the detector. It is fully efficient at 

removing these events because there is always a considerable amount of energy out of 

time with the beam crossing {251. The rejection of good events is less than 1%. 

5.2.2 Gas spike removal 

The most problematic sources of background to jets are the gas spikes. There are two 

kinds of gas spikes. The first is due to high voltage breakdown in the plug electromagnetic 

detector. It is characterized by clusters that are typically only one tower wide with only 
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eIec:t;romapetic enerlY. In addition, these spikes occur in a few specific towers. In 

principle, they are not a problem to identify and remove; however, they can be mixed 

with the other kind of gu spike. 

The second kind of gas spike is hypothesized to be caused by a neutron that deposits 

a Jarge amount of ionisation in a single chamber and across one or two towers of the gas 

calorimeters [21}. Although this is a rather clear signal, difficulty in identifying this noise 

source arises because the gas calorimeters have different segmentations in the way that 

the aingle planes of chambers are read out and because these neutrons can be buried 

within a hadronic shower. The problem of segmentation means that one must use only 

the ama1l lateral extent and small or large electromagnetic energy fraction to identify 

the spurious clusters. This is used for low energy clusters (typically under 30 GeV), but 

for high energy cases, one must use the depth information. 

The low energy algorithm can be validated by choosing a sample of well-defined gas 

spikes, using events which have isolated clusters of energy that can be easily associated 

with a deposition in a single wire plane. These clusters are fO'Qnd by requiring all towers 

decrease monotonically from a seed tower (above 1.5 GeV in energy in the end plug , 

above 5 Ge V in energy in the forward) and that the towers be above half the energy 

of the seed tower. Using this technique, one finds for cluster energies between 10 and 

30 Ge V, the efficiencies are 80% in the plug hadron, 100% in the plug electromagnetic, 

95% in the forward hadron, and 80% in the forward electromagnetic. For the higher 

energy clusters, the efficiencies are all on the order of 99% with the exception of the plug 

electromagnetic which stands at 96%. 

The main concern of this algorithm lies with its ability to remove signals from the 
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eveui. ThiiI h.. been checked by looking for events with a cluster in the central detector 

onl,.. No ncb. events are found in the jet sample used in the analysis of the dijet angular 

diatribuiions. 

5.J.3 Jet Reconstruction 

After the best estimate of the calorimeter energies is made, an energy clustering algo­

rithm is applied in order to search for jet events. The jet algorithm, JETCLU uses a 

cone of a fixed radius in ,,-f/J space to define a jet. In this sense, it is closely related to 

preTioUi algorithms used on Sp'pS [26,21} experiments and corresponds most closely to 

the cut-oft's Used in calculating QCD cross sections. The next few sections describe the 

action of this algorithm. A How chart of the algorithm is shown in Figure 5.1. 

5.2.3.1 PreclusteriDg 

Candidate and seed lists are formed. The candidate list consists of towers above a fixed 

Ee threshold set to 0.1 GeV. The seed list consists of towers with an Et threshold, Et..." J 

sei to 1.0 GeV. The gas calorimeter towers are ganged together in groups of three in 

azimuth to correspond to the central segmentation. After the seed and candidate towers 

have been found, preclusters are formed. In this additional step, JETCLl1 differs from 

other algorithms. Preclusters are by definition an unbroken chain of adjacent seed towers 

with a continuously decreasing tower E,. IT the total E, of a precluster is larger than 

2 GeV, it is used as a starting point for clustering. 
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1.2.3.2 Clustering 

The preclusters are grown into clusters using the true tower segmentation ( it no ganging). 

The E. weighted centroid of the precluster is found. A &xed cone in " - tP space of radius 

R, at; to 1.0, is formed around the centroid and candidate towers inside this cone are 

merged into· the cluster. 

A new centroid is calculated from this new set of towers. Again, all candidate towers 

inside the cone around the new centroid are merged into the cluster. The process of 

recomputing a centroid and finding new or deleting old towers is iterated until the tower 

liat remains unchanged. 

5.2.3.3 Overlap Conditions 

For many jet studies, it is important to have overlap conditions handled correctly. This 

is particularly true for multijet studiee in the case of final state gluon emission where 

the gluon can m~rge into the jet. If calorimeter towers appear in two clusters, then 

an overlap fraction is computed as the sum of the Et of the common towers divided 

by the E. of the smaller cluster. If the fraction is above a cutoff' of 0.5 then the two 

clusters are combined. If the fraction is less that the cut, the clusters are kept intact, 

the energy is divided up between the clusters based on the proximity of the towers to 

the centroid, and the centroids are recomputed. The original overlapping towers are 

then reallocated according to the new centroids. As with the original cluster finding, 

the process of centroid computation and tower reshuffling is iterative and ends when the 

tower lists remain fixed. 
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E 
Seed 

Er> 1 GeV (Form tower l1sts) 

(Form cone around precluster) 

(Search Clusters) 

Figure 5.1: Flow chart of the algorithm JETeLa'. Seed towers and candidate towers are 
found. Preclusters are found from combining all touching seed towers. A &xed cone in 
"-fI space is drawn around the preclusters. A centroid is computed for the candidate 
towers in this cone. A cone is drawn around the centroid; new candidate., t.owers are 
added and subtracted, and the centroid is recomputed. This process is iterated on until 
a .table set of clusters is formed. Finally, overlap conditions are resolved. 
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5.2.3.4 Jet 4-Vectors 

The algorithm produces the 4-vectors of the jets, the Craction of energy deposited in the 

e1ecCrom&petic compartment of the detector Cor the cluster, and the width of the jets 

in ".. space. The 4-vectors are calculated by assuming that each tower in the cluster 

. is a musi"-particle with the energy of the cell equal to its momentum. The sum of 

the individual 4-vectors yields the jet 4-vector. As a result of this, the jets have a finite 

mus and therefore the transverse energy and momenta may exhibit some differences. 

(See Section 5.3.) The individual calorimeter cell energy is calculated from a simple 

8UlD of electromagnetic and hadronic energies defined in the calibrations of Chapter 4. 

Although this may not be the optimum way to combine the energies of the jets [27), 

there is no evidence to suggest that an improvement in the CDF jet resolution can be 

obtained by changing the algorithm. (See Appendix D.) 

5.3 Properties of the Central Dijet sample 

In this section, the characteristics of the reconstructed events are studied. Two jet 

events were selected by requiring two clusters in the central detector with the sum of 

the magnitudes of their transverse momentum greater than 60 GeY. This requirement 

ensured that the events passed all hardware trigger levels. The jets had a cone size of 

0.6 and a minimum tower energy of 0.2 GeY. Both clusters had to be well·co nta.ined, 

having their axis no closer than 0.2 units of pseudorapidity to the plug boundary after 

accounting for the vertex in the calculation of 9. A cut was placed on the relative phi of 

the two jets such that the second was within 180 ± 20° of the first. A number of features 
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of theM eveD_ are noted. here: 

1. Ph E" and mass spectra - These spectra are shown in Figures 5.2 and 5.3. The 

uanaverse momentum and energy spectra show a rise due to the total energy cut 

of 80 GeV and then fall rapidly, roughly as a sixth power of", or Ec. The jet mass 

is IUfBCiently. small so that the difFerence between Pc and Ec is negligible. 

2. 	Electromagnetic Fraction - The fraction of the cluster energy that was deposited 

in the electromagnetic calorimeter is shown in Figure 5.5. The first thing to observe 

is that the spectrum does not indicate any unusual features that would imply 

detector maliunction. Next, one notes that 61% of the energy is electromagnetic. 

This is consistent with being due to the neutral content of the jet plus the large 

fraction of low energy charged pions that shower in the electromagnetic detector. 

The energy calculation is done by simply adding the electromagnetic and hadronic 

energies using the test beam caiibration described in Chapter 3. This may not be 

the best algorithm for determining jet energies, especially since the response of a 

pion is lower in the electromagnetic compartment (see Section 4.1.2). 

3. 	,,-t; distribution - A two dimensional histogram of azimuth and pseudorapidity 

of the jets is shown in Figure 5.4. The pseudo rapidity is measured relative to the 

vertex as determined by the VTPC. Except at the center of the detector, the jet 

axes are distributed evenly in pseudorapidity out to about 0.7 and in the full range 

of azimuth. There is indication of a 30% rate change where the calorimeter arches 

meet. This is studied in Appendix D. Since Figure 5.2 shows a rapid decline of 

jet rate with energy, variations in mapping response correspond to a sixth power 
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iDcreue or decrease in trigger rate and therefore to variations in in the population 

of events in Figure 5.4. The observed change of rate corresponds to a change in 

energy response of a few per cent. 

4. 	....vertex - The distribution of the I component of the vertex of the interaction is 

shown'in Figure 5.6. It has a mean of 3.25 cm and a sigma of 32.4 em. It can be 

seen that some vertices extend to large distances that put the interaction into the 

end plug. 
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Chapter 6
'­

Central Jet Energy Resolution 

This chapter describes a technique for measuring the dijet energy resolution and extrac:t­

in, the contribution due to calorimeter resolution. It is based on a method introduced by 

the UA2 collaboration [28}. One examines the dijet k" defined as the vector sum of the 

transverse momenta of the two jets, in terms of components sensitive to different sources 

of imbalance in the dijet system. This method has been extended to allow for energy 

,calc calibrations of the different calorimeter systems relative to the central calorimeter. 

This is described in Appendix D. 

The chapter begins with a description of the components of the dijet kt • The behav­

ior of these components is summarized. The application of the analysis to the central 

calorimeter is described. 
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Fipre 6.1: Schematic view of two jets. The transverse momentum components of the 
jete are shown. They have been decomposed into two components, Icte and Ice". These 
components are sensitive to different effects responsible for generating the overall dijet 
Ice. 

6.1 Dijet Icc Description 

The dijet system is described here in terms of two components of the transverse momen­

tum of the jets. The advantages of using these components are described. 

6.1.1 The Components of the Dijet k t 

Figure 6.1 shows a schematic representation of the transverse momentum vectors of two 

jets. One of the jets is chosen to lie along the negative x·axis. The azimuthal angular 

separation of these jets is called "'n. A pair of orthogonal coordinates have been drawn 

such that one axis, called the 17·axis-, is defined as the azimuthal angular bisector of the 

dijet system. The other axis, the ~·axis, is orthogonal to the 17-axis and defined such that 

·UA2 1lI.. & convention that labela theae axu with IJ and (. It 1& importut to not. the dUferenc:ea in 
meumg for th. IJ1Dbol". One la uaed to define pseudonpidity, the other refen to a. component of 
dijet it. 
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Fipe 6.2: The interpretation of ktc is depicted here. It is assumed there is no aneular 
enor so that the entire dijet kt is due to an energy imbalance which is picked up by the 
kt component~f 

the cross product of their unit vectors points along the zMaxis: ex rl =z. The (PtC,PI.,) 

coordinate system is chosen because measurements of distributions in these coordinates 

reveal difference aspects of the causes of the dijet kt • These causes include effects due 

to QeD and effects due to instrumentation and are manifested in two ways. First, they 

cause imbalances in the magnitudes of the transverse energies of the jets. Secondly, they 

cause anplar deviations of the jets from being exactly back-to-back. Simply speaking, 

the ktc component is caused by energy imbalance and the kt ., component is caused by 

ancular measurement errors. This can be seen if one takes each of these effects in turn. 

Consider a dijet system in which rPii = 1800 
• This is illustrated in Figure 6.2. In this 

case, the kt points entirely in the edirection. I£ one considers an ensemble of such 

events, then the width of the k ,a• distribution reflects the energy measurement error. 

Next, consider the situation illustrated in Figure 6.3. In this case, the magnitudes of 
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n 

k t­.... 

jet 2 

Fieure 6.3: The interpretation of kt• is depicted here. It is assumed there is no energy 
measurement error so that the entire dijet k t is due to an angular miameasurement which 
is picked up by the let. component. 

the transverse momenta of the jets are identical, but the jets are not back-to-back. It is 

clear that the let points entirely in the ;, direction. An ensemble of such events would 

give one a measurement of the angular error. 

6.2 Measured behavior of the dijet let 

It is shown in Appendix C that the components of the dijet kt are given by the simple 

relations: 

k,,, O:! [IPul + !Pc21l [~ -2t;Ou] , (6.5) 

kte O:! Ipul - IpC21· (6.6) 

The diJference in IPel is shown to be approximately the same as the differenCB in IEel 

. and for a calorimeter resolution parameterized as (1/E = A/..fE where E is measured 
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Figure 6.4: This shows 0'( is linear in Efl. These points are taken for a cluster size of 
0.8, minimum tower of 0.2 GeV, and a cut on third jets of 10 GeV. 

in GeV, it is shown that O'(ke ) = Av'2{E,} for central jets. This is demonstrated in e

Ficure 6.4. Consideration of ~he origin of the components of the dijet k, suggests that 

since 0'" is independent of E, (see Figure 6.5), the jet calorimeter resolution. O"'(Ee), may 

be extracted as O"(Et ) = vO'i - O"~ The dependence of 0"' on the jet cone and energy of 

other jets is studied and for a cone size of v't::..,,"J. + t::..</J"J. = 1.0, the central detector jet 

resolution can be taken as 0"/E = (O.83±O.10 GeVl/')/v'E, where the error is systematic 

and due to uncertainty in third jet activity. 
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Measurement of d dNO* cos 

Thill chapter describes the analysis that was done to obtain the measurement of the 

aqular distribution, dNId cos 0·, for two jet events. It begins with a discussion of the 

CODIIiraints imposed by the 1981 configuration of the CDr detector hardware. Given 

theee conditions, the transformation of detector acceptance from the lab frame to the 

parton center of mass is described. Specific effects that influence the acceptance are 

enumerated. The dijet angular distribution is obtained in two phases. In the first 

phase, a region of uniform acceptance is described and the angular distribution is shown. 

The region is then extended by applying corrections to the data using a simple Monte 

Carlo calculation. In the second phase, a more sophisticated Monte Carlo generator 

and simulator are used. Comparisons of distributions characterizing the jet data are 

made for the Monte Carlo and the data. Having established this Monte Carlo as a good 

representation of the data, corrections to dN/ d cos (r are calculated and applied to the 

data. Systematic errors on these corrections are derived by varying the conditions in a 

combination of the Monte Carlos. A final set of angular distributions is presented and 

61 




compared to QCD. 

1.1 Acceptance Issues 

The conditions imposed by the hardware trigger and the state of understanding of the 
...... 

calorimeter behavior are described. The trigger efficiency is established. The region of 

acceptance in the parton center of mass is discussed. Issues concerning calculation of 

the acceptance are enumerated. 

"1.1.1 The Event Sample 

For the measurement of the dijet angular distribution, one wanta a lample of dijet events 

whose energy satisfies the hardware constraints with high efficiency, and one wishes 'for 

these dijets to cover a large angular range. These desires are considered in light of the 

following: 

• 	 Uncertainties in the jet energy scale in the gas calorimetry (see Chapter 4) allow 

one to use only the transverse momentum (Pe) measurement of the jets in the 

central detector. The angular measurement of jets can be taken from any portion 

oUhe detector. 

• 	 The effects of biases introduced by triggering on only the electromagnetic energy for 

clusters in the gas calorimeters are not understood; therefore, the total transverse 

energy trigger was used for both electromagnetic and hadronic compartments of 

the calorimeter in the central detector only. 
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• 	 The collision vena haa IT =35 em. Jets caD. be lost between the plug and forward 

,U calorimeters if the vena is too far from the center of the detector. 

The last; item. is handled by placing a 50 em cut on the vertex position. The first two 

coutramts have been satisfied by choosing a sample where one jet t called the trigger jett 

satiafi.. the total transverse energy trigger (E,•••) in the central detector. This places 

no trigger constraints on other jets. If more than one jet satisfies trigger jet requirement t 

a random choice is made. 

From measurements of the single jet inclusive cross section in the central detector [161, 

the highest total transverse energy trigger of E,••• ~ 45 Ge V is satisfied when a single 

central jet is above 45 GeV. The data from the E,••• ~ 20 or 30 GaV hardware triggers 

were examined to check this trigger efficiency. Events from the jet sample described 

in Chapter 5 with one central jet having a cone size of V6.'11 2 + 6.4J2 S 1.0, a p, ~ 45 

Ge V I and having its axis no closer than 0.2 units of pseudorapidity to the plug boundary 

were chosen. The z coordinate of the collision vertex in these events was required to be 

less than 50 cm. Of the 2441 events passing this requirement, 47 events had ·Et ..... less 

than 45 GeV. This indicates that the entire sample may be used with 98% triggering 

efficiency. When these requirements are applied to the full sample, 6000 events remain 

from the 32000 events having Ee.... ~ 45 GeV. 

1.1.2 Description of the Acceptance Geometry 

The angular distribution is expressed in terms of three center of mass variables: p. I the 

momentum of the jet in the center of masst '11- t the pseudorapidity of the jet in the center 

of mass, and 'I1boo." the boost required to go from the lab frame to the center of mass 
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n-=-In tan 8"/2 

z 

.... p* -­p' 

Center or Mass Lab 

Figure 7.1: Sketch of the dijet system in the lab and center of mass frames 

frame. The dijet invariant mass is given by Mii =2p·. The relationship between these 

variables and the lab variables ('11, '12, Pe) is illustrated in Figure 7.1 and given here: 

-'1 - '11 - '12 
2 

(7.7) 

'1ho.e - '11 + '12 
2 

(7.8) 

p. - h '11
peCOS 

- '12
2 

- Pe cosh '1* • (7.9) 

The pseudorapidity of the either jet in the center of mass is related to the center of 

mass scattering angle since: 

: (7.10) 

cos,- - tanh '1*. (7.11) 

Figure 7.2 illustrates the mapping of the acceptance region of the detector as one does 
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Figure 7.2: Transformation of the sensitive region of the detector from the lab to center 
of mass frame 
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thia tra.DIfozmatiOD. The sensitive region is a set of overlapping boxes (shown as rect­

angles in the figure) inside which jets described by ('11. '12, Pt) or ('12, '11, Pt) may lie. 

The width of the rectangle is determined by the pseudorapidity coverage of the central 

detector and the length by the pseudorapidity coverage of the remaining calorimeters. 

The minimum transverse energy of the jets, Pto, determines the bottom of these rectan­

gular boxes. Thia volume of phase space is transformed to the center of masa via the 

mappings in Equations 7.7 to 7.9. In this transformation a 45 degree rotation and factor 

of 2 compression in the '11-'12 plane occurs for fixed Pt. A plane of constant p, takes on a 

curvature in p·-'1·-f76oo" space because of the relationship p. = Pc cosh '1-. This relation­

ship means that boundaries of minimum transverse momentum, PCo, set by the trigger 

conditions must be translated simultaneously to minimum cuts on the momentum of the 

trigger jet, p:"", and maximum choice of the pseudorapidity of the dijet system, '1~•. 

The implications of this are important in both phases of analysis. 

'1.1.3 Variables Affecting Acceptance 

Consider now the specific quantities affecting acceptance. First, for the trigger jet, there 

are a number of effects: 

1. 	Variations in the response of the detector across its face, especially those intro­

duced by cracks, will cause fluctuations in the trigger rate across the f7-f> space 

of the central detector. This was examined in Chapter 6 and Appendix D. The 

conclusions were that the only significant variation in rate occurred near the 900 

crac:.k. In the measurement of the dijet angUlar distribution, this crack appears at 

all values of cos O· and will amount to a uniform reduction in rate but will not 
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dumge the shape. This will be coDlidered in the phase II of the analysis. 

2 •. Since the jet axis is determined Crom a transverse energy weighted sum, cracks 

call cause systematic effects in the jet axis position determination. This will be 

coDlidered in phase II of the analysis. 

3. 	The finite resolution of the calorimeter combines with the rapidly falling jet rate 

to generate a /eeddovm effect. This may cause events with low energy to undergo a 

measurement fluctuation and be present in the sample. An unfolding of the reso­

lution is required to scale back the number of events erroneously introduced in this 

manner. Since the absolute rate is not being measured in this analysis, feeddown is 

important only if there is a cos ,.-dependence. Its effects it will be studied in both 

phases of analysis. Feeddown is complicated Curther by the relationship oC parton 

to jet energies. This has been studied extensively [16} for the central calorimeter 

where, for example, a 45 Ge V cluster corresponds to approximately a 60 Ge V par­

ton. A number of factors cause this effect: nonlinear low energy response of hadron 

calorimeters, energy leakage outside of the calorimeter, particles lost outside of the 

cluster cone, panicles included in the jet from the underlying event, and particles 

lost in cracks. The relationship will be rederived in terms of the trigger jet center 

oC mass momentum in phase II of the analysis. 

4. 	The collisions do not involve only dijets. There are other jets present and they 

contribute to a transverse momentum of the dijet system (see Chapter 6). This 

has the effect of smearing the cutoff of the transverse momentum of the jets relative 

to the partons. A combination of fiducial cuts and Monte Carlo calculations are 
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u.t to account for this. It is considered in phase II of the analysis. 

For the other jets, many of the acceptance issues are eased. Only the angular position 

of the other jets need be measured and as described in Chapter 6, the jet axis resolution 

seems to be about 0.05 units of pseudorapidity. This will be checked in phase II of the 
.-. 

analysis. 

A final consideration aft'ecting the dijet system is the convolution of the geometric cuts 

with the vertex distribution. This transforms the sharply defined volumes of acceptance 

into more complicated contours. These are calculated using the Monte Carlos in both 

phases of analysis. 

7.2 Phase I: Preliminary Measurement of dN/ d cos ()* 

This section describes the first phase of the measurement of the dijet angular distribu­

tion. The raw data are examined for a region of uniform acceptance. A simple Monte 

Carlo calculation is that accounts for geometric and feeddown effects is described. The 

corrections derived from this calculation are applied to the data to obtain a preliminary 

measure of the dijet angular distribution. 

7.2.1 Uniform Acceptance Measurement of dN/dcosfr 

The measurement of the angular distribution can be made without any acceptance cor­

rection calculations if the region of uniform acceptance is used. By applying Equation 7.9 

with Pi =45 GeV and ". =0.7 one finds that the minimum value of p. is 57 GeV. The 

6000 event data sample described in Section 1.1.1 will be examined under these circum­
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Figure 7.3: Population of data in "600"-'" plane. 

stances. In this data sample, the values of,,', 11600'" and p' were derived by defining 

the first jet as the trigger jet and the second jet as the leading jet 1800 ± 200 opposite 

the trigger jet in azimuth. Cuts of 1,,'1,1"600"( ::; 0.7 and p' ~ 57 GeV are placed on the 

6000 event sample. This is shown schematically in Figure 7.2. After application of these 

cuts, 1000 events remain. A plot of "600" vs. ,,' is shown in Figure 7.3 and a plot of p' 

vs. ,,' is shown in Figure 7.4. These events are then projected onto the 11' axis and 

shown as a function of cosO' in Figure 7.5. A theoretical calculation of the 2-2 parton 

scattering (see Appendix G) has been placed on the plot as well. An integration of bo.th 

the theory and the data over the region 0.0 ::; cos 0' ::; 0.6 provides the normalization. 

The extension of the plot to large values of cos 0' has been cut off by the coiiservative 

fiducial cuts. From Appendix G, one expects a rapid rise in the number of events at 

large cos O'j to see this rise, it is necessary to extend the measurement with a correction 
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Figure 7.5: Dijet angular distribution uncorrected for acceptance. A 2-2 parton level 
QeD calc:ulation is also shown. The "raW» designation emphasizes tha.t the mass is 
deriTed from the raw c:luster energy define in Section 5.2.3.4 

70 




(01' acceptance. 

'1.:1.:1 Extension of the Angular distribution 

The basic region outlined in Figure 7.2 has been moved out steps to 1,,·1,1""00.,1 s 1.0 

and then to 1,,-1,1"600.,1 S 1.2. Again, the coupling of p. to ,,- via PI forces choices of 

minimum p. to 70 and 82 GeV for these choices 0(,,-. There are 800 and 600 events 

in the 1,,-\,1"600.,1 S 1.0, 1.2 samples respectively. A simple Monte Carlo was used to 

calculate the acceptance corrections. These corrections and a description of the Monte 

Carlo are in Appendix E. 

The corrected data are shown in Figure 7.S. The data for 1,,-1,1"1100••1 S 0.7 have 

been normalized to the theoretical curve between 0.2 S cos ,- S 0.5. The data for 

1,,-1.1"600.,1 S 1.0 have been normalized to the data for 1,,·1,1''Il00.,1 S 0.7. The data for 

\,,-\.1"600.,1 ::5 1.2 have been normalized to the data for 1,,·1,1"600.'/ ::5 1.0. 

The data and correction factors have been calculated for the dijet angular distribution 

as expressed in terms of the X variable. As was described in Section 2.4.1, the qcd parton 

subprocess cross sections take on a general form that is essentially fiat as a function 

o( the X variable when X 2: 2. The simple parton form of the angular distribution is 

convolved with the evolution of both the strong coupling, a. (Q2). and of the momentum 

distribution functions. (See Appendix G.) This curve is shown in Figure 1.1 for the 

corrected data and for the 2 - 2 calculation of Appendix G. The normalization is 

similar to that for the distribution in cosO". The data for 1,,-I,I""oodl ::5 0.1 have been 

normalized to the theoretical curve between 2 ~ X S 4. The data for I,,· \.I"lIoo.t 1S 1.0 

have been normalized to the data for 1,,"1,1"600.,1 ::5 0.7. The data for 1'1·I,I""oodl S 1.2 
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,,- cut "600. cut p. cut Events 

1"*1 $ 0.1 
1,,*, $ 1.0 
1,,*1 $ 1.2 

1"600.1 $ 0.1 
1"600nl $ 1.0 
\'7600.el < 1.2 

p·~51GeV 

p. ~ 10 GeV 
p­ ~ 82 GeV 

1010 
552 
640 

Tab~ 1.1: Cuts and number of events in Phase I dN/dcosO- analysis. 

have been normalized to the data for 1'7-/,1'760.,.,1 $ 1.0. 

1.3 Phase II: Sophisticated Measurement of dN/dcos8* 

Sophisticated Monte Carlos are used and figures of merit are compared to the data. A 

new set of cuts on the data is described. The tyronte Carlos are used to calculate the 

acceptance. A combination of these Monte Carlos and modifications of the previously 

described set is used to derive systematic errors. The final measurements of the dijet 

angular distribution are presented and a limit on quark compositeness is established. 

7.3.1 Tests of the Monte Carlos 

The effects ofcracks and dijet kt were studied using a more sophisticated simulation of the 

CDF detector. This simulation, called QFL [29J, accepts jet particles as generated from 

a QCD Monte Carlo, (ISAJET [30) was used here) and produces calorimetric responses 

that are derived from average behavior of single particles in the test beam data for each 

detector. 

The distributions directly affecting acceptance have been checked in ISAJET /QFL 

and the data. In these- distributions, the leading jet in the hemisphere opposite the 

trigger jet is called the probe ;et. The angular distribution is derived from these two jets. 
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The remaining jets in the detector are called other iets. The effects and the associated 

distributions are described here: 

1. 	FeeddOWD - Since this is a combination of a falling spectrum and resolution, the p. 

spectra (Figure 7.8) in bins of coslr and the Ice( component (Figure 7.9) of the dijet 

kt hav~~been examined. (See Chapter 6 for a description of Iced Good agreement 

wu found between the data and Monte Carlo if the minimum p. was raised by 5 

G.V above that specified by p:m" = Peo cosh 11:..a•• The division of events in bins 

of cos Ie allows one to investigate cosle.dependence of the feeddown. There is no 

such dependence indicated here. 

2. 	Soft effects and intrinsic Ice • These have been tested by comparing the Ice" 

distributions for data and ISAJET/QFL in Figure 7.10. (Soft effects are discussed 

in Appendix C.) 

3. 	Vertex· The z component of the collision vertex distribution has been represented 

by a gaussian truncated at ±50 cm. This distribution affects the corrections for 

regions where the detector is insensitive in the 11*-11&006' plane. The data and Monte 

Carlo results are shown in Figure 7.11. 

These tests show excellent reproduction of the data by ISAJET/QFL. Further tests of 

the Monte Carlo are described in Appendix F. 

1.3.2 Determination of the" Acceptance 

The relationship of the generated parton p. to the observed dijet. p. is shown for various 

values of coslr in Figure 7.12. From this relationship one establishes the definition of 
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Figure 7.8: Phase n p. spectra in bins of cose-. The histogram is the ISAJET/QFL 
calculation and the points are data: A. 0.0 ~ cos e· ~ 0.3 B. 0.3 ~ cos e- ~ 0.6 C. 
0.6 S cos(r S 0.7 D. 0.7 S costr S 0.8 
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Fisure 7.11: z..vertex distribution in ISAJET/QFL(histogram) and data(points). 

the generated and observed coa'- distributions. As was mentioned above, the original p. 

cuts have been increased to be certain that the Monte Carlo was accurately reproducing 

the detector behavior and the influence of dijet let. These cuts must be translated to the 

appropriate p. for the parton•• The translations and number of events remaining from 

the 6000 event sample are shown in Table 7.2. In this analysis, the cut on 1"/600" has 

been extended to 1.2 for all cases and geometric corrections made to the data with the 

lowest p. cut. 

The corrections are calculated by taking the ratio of the number of events above the 

observed jet Po', N'(p.' ~ Po', cos 0·) to the number observed above the corresponding 


cut on the parton center of mass momentum, Po, N(p· 2: pa,cosS-). The lnverse of 


these corrections, the acceptance, is shown in Figure 7.13 for coss· and in Figure 1.14 


. for X. In both cases a smoothing function has been used on the results to specify the 
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Figure 7.12: Relation of parton p. to jet p. shown for various bins of cosO·. 
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,,- cui PO cui 1'.' cut Events 

1,,*, S 0.7
,,,*, S 1.0
1,,-, < 1.2 

Po 2: 82 GeV 
po 2: 106 GeV 
1'62: 118 GeV 

po' 2: 61.5 Ge V 
po' 2: 76.5 Ge V 
Po' 2: 86.5 Ge V 

1263 
819 
557 

Table 7.2: Cuts and number of events in Phase n dN/dcos8· analysis. The cut values 
of PO for the partoDS and the po' (or th~ jets are also specified. 

&nal acceptance. 

Although they are accounted for in the determination of the acceptance, it is inter­

esting to look at the relationship between the parton pseudorapidity and the jet pseudo-

rapidity directly and then to look at the relationship between parton values of ,,*)"'oo.i 
and the jet values of these quantities. The difference between the initial parton and the 

final jet axis is shown as a function of the calorimeter pseudorapidity in Figures 7.15 

and 7.16 for the trigger and probe jets. The resolution is 0.05 units of pseudorapidity 

for both" and t/J and agrees quite wen with the determination from tracking (see Chap­

ter 6). There is no deterioration of the jet axis determination in the crack regions. The 

relationship between "., "'oo.i of the par tons and jets is shown in Figure 7.17. There is 

clear indication of a good matching of the calorimeter resolution to the chosen bin size 

for the measurement of the dijet angular distribution. 

'(.3.3 Systematic error calculations 

The calculation of systematic errors in the acceptance corrections is done by varying 

parameters in the simple Monte Carlo generator and simulator. The situations being 

compared are: 
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Figure 1.13: Phase II acceptance corrections for dN/dcosS-. The lines are the smoothed 
corrections derived from the points. 
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Figure 7.14: Phase n acceptance corrections for dN/dX. The lines are the smoothed 
corrections derived from the points. 
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1: Simple Generator - Simple Simulator 

2: ISAJET partons - Simple Simulator 

3: ISAJET - QFL 

The variations in the generators allow for systematic studies in the changes in the p. 

spectrum. The simple simulator described in Appendix E has been modified to allow 

for a gaussian Ie, smearing to be added to the event and uses the relationship of parton 

p. to the jet p*'. This allows YBriations in the calorimeter resolution and the let to be 

examined. 

The simple Monte Carlos are not expected to reproduce the results of QFL; rather. 

the YBriations in the corrections are studied as the conditions of the Monte Carlo are var­

ied. The central detector resolution has been set to 0.50 Geyl/2/.;E;, 0.83 Geyl/2/.;E;, 

and 1.10 Geyl/2/.;E;. In each case the (f of the dijet Ie, has been set to 10. 15, 20, 25 

and 30 GeY for the simple generator and to 20, 25, and 30 GeY for the ISAJET hard 

partons. The valid range of parameter values is checked using the p. I let., t and lete spectra 

for comparison of data and Monte Carlo. From the let., distribution. the range of lec '8 

agrees for 20 to 30 Ge Y with the data and is independent of the choice of calorimeter 

resolution. The Ie'e distribution includes a combination of plug and central resolution 

as well as effects that generated the let., distribution. Using a value of let = 25 GeV 

indicates a central resolution of 1.10 GeVl/2/..[E; (see Figure 7.18) when the plug res­

olution is set at 1.50 GeVl/2/,fE;. Given the measurement of 0.83 GeVl/2/VEe of the 

central resolution in Chapter 6, it is likely that the choice of plug resolution is too low 

or that the plug energy scales were not yet fully controlled. Here, the uncertainty in 

the gas calorimeter behavior enters as secondary effect, and given this uncertainty, the 
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variaaon in acceptance as the central calorimeter resolution values run from from 0.50 

to 1.10 GeVl / 2/n will be used in calculating the systematic error. 

The ,. spectra for the combination of lSAJET partons and simple simulation change 

slishtly when one varies either Ie, or the resolution, but the change is not large enough 

to create inconsistency with the data. The p. spectrum for the simple generator/simple 

simulation is quite different than that for lSAJET partons/simple simulator. It is much 

harder than the data. This is consistent with the assumptions in the generator since the 

pseudorapidity of the jets is not limited as it is in lSAJET. This means that too many 

events are being created with large pseudorapidity separation and therefore masses that 

are large. Although variation of the acceptance of the p. spectrum'is 10%, it is discounted 

as • systematic error since it is not considered a reasonable reproduction of the data. 

In conclusion, from the variations of the Ie, and the resolution shown in Figure 7.19 a 

systematic error of 5% is assigned. 

1.3.4 Results 

The dijet angular distributions are shown again in Figure 7.20 with the QeD prediction. 

This prediction has been normalized to its integral from cos 6· = 0.0 to cos 6· =' 0.6. The 

normalizations have been varied in a X2 fit where the systematic and statistical error 

are added in quadrature. The resulting X2/DOF are 14.5/11 for Mfrton ~ 148 GeV, 

18.2/14 for Mfrton ~ 180 GeV, and 14.6/15 for Mfr'on ~ 200 GeV. The corresponding 

distributions for dN/dX are shown in Figure 7.21. The dijet invariant masses have been 

corrected for the parton to jet relationship and carry a 7 % systematic error [31J. 

Previous measurements of the dijet angular distribution were made by the UA1 
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Figure 7.18: Comparison of 1:e" and 1:e( between Monte Carlo and data for 1: =20,25,t 
and 30 Ge V and a resolution of "/E =110%/..;E. 
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Figure 7.19: Phase II result calculation of the systematic variation of accep­
tance. The curves represent the acceptance for kt = 20,25, and 30 GeV and 
(J' / E = (110%,83%, and 50%) /..fE. 
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co1J.abon.Uoa [321 at Vi = 630 GeV and by the UA2 collaboration [28] at Vi =540 

GeV. The UA2 group Cound QCD described the distribution well Cor 0.0 S cosrr S 0.55. 

The UAl group has shown QCD fits the data well Cor dijet mass intervals of 180 to 200 

GeV, 200 to 240 GaV, 240 to 300 GeV, and 300 to 350 GaV and up to X = 19. 

'-. 
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Figure 1.20: Phase U results for dN/ d cos(r. The solid curve is the QeD calculation 
from Appendix G. 
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Figure 7.21: Phase II results for dN/dX. The solid curve is the QeD calculation from 
Appendix G. 
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Chapter 8 

Summary 

Th. observation of jets produced in collisions of protons with antiprotons at v'i =1.8 

TeV using the CDF detector at the Fermilab collider is common. The collection of jet 

events for the 1987 collider run has been used to study the performance of the detector 

and to test QeD. 

These events show a rapidly falling transverse momentum spectrum. The distribution 

of jets in the central detector indicates uniform response except in the region of the goo 

crack. The phi distribution is smooth everywhere. Although the gas calorimeters had 

several problems, especially neutron sensitivity, these were resolved omine for the most 

part. The main deficiency of the gas calorimetry was the lack of knowledge of the 

systematic error on the absolute energy scale. The jets in those portions of the detector 

were used only for angular measurements. 

The study of the transverse momentum of dijet events in the central detector has 

allowed for a measure of the resolution of the detector by examination of the two com­

ponents: /etc and kt .,. The jet transverse momentum dependence of kt ( shows a linear 
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relaSiouhip in VEifor the measured range of 30 GeV $ Et $ 100 GeV. The slope of the 

line is dependent on the cut on other jets and on the cone size of the jet algorithm. This 

width of the distribution of this component is due to a combination of calorimeter energy 

resolution and soft particle effects. The let" component was independent of the jet trans­

vene momentum. Because of its transverse momentum independence, the contribution 

of soft ~ffects was removed from the let, component to obtain a measure of the calorime­

ter jet energy resolution for a given cone size but independent of third jet activity. In the 

central detector, this resolution function was u/Et = (O.83±O.10 GeV1!2)/.jJ!i where 

the error is systematic. 

The dijet angular distribution was measured in two phases that were distinguished 

by the complexity of the acceptance calculation. The first phase allowed for the factors 

influencing acceptance to be explored and a preliminary measurement to be made. In 

the second phase, the use of identical cuts on '1'00.' and the inclusion of dijet kt ef­

fects increased the size of the acceptance corrections. Distributions of variables directly 

affecting the acceptance,' including the components of the dijet kit were compared to 

the complex Monte Carlo predictions of the same quantities and excellent agreement 

was found. Direct control over the variables of merit were then used to estimate the 

systematic error in the acceptance determination. This was accomplished by modifying 

the simple Monte Carlos to allow for this control. The bounds on the values of these 

variables were set by comparing the data and the Monte Carlo results and a 5% variation 

of acceptance was found for a reasonable range over values of the variables. 

Application of the final corrections to the data yielded dijet angular distributions for 

events above three values of dijet invariant mass. The QCD predictions fit the data very 
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Appendix A 
"­

RABBIT calibrations 

This appendix describes the determination of the electronics calibration constants for 

the COF calorimetry. It begins with a discussion of the front-end electronics system, 

the RABBIT system. From there, the calibration of each of the electronics components 

is described and the equations that model their behavior are derived. Finally, a. brief 

description of the storage of these number in the CDF database is given. 

A.I The RABBIT System 


The RABBIT system [33J consists of four major components: 


1. RABBIT crates; 

2. system modules; 

3. front-end instrumentation; 

4. microprocessors that direct readout. 
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The RABBIT crates have slota for 25 modules. Of the 2S slots, three are reserved for 

system modules and the remainder contain printed circuit boards with up to 64 individual 

fronwnd amplifiers. There is a backplane with two redundant busses. These busses 

contaiD. digital and analog lines that allow for communication of the system modules 

with the front-end charge to voltage converting modules. 

There are two types of system modules. The first is called a EWE. It functions as 

a crate controller and contains the ADC used to digitize the front-end channels. There 

can be two such EWEs to provide redundancy in case of failure. Only one module was 

used in the 1987 data taking run. The second system module is called a BAT. Its duties 

• 	 To provide timing signals that control the sample and hold functions of the front­

end amplifiers 

• 	 To monitor the power supply voltages in the crate 

• 	 To provide a calibration voltage level for use in charge injection calibration of the 

front-end amplifiers 

The iront-end amplifiers consist of two portions: a charge to voltage convertor and a 

sample and hold circuit. A simplified schematic of such a channel is shown in Figure A.1. 

The output voltage of the first section is sampled before and after the beam crossing 

and stored on two capacitors for later digitization. The signal is taken as the difference 

between the voltages on the capacitors. The front-end instrumentation modules also 

have a charge injection circuit that is used to calibrate the individual amplifiers. 

97 




Samole & Hold 

RABBIT ave 
Before 

:c ... Return 

.l--Detector100-.,.-----1 
er 
:c .. Signal 

.l--
Figure A.1: Simplitied schematic of a RABBIT front-end amplifier 

The microprocessor, the MX, communicates with the EWE. It commands the EWE 

to load registers, select channels and digitize. 

The calibration or RABBIT electronics is done in three stages. In the &rst stage, the 

EWE and BAT components are calibrated. This is described in detail in Section A.2 

and A.3.1 respectively. In the second stage, the front-end channels are digitized by 

the EWE in the absence of signals from the chambers. This procedure determines the 

pedestal for each channel. It is described in Section A.2.3. In the third stage, the 

BAT voltage level is varied for each amplifier channel and the response of the channel 

is digitized by the EWE. Some calibration results from the first stage are then used to 

determine the amplitier gains. This is described in Section A.3.2. 

.., 
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A.2 EWE Behavior and Calibration 

In ~ eection, the general operation of the EWE is described. From this discussion, the 

detailed equations thati model the EWE behavior are derived. The description of how 

one calibrates and initializes the EWE registers follows· from the equations. 

A.2.1 Overview of EWE operations 

A achematic of the EWE is shown in Figure A.2. When data are being taken, the EWE 

is commanded to select a channel, subtract the channel pedestal, compare the result to 

a ebreshold, and digitize the signal if the threshold is surpassed. These functions may be 

performed correctly if one has calibrated the threshold and pedestal subtraction circuits 

on ehe EWE. 

The channel selection is done by setting a card and amplifier address on the digi­

tal lines. The EWE then accepts two voltages, V.ri,nol and V,.durn, as input from the 

backplane. These are the voltages on the sample and hold capacitors of the RABBIT 

amplifiers. The digitization process may be chosen to be accomplished with differences 

between any combination of V.ignol. V,eh,n., or VHQG, where the last voltage value comes 

from a high quality ground on the EWE. The difference between these voltages is mul­

tiplied by a factor of two. The result is summed with the output of a digital analog 

convertor, the pedestal DAC. This provides immediate analog pedestal subtraction. The 

pedestal subtracted signal is split and sent to two portions of the EWE. The first por­

tion, the threshold circuit, is used to determined whether the signal is sufficiently high 

to digitize. The second portion amplifies the signal by x 1, x2. x4, or x8 and adds ±4V . 
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Figure A.2: Simplified schematic of the EWE 

or OV to the result before digitizing. The digitization is carried out only if the threshold 

c:ireuit indicates that the signal is sufficiently high to digitize. This threshold circuit 

takes the pedestal subtracted value, and scales it by 64.9 and a selectable multiplicative 

factor. The resuI~ is compared to a fixed 50 mV threshold. 

Having outlined the operation of the EWE, the specific equations that model this 

behavior may be derived. 
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A..2.2 ADC counts in the EWE from the circuit diagram 

ID. followiDg derivation, V stands for voltages, Q Cor charges, C Cor capacitor values, X 

Cor programmable collltants, K Cor EWE ADC counts, and G Cor amplifier gains. These 

symbols will be marked with descriptive subscripts. 

Guided by circuit diagram in Figure A.2, one can trace through the behavior of the 

EWE. Beginning with the MUX and the x 2 op amp, one can define the voltage output 

as 

(A.12) 


where the MUX is assumed to subtract two of the three quantities in parenthesis. Gen­

erally, for the sake of reading out a RABBIT channel, one can write Equation A.12 

as 

(A.13) 


or 

(A.14) 


depending on the design of the amplifier providing the voltages. 

It is useful to view the output as consisting of a combination of a chamber signal and 

a chamber pedestal. Then take 

Vx2 =2 (V,I +V3 ), (A.IS) 

where 

• 	V,I = Voltage difference between V'ignol and VrdW'n due to channel pedestal; 
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• 	v, =Voltage difl'erence between V..,. and V,.illtWft due to the signal in the channel. 

Continuing the along the circuit, one sees that VX2 is summed with the output of the 

pedestal DAC circuit. The result of the addition is: 

(A.16) 

The voltage from the DAC is considered to be a linear function of the DAC setting: 

(A.17) 

Where: 

• 	 XPBDDAC is pedestal DAC setting; 

• 	 Gp.qain and VP,doll are the slope and intercept of the pedestal DAC behavior 

VPIIIIIoII and GPCfl,ain are defined by: 

+5 - -5 Volts 

0-65535 Ped DAC counts 

so that nominally, 


GP,d.,ain =-1/6553.5 V/Ped DAC count, 


Alternatively, one ma.y write: 

VPEDDAC =Gped.,"in (XPEDDAC + Xpedoll). 

XPedoll = -32161. 
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The v,... quantity is examined by two circuits. The first is the threshold circuit. 

This branch will be discuaed in Section A.2.4. The other circuit eventually leads to 

disiiizaaon and is d.iscuased here. 

v,.... is multiplied by a selectable gain. The result is added to programmable offset 

and. finally digitized by the ADC. The voltage seen by the ADC is: 

(A.lS) 

where 

• G. =selectable gain =xl, x2, x4, xS; 

• VolI'" = ±4V, OV. 

One may then write the number of ADC counts as: 

(A.l9) 

where GADC, Ko/l,d are defined nominally by the following relations: 

+5 - -5 Volts 

o - 65535 EW E counts. 

So that: 

GADC = 6553.5 EWE counts/V, 

Ko/l,d =32767 EWE counts. 

Thus, Eq~ations A.15 through A.19 describe the conversion of an input voltage to 

EWE ADC counts. 
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A.2.3 Appllcation of the EWE Equation to Calibrations 

The behaviour of the EWE is described by the equations derived above. The goal of 

calibration is to specify the pedestal DAC and threshold DAC registers. This requires 

that the behaviour of these DACs as well as the behaviour of the amplifier channels 

be specified~ -Tn these sections, the pedestal DAC is calibrated, and the setting of the 

pedestal DAC appropriate to the measured channel pedestal is derived. 

A..2.3.1 COIllbiniDg the EWE Equations into One Master Equation 

The EWE equations may be manipulated and applied to the specific situation where one 

wishes to measure channel pedestals and the response of the pedestal DAC. This begioa 

by suc::cessively substituting equatiooa A.lS, A.17, A.16, A.lS, and A.19 into one another 

to yield: 

KADC = [[2 (VP +Vs) + (XPBDDACG Pcd.,Gin +Vpcdoll)] G, + Vall] G ADC + KolI"t. 

(A.20) 

Now, expand Equation A.20: 

KADC - 2V"G,GADC 

+ 2V,G,GADC 

+ (XPBDDAC - 32767) GPcd,4inG,GADC 

+ Val/GADC 

+ KolI"t. (A.21) 

This rather complicated expression can be simplified by making the following asso­

. ciatiooa: 
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• The change in EWE ADC counts due to a channel's pedestal: 

K,. - 2V,G,GADC

'­
_ 2V,41 . 

(A.22)
GpEDGAIN' 

• The change in EWE ADC counts due to an input signal: 

K..".,u. - 2y'G.GADC 

2V.41 - (A.23)
GpEDGAIN' 

This gives: 

(A.24) 

Equation A.24 summarizes the behavior of the EWE in terms of numbers that can be 

measured. It is now possible to consider the calibrations done to determine the constants, 

4t, bit and Kped. as well as the desired value of XPEDDAC in signal readout. 

A.2.3.2 EWE PEDDAC Callbration 

For a EWE calibration of the pedestal DAC, the input MUX is set to 

which makes Kped. =0 and K"grusJ =O. Thus, from Equation A.24, the ADC response 

is 

KADC = 41 (XpEDDAC - 32167) + 61 (A.26) 
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IDd fittiq ADC verIIWI (XPBDDAC - 32767) yields (11 and 61' These values are stored 

in the CDr database [34). 

A.2.3.3 ChaDDel Pedestal Calibration 

For a pedestal calibration, the input to the EWE is a channel with no signal (K",n4/. = 0) I-. 
XPBDDAC is set to 32767, and the ADC output is defined to be the pedestal, Kped, for 

that channel, yielding 

(A.27) 

Since 61 was measured in the EWE calibration (see Equation A.26), this yields Kp/ld. 

A.2.3.4 Determination of XPEDDAC 

For data acquisition during running of colliding beams, one wants the ADC output to be 

KBWBPED when there is no signal (Kngnal =0). KSWBPED is a constant (one for each 

EWE) to be subtracted from the data by the MX. There is some latitude in defining 

Ksw EPBD· The question of exactly what value it has is deferred until after the threshold 

circuit is discussed in Section A.2.4. Thus, the pedestal DAC is set so that 

KSWEPED 	 = a1 (XPEDDAC - 32767) + 61 + Kped 

- a1 (XPEDDAC - 32767) + Kp/ld/llltcl. (A.28) 

This implies the value for XPEDDAC: 

KBWEPBD -	 Kpfldeatcl
X PEDDAC =32767 + 	 (A.29) 

al 

Equation A.29 describes how to calculate XPEDDAC given KBWEPBD. Kp.deatch and 

at. The measurement of Kpewtol and (11 have been described; however, it is necessary 
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to udentand the behavior of the threshold circuit before considering how one chooses 

KIfW&P&D. 

A.2.4 Thres~old circuit equations in the EWE 

The goal of tJ:!.is section is to derive equations for the EWE that allow one set a threshold 

for digitisation of a channel. Setting a threshold involves understanding the behavior of 

the threshold circuit and specifying the value of the threshold. This can be broken into 

three tasks: 

1. 	Understanding the Threshold Circuit Behavior - One muat use the schematic 

in Figure A.2 to write down the conditions under which the threshold is satisfied. 

The equation that describes this condition is most naturally written in terms of 

voltages at various points in the EWE circuit. 

2. 	Calibrate the Threshold DAC - One must know how the threshold varies as 

one changes the threshold DAC. This is done by setting the threshold DAC and 

varying the pedestal DAC until the threshold point is reached. The threshold 

point is defined as the condition under which the threshold circuit recommends 

digitization SOl of the time. This calibration is naturally written in terms of the 

pedestal DAC counts which define the threshold point for some setting of the 

threshold DAC. 

3. 	Select a threshold - One must then select a suitable threshold point. Since one 

wishes to limit the digitization rate due to noise, the threshold point is constrained 

by the noise in the channel pedestal; therefore, once one determines the sigma 
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of the pedestal for a component, the threshold can be Ipecified. This sigma is 

described naturally in units of EWE ADC counts, so that one will describe the 

cha.nnel threshold value in those same units. For example, if one has a pedestal 

with a width of 3 EWE ADC counts, then one may wilh to set the threshold at 10 

EWE ADO counts. 

One may note that each of the tasks is accomplished in some set of -natural" units 

and that these units are different for each task; therefore, specifying a threshold involves 

describing the behavior of the EWE in a set of common units. 

The solution of this problem begins with a derivation of the voltage compared to the 

threshold. After that, the calibration of the threshold DAC is diacuased. This is followed 

by a derivation of the appropriate setting of the threshold DAC for data acquisition and 

choosing the free parameter, KEWEPED (see Section A.2.3.4). This section concludes 

with a summary of the equations one needs in order to configure the EWE for data 

acquisition. 

A.2.4.1 Determination of the Threshold Voltage 

In Section A.2.2, Equation A.16 described VtUh the voltage into the threshold portion of 

the EWE. At this point, the remainder of the threshold circuit is considered by tracing 

through Figure A.2. It can be seen that Vted is multiplied by Gllu acquires some small 

offset, Viofl. This quantity is then scaled by the value set in the threshold DAC, XT/255. 

The result may be written: 

(A.30) 
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VeArS"" is compared to a sta.ndard comparitor voltage, VcDt"P. H Vehrln, exceeds the 

voltage, VCDt"P, then the threshold is satisfied. 

RecaJl from Section A.2.2 that Ve•• depends on the input voltages and the pedestal 

DAC behavior. Therefore, it is useful to rewrite Equation A.30 with the value of Ve", 

expanded: 

(A.31) 

From Equations A.22 and A.23, it is possible to rewrite VI' and V&: 

_. KpdGPed,.n
2V.,- , (A.32)

Al 

2V, = Knf'MlGPcdgllin (A.S3)
Al 

Substitute the definitions of V, and V, from equations A.32 and A.33 into A.3i. 

Vehrln, ={[(K"ti :~Ii'..w) + (XPEDDAC - 32161)] GP,dgllinGth + vtall } ~~, 
(A.34) 

or 

( Kpfti + KIi,..w) + (X 32161) Yo (255) vtol/PEDDAC - = fhrinp - - • (A.35)
Al XT G Ped.,ai"Gtf. 

Make the following definitions: 
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when v,...... is at the threshold, and 

Then rewrite Equation A.35: 

(K,," + KntncU) 255{XPBDDAC - 32767} + 41 = 4, Xr + 6,. {A.36} 

A.2.4.2 Calibration of the Threshold DAC 

For the threshold DAC calibration, K".4 = 0 and KntncU =0, yielding 

255){XPBDDAC - 32767} =4Z (. Xr +6,. (A.37) 

ThUS,4, and 62 are determined by fitting the value of XPBDDAC at the threshold point 

versus 255/Xr. 

A.2.4.3 Setting the Threshold DAC for Data Acquisition 


Recall now that XPBDDAC as given by equation A.29 above. When one is taking data, 


this gives the following expression for the threshold criterion: 

KEWEPED - K".d..tGl + K,,'d + K.;gMl.) (255) 6 
( = 42 X + 2. (A.3S)

41 T 

or, using Equation A.27, 

(A.39) 

The original desire was to define the threshold in terms of effective EWE counts, 

KUCI&r. This is the case in the previous equation when XT is set so that KngMl. = Kuthr 

no 




which implies 

~ 2550142 
AT= ,;~------~~~----~~ (A.40)

(KBWBPBD - 61 + KUllw - 4162r 

Thus, once KEWBPBD is defined and KUllw is specified, XTcan be determined. 

One consequence of setting Xr to the value in equation A.40 is that there is a limit 

on the all~ed values of KU'Iw, since 1 S Xr S 255. This corresponds to a limit on 

KUllw of 

This equation is used in directing the choice of KEWEPED. 

A.2.'.' Choosing the Free Parameters 

Now, the choice of KEWEPED can be discussed. From equation A.41, it can be seen that 

certain choices of KEWEPED may lead to limits on KUth,. that are outside of the desired 

values. There are three choices for KEWEPED that are somewhat sensible: 

1. One choice is 	KEWEPED = h1- This has the advantages that it is a very simple 

way to set KEWEPED and that the combination (KEWEPED - 61) cancels out in 

many of the equations of above. The limits on KUth,. for this choice of KEWEPED 

are 

(A.42) 

Since 41 ,... -2, 42 ,... -3, and 62 can be between about -20 and +20, there are 

cases where KUtlw must be greater than about 34. This is unacceptable since it 

corresponds to energies over 100 Me V on most detector components. 
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2. 	A. aeamd choice is to chOie KSWBPBD such that the minimum value of KUthr 

itlOlDe value KuthrO. ThiI has the advantage that one can always let a certain 

threlhold, since one can define it to be KutltrO. The disadvantage of this method 

it that KulArO it somewhat arbitrary. 

3. 	A. third choice is to set KBWlIPBD so that it eliminate", from Equation A.40 The 

value of KBWlIPBD that does this is 

(A.43) 


The threshold DAC setting then becomes: 

(A.44) 


This obviously is a simple equation for Xl'; furthermore, if the electronics were 

perfect,62 would be 0 and the choice for KBWBPBD in item 1 above would yield 

the lame Xx. Also, the limits on KUthr are 

(A.45) 

which for the usual values gives 6 ~ Kuthr ~ 1580. This is a ve:t'J reasonable range 

with the lower limit corresponding the mjnimum value of KuUar that was thought 

to be reasonable given the noise of the threshold test. This choice is the mOlt 

reasonable option and the one used. 

A.2.! Summary of EWE calibration choices 

In summary, the pedestal DAC, threshold DAC, and KEWEPED are set as follows: 

(A.46) 
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XPIIDDAC = 32167 + (KBWEPED - KJHduiol) /o.lt (..4..47) 

X'l' =2550.10.2/KUt•• (..4..48) 

where Kut. is the efFective threshold on the ADC and is between about 6 and 1580. 

A.S Amplifier Gain Determination 

The discussion so far has been aimed at determining the values to be downloaded to the 

EWE pedestal and threshold DAC's. In this section, the calibration of the EWE ADC, 

the BAT VCAL voltage and the amplifier channels is discussed. 

A.a.1 EWE ADC and BAT VCAL Calibrations 

The calibration of the EWE ADC begins by grounding the input to the EWE by setting 

the MUX to 

(..4..49) 

The pedestal DAc is loaded with 32767, and the number of ADC counts is measured 

for the three voltage settings of the selectable offset. A straight line is fit to these three 

points to give the number EWE ADC counts per volt: 

Em. = EWEADC/Va.' (A.50) 

The standard voltage provided on the RABBIT crate backplane by the BAT is called 

VCAL. Its calibration begins by placing the BAT VCAL level on the signal line and the 

BAT ground on the return line. The number of EWE ADC counts is measured for a 

variety of BAT VCAL DAC settings. The slope of this line is 

Bm. =EWEADC/BATDAC, (A.51) 
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and praridet the conversion constant for BAT DAC counts to EWE ADC counts. 

A.I.2 Charge injection 

The soal of the charse injection calibration is to measure the amplifier gain for each 

channel. ~ ratio of the value measured to the nominal value is stored for use by the 

CDF data acquisition system. The value is taken as a ratio so that it will be a number 

near one. This coDStraint arises from consideration of the use of the calibration constant 

in the MX. The MX is capable of doing online calibration corrections, but since it does 

sixteen bit integer arithmetic, the highest accuracy and the largest dynamic range can 

be· obtained if the correction factors are near one. In. this section then, the calibration is 

derived with the ultimate goal of determining this number that is close to one . 

.A1J was mentioned in Section A.I, there is a single charge injection circuit on each 

RABBIT card. Such a circuit is shown in Figure A.3. Its main components are an FET 

switch, a resistor, and a capacitor. The RC time constant is chosen so that the shape 

of the pulse resembles that coming from the calorimeter. The capacitor is charged by 

coJ1l1ection to the VCAL voltage on the backplane of the rabbit crate. It is discharged 

when a timing signal from the BAT, TeAL, closes the FET switch. The charge passes 

to the input of the amplifier channel that was selected by the EWE. The charge injection 

occurs after the before FET switch is opened. The relative timing of the discharge and 

the closing of the before FET switch is the same as that for signals from a chamber 

during a beam crossing. The after FET switch remains closed for the same amount of 

time as during normal data acquisition. When the after switch is opened, the channel is 

ready for readout by the EWE. 
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VCAl __~'" Mult1plex 
to RABBIT 

.... amp input 
CcalEff 

TCAl 

-
Figure A.3: Simpli.6.ed schematic of the charge injection circuit 

For charge injection calibration readout of a RABBIT ampli.6.er, the EWE haa the 

pedestal DAC set to 32161 and the programmable gain is set to 2. It is assumed on the 

basis of the use of 0.1% components that the ratio of voltages into the otfset op amp, Viol 

to that at the input of the EWE, V., is 4.000. This ratio is defined as 
, 

(A.52) 

For any case, if one reads a EWE, one gets some number of counts, K, for a given 

charge, Q, put into the RABBIT amplifier. There is some linear relationship assumed: 

K=A+BQ. (A.53) 

Now consider the specific case of charge injection. The injected charge, Q, is: 

Q = CCaJEII (VoltslDAC) XSATDAC. 
-: ~ 

(A.54) 

where CCaJEII is the etfective charge injection capacitor value and Volts/DAC is the 

number of volts out of the BAT DAC. 

115 

http:ampli.6.er
http:Simpli.6.ed


ODe call expnlll the volts per BAT VCAL DAC count as: 

Volt./DAC = (V./ADC) (ADC/DAC). (A.5S) 

The firId; term takes the voltage into the EWE to ADC counts out of the EWE. This is 

broken into· tWo steps. One takes the voltage into the EWE to the offset op amp. This 

is recopizeci from Equation A.S2 as 1/F". The second step takes the voltage into the 

offset op amp to ADC counts. Its inverse was measured as described above and defined 

in Equation A.50. One may then write the first term as: 

1
(v,/ADC) = F"E ' (A.56) 

m 

This means that Equation A.55 may be written: 

Volu/DAC = F:im' (A.57) 

Combining Equations A.57 and A.54 one arrives at the expression for the charge injected: 

(A.58) 

In doing a charge injection calibration, one measures K in Equation A.S3 for severa.l 

DAC settings, so placing Equation A.58 into Equation A.53 gives: 

(A.59) 

One defines the variable QCAL to be the slope of the linear fit of EWE ADC counts 

versus BAT VCAL DAC settings: 

(A.60) 

116 



The quantity B is the only unknown in Equation A.60 ifone uses the charge injection 

capacitor value for CCdl/' It is useful to rewrite Equation A.60: 

B . QCAL X E",F.. . (..4..61)
CColE//B", 

De&ne the pr.,oduct of B with its nominal value, QNM, to be l/EQI. Ideally, the value 

of EQI is one for all channels and all detector components. The explicit expression is: 

1
EQI - BxqNM 

= (CColEIIB",) (A.62)qNM x qCAL x E",Fh' 

It can be seen that EQI is the number that one wishes to use to correct for channel to 

channel gain variations in the MX. 

A.4 CDF Database Considerations 

The numbers obtained from the RABBIT electronics calibrations are stored on the CDF 

database. The protocol of this database requires that storage be done in terms of compo­

nents and attributes of those components. The EWE and BAT modules are considered 

a component with pneumonic RBC and four attributes: 

• 	The pedestal DAC calibration has attribute UAP and the values al and hi from 

Equation A.26. 

• The threshold DAC calibration has attribute UTP and the values of a2 and h2 from 

Equation A.3T 

• The BAT VeAL DAC calibration value for Bm is referred to as the BVC attribute. 
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• The EWE ADC calibration value for E", is referred to as the U4Vattribute. 

Each c:a1orim.eter component has a number of attributes. These include the nominal 

gain, QNM, the charge injection capacitor value, CNM (referred to as CC41EIf above), 

aud the pedestal, PED. For any calorimeter component, Y, one stores the charge injection 

results in terms oC the measured quantity, QCAL, and the attributes mentioned. In this 

nomeDclature, Equation A.62 may be written: 

_ (CNM{Y} x RBC{BVC}) 
(A.63)EQI {Y} - QNM {Y} x QCAL {Y} x (RBC {U4V} x 4)' 

where the attribute-component pairs are given as ATT{Comp}. 

~ ..... 
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Appendix B 

Multiple Collision Estimate 

The vertex was reconstructed using the VTPC wire information. The goal of the recon­

struction is to determine the vertex and ensure that it is a good beam-beam event. Two 

kinds of backgrounds to beam-beam events are events where a beam interacts with a gas 

particle in the beam pipe a.nd events with multiple interactions in a single beam cros.sing. 

The beam-gas interaction is considered negligible in the total transverse energy triggers. 

An estimation of multiple collisions can be made by taking the probability of an event 

to be a jet event a.nd folding in the probability of a second jet event occurring within 

the time of a single crossing. This is 

N(doubles) = [Lro' x (T(jet)J[Ll croutn, X (T(je~'>'I. (B.64) 

Here, Leo, is the total integrated luminosity for events above some trigger thresholdj 

l1(jet) is the cross section for observing a jet event above some transverse energy; 

L14f'0",;,", is the integrated luminosity during a single crossing. 
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One caD obtain Ltot Crom the single jet inclusive cross section: 

(B.65) 

Thia has been measured for the central pseudorapidity region [16}. One must integrate 

over this over energy and divide by two to obtain tT(jet), assuming that most events 

contain two jets. This cross section must be calculated for jets at the energy of each 

of the central thresholds. The choice of jet threshold will be made to coincide with the 

total transverse energy threshold since it nearly matches the energy of the jet. This is 

because energy lost by looking only at the cluster is gained back because the cluster will 

include towers with energy below 1 Ge V. The approximate counterbalance of the effects 

will be assumed for this calculation. The integrated luminosity for one crossing can be 

given an upper bound by taking the peak machine luminosity, 1.5 x 1020 cm-2 sec- l , 

and the time between crossings, 1 microseconds, to get 1.05 x 10-9 no-I. 

The values of Leoh tT(jet) and number of doubles are given in Table B.l. It is clear 

that the number of events with two hard scatterings is negligible. The same chart shows 

the probability of having a minimum bias event occur in the same crossing as a jet event. 

The cross section of 44 mb [35} has been used. Approximately 1.5 to 2.5 % of the jet 

events have an accidental minimum bias event overlapping. The main effect is to change 

the energy scales and resolutions of the jets and will be considered a component of that 

measurement. 

The distribution of vertices is gaussian, having a mean of 3 em and a sigma of 35 cm. 

The vertex must be used in calculating the jet properties since the transverse energy and 

pseudorapidity calculations chante when the vertex moves. 
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Threshold 20GeV 30GeV 40GeV 4SGeV 
Events 
Integrated 
Luminosity 
(1(;d) 
Nilt(doublea) 
N...,....(doubles) 
Percent min bias-jet 

15885 
0.419 no-1 

25000 no 
0.0025 
440 
2.7% 

98034 
14.9 no-1 

4080 no 
0.25 
2553 
2.6% 

17946 
6.30 no-1 

1200 
0.01 
317 
1.7% 

15500 
7.24 no-1 

625 
0.0025 
190 
1.2 % 

Table B.l: The number of multiple jet and jet plus min bias events expected for each 
central jet trigger threshold is given. There is a 15% error on the luminosity numbers 
and a 70% systematic uncertainty in the cross sections. 

-. 
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Appendix C 

Central Jet Energy Resolution 

This appendix provides details of the measurements made of dijet energy resolution to 

extract the contribution due to calorimeter resolution. 

The approximations used in subsequent data analysis are derived. Distributions of 

the components of the dijet let are examined. A detailed discussion of the origin of 

the dijet let follows. Next, the applica.tion of the analysis to the central calorimeter is 

described. Finally, the jet resolution for different clustering algorithms and definitions 

of the dijet system is presented. 

C.l Dijet k t Description 

The general characteristics of the components of the dijet let were described in Chapter 6. 

The beha.vior of these components is discussed and their relationship to the calorime­

ter energy resolution derived. The distributions of the components of the dijet let are 

examined and the origin of these cC)mponents is detailed. 

122 



C.L1 Calc:ulatmg Dijet Ict 

The calculation of the dijet kt assumes that the 4-vectors of the two jets have been 

calculated. The jets are de.6ned by a clustering algorithm (Section 5.2.3) characterized 

by the size of the jet cone in " - ~ space and by the minimum energy that a tower may 

have in order to be included in the cluster. The " and ~ coordinates of the jet axis are 

calculated as the transverse energy weighted first moment of the towers in the cluster. 

The jet 4-vector is calculated by assuming that each tower is a massless particle. The 

rotation of the kt components from kt ,. and kt , into kt" and kt ( is described by the angle 

'(. Since the ,,-axis makes an angle ~;;/2 with the negative x-axis, on can write (Je: 

XO -~;; (C.66)
2 

Umg this angle, the rotated components of kt are 

ke., - - (pu. + PC2.) sin (Je+Pn, cosOe 

[~-q)"] (C.67)::= - (pu. +Pt2.) 2 11 +pu,. 

ket - (pu. +Pt2.) cos (J e+Pu, sin (J e 

[XO-q)"]~ (pu. +Pt2.) +Pn, 2"· (C.6S) 

Since q)# is very peaked near 1800, a small angle approximation has been used for De 

(See Section C.1.3 for experimental justification). This approximation applies to the Pc 

components of the individual jets as well, so one may write: 
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"'s, - O. 

C,,, 	 ~ - 0",11 - 11',21) [,.. -2ftij] + 211'nl [,.. -2ftii ] 

- [ll'nl + 11'.21) [,.. -2";;] , (C.69) 

(C.70) 

These are fairly simple results. The kef component is approximately the difference in 

the jet transverse momenta, and the ke" component is the average transverse momentum 

times the variation of the dijet azimuthal separation from 180 degrees. 

C.l.2 Relating k, to energies 

AIJ was mentioned in Section 6.1, the energy and momenta of jets are taken as the scaler 

and vector sums of the towers in the cluster: 

(C.7l) 

(C.72) 

Therefore, one may write the difference in jet E, values as: 
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(C.73) 

The jet E;t mass, and Pc was examined in the data. in Section 5.3. One observes the 

distributions in Pc and Ec are identical 80 that they may be used equivalently in the 

analysis below. The ratio of mass to Pc is of order 4% and the difference of masses in 

Equation C.73 is even smaller. 

This equivalence of Pc and Ec is important in relating the dijet let to calorimeter 

resolution. One usually models the calorimeter response as: 

(C.74) 


where i =1,2 refers to each of the two jets and E is in GeV. Then, since 

Ee, =E.ainS, (C.75) 

one can write 

0'(E,;) =A sin syE;. 

H one assumes independent errors only, and uses the rms values of Eti, then 

(C.76) 

Consider one jet constrained to be in the central detector, {E;'c} = (Ett ) = (Ec,) , 

r;;; (A2v'sin "2) 2O'({E" - Ee,)} = Atv Ee 1 + At . (C.78) 

When the second jet is in the central, A =At =A2 and sin "2 .... 1 so this becomes: 

(C.79) 
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SiDce Et ~ PI one can combine EquatiolUl C.79 and C.TO to obtain: 

(C.SO) 

Qne expects the width of the Ieee distribution to grow with the Ee of the jets. 

C.l.3 DJatributioDs of DUet Ict 

In order to see what the distributions in the dijet kt components are like, the charac­

teristics of the events for the sample of data taken with the cluster cone size of 0.6, a 

minimum tower threshold of 0.2 GeY, and 16~ul ~ 200 will be examined. These are the 

same data that were examined in Section 5.3: 

1. 	Dijet kt VB ~;; - Figure C.l is a two dimensional histogram of the dijet kt VS. 

~fI' This distribution shows the cut at 16~;;1 ~ 20·. It also shows that the 

jets are peaked around ~ii =1800. This justifies the small angle approximation 

used in calculating the components of the dijet kt. (See Section C.l.l.) This 

approximation was important since it allows one to demonstrate the separation 

of the sensitivity to energy and angular measurement error into the ktc and ke" 

components respectively. Also, since the sum of the transverse energy of two 

jets must be above 60 GeY, the minimum dijet kt lies along the line implied by 

Equation C.69: k, ~ 30(", - ~U). For example, at ~;;= 200= 0.349 radians, the 

minimum let should be 10.5 GeY. Indeed, this is indicated by the figure. 

2. 	Study of ktc - The total transverse energy in the two jets is defined as E t ....... , 

Figure C.2 shows a plot of ktc against this quantity. It is important to use the 

sum of the energy for making the cut so that one jet is not biased to be above 
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IGIII8 cut while the other is free to vary. A cue in which such a selection bias 

exiaiI is described in Appendix D. The histogram in Figure C.2 has been sliced in 

biDe of E'ra.' The results are shown Figures C.S and C.4. There are a number of 

important things to note: 

• 	 The distributions are all quite gaussian. Had a selection· bias of the type 

described above been introduced, these plots would be offset from zero and 

the gaussian shape would be truncated. 

• 	 One observes that indeed the widths of the distributions increase witb in­

creasing energy, as expected from Equation C.SO. 

3. Energy of the central Jets - Figure C.S shows a two dimeasional histogram of 

the energy of the central jet as a function of E,.... This plot has been sliced in 

the lame manner as the k'f plot. The result is shown in Figures C.S and C.7. The 

distributions are very gaussian and quite well defined. 

4. 	Properties of the Ie,,, distributions - The data shown were analyzed with a cut 

aD of/JU' This cut was released in order to obtain the kc" distributions. The plot 

of let" vs Et••• is shown in Figure C.S. Slices of the plot are sbown in Figures C.9 

a.ad C.lO. One observes that tbese plots are gaussian, bave a mean of zero, and 

tbe widths of tbe distributions are constant as a function ofthe slice. 

C.l.. Origin of the Dijet kt Components 

There are a number of factors that contribute to forming a dijet let. These effects 

influence measurements of distributions in one or botb of tbe components, Icc" and kc(. 
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function of the sum of the two jets' transverse energies. 
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Figure C.3: This shows the kt( distribution for 60 SEt... S 70 Ge V and 
70 S Et••• ~ 90 GeV. It demonstrates the gaussian shapes and increase of width with 
energy. 
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jets•. 

They also manifest themselves in other measurements of jet properties. By combining 

the information in these measurements, the jet energy resolution is extracted. 

The cauSes of the dijet ke are summarized in Table C.l. It can be seen that there is 

aipWicant overlap in factors which contribute to each of the components. To consider 

their relations, one moves on to look at the quantities that can be measured. They are 

listed here: 

1. 	Shape of the kt" distribution 

• 	 The emission of gluons as well as adding or missing other particles will cause 

a broadening of this component's distribution. 

• 	 The angular error in measuring the jet axis contributes to the spread in the 

distribution. 

• 	 Small scale mapping corrections will add to the width of the distribution. 
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Component· Sensitive to: 

kef Systematic offset in energy scale: Large scale mapping corrections 
Fluctuations in energy scale: energy resolution 
qeD gluon emiaion (other jets) 
Misassignment of particles to cluster;B-field effects 

ke" QCD soft gluon emission and hard gluon emission (other jets) 
Jet angular resolution 
Misassignment of particles to cluster;B-field effects 
Small scale mapping corrections 

Table C.l: Sources of dijet lec components 

• 	 Hard emission of gluons will increase the width of this component. 

2. 	Mean of the lecc distribution - Systematic offsets in the energy seale will cause 

a ahift in the mean of the dijets. If one jet is tagged by being confined to a specific 

portion of the calorimeter, then shifts in the mean will imply differences in the 

absolute jet energy scale between the calorimeters containing the jets; however, if 

the jets are left untagged, differences in the energy scale would lead to non-gaussian 

distributions or a larger width. 

3. 	Shape of the lecc distribution­

• Calorimeter energy resolution is related to that observed in a test beam; how­

ever, for jets, one has a collection of different particl~ that span a range of 

energies. The resolution of the jet is a convolution of the fragmentation prop­

erties of the jet and the response of the detector to the individual particles. 

• 	 The effects that were described for the let" distribution apply to this compo­

nent as well, although they may differ in magnitude. 
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TbllllJlU'Darise, iIle e.trecta of enere resolution, angular error, mapping corrections, 

QCD (soft aDd hard gluous), particle misalBignment, and magnetic field effects mix in 

the width measurement of kcc ' All but one of iIlese factors contribute to the width of 

the it. distribution. That lone e.trect is the energy resolution. If one can estimate how 

the: pieces thU go into the it., width are related to thOse same pieces in the k,c width, 

iIlel1 iIle jet energy resolution can be extracted. 

C.2 Central Detector Resolution Study 

In this section, what is known of the causes of the ciljet lec and extraction of calorimeter 

re8Oiution described. The selection of data for studying the central detector resolution 

is discussed.. This is followed by a presentation of the results for dijet balancing. 

C.2.1 Effective Resolution and Extraction of the Causes 

There are a number of things one can learn from the data. These are: 

1. Jet p, spectrum and Dijet .,,-4J distribution - The jet p, spectrum describes 

the rate dependence on energy. From Section 5.3 the rate is known to faD rapidly 

as a power law of energy; therefore, one can look at the population of jets in the 

calorimeter to see how uniform the response is. This is quite a sensitive test since ..... 

the Yalue of the exponent is around six, so that one percent variations in calorimeter 

mapping response correspond to ten percent changes in the rate. It is important 

to note that this argument is true only if the calorimeter under question was used 

in triggering. If one triggers on one calorimeter and looks at the distribution of 
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jeg in aDother, then the ,,-q, distribution only tells if a second jet can be found. 

Only very extreme failures of the second calorimeter could lead to nonuniformities 

in its ,,-q, distribution. The population of jets is uniform in the. ,,-q, plot shown in 

Section 5.3. The mapping corrections can be ignored to the level of about a percent 

in Ule energy resolution - since one observes widths ~ l2~, this is negligible. 

2. 	Calorimeter versus trackb:lg determination of the jet axis - The tracking 

chamber can be used to determine the jet axis; however, there are errors in that 

method due to the inability to observe tracks for neutral particles. Yet this can 

provide a limit on the error in determining the jet axis. The error in the deter­

mination of the jet axis is small relative to the width of the lee" distribution. The 

widths of the distributions are of the order of 1 or 8 GeV (Figures C.9 and C.10). 

Determination of the error in measurement of the jet axis was obtained by compar­

ing the calorimeter clustering jet axis with the axis determined from tracking [36J. 

The RMS of the mismatch was three degrees. This kind of error on a 50 Ge V jet 

gives only a 2.5 Ge V contribution to the width of let". It is a relatively small effect. 

This leaves hard and soft gluon emission, misassignment of particles, and magnetic 

field effects. The hard gluons can be removed from consideration by putting a cut on the 

third jet energy. This leaves only soft contributions to be considered. The question is 

whether there are identical contributions in both components of lee. If the soft effects are 

isotropic in azimuth, then the contributions are the same; furthermore, if this is so, then 

one can simply remove the soft contribution by subtracting tre and tr" in quadrature. 
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The YaUdity of the usumption C&Il he checked hy looking at let" as a function of 

euru and by noUng ille following: 

• 	 the energies of the jets • The energies of the jets correspond to the time scale 

at which the hard scattering took place. One expects the 80ft particle effects 

to be weakly dependent on the hard scattering, since the hard interaction is a 

phenomenon that occu1'8 on a short time scale relative to the soft particle effects. 

In the initial state, the soft gluon emission cannot communicate with the hard 

scattering in lowest order. In the final state, the soft gluons are emitted along the 

jet axes and are not distinguishahle from the jets. 

• 	 the fragmentation flmction • The magnetic field and particle misusignment 

eJfeets will vary with the fragmentation function oC the jets. That function varies 

logarithmically with energy (37J. Therefore, with a hard cut on the third jet, one 

expects a weak dependence of Ie,,, on energy. The value of the response will depend 

on how hard one cuts on the third jet since that limits the soft activity. 

The values of the widths of the distributions oC the Ie'e and let" distributions (Fig­

ures C.3, C.4, Figures C.9, and C.10), (1e and (1", are plotted as a function of.;E; where 

the Etis taken as the average jet transverse energy (Figures C.6 and C.7). These plots 

are .hown in Figures 6.4 and 6.5. One observes that (1€ increasesiinearly with y'E; and 

(1" remains constant. The rise of (1e was expected from calorimeter considerations. The 

flat response of 0'" is consistent with the picture that it is related to soft particle effects 

that have logarithmic jet E, dependence. This is investigated further by examining the 

relationship8 shown in Figures 6.4 and 6.5 for various cuts on the third jet. 
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C.2.2 Dijet let Dependence on the Presence of Third Jets 

The cut on the third jet, Ec.... , WIUI varied from 5 to 15 Ge V in 2.5 Ge V steps so that 

the influence of third jetl on the dijet Icc could be investigated. Equations C.69 and C.70 

were derived under the assumption that 64> = 'If' - 4>Jj be small; therefore, since Ict ( does 

not depend on this quantity, a cut was placed such that 164>iil S 200. Also, since Ict " has 

an explicit dependence on 64>Ji, no such cut was used. The cuts for the various samples 

ofdata are outlined in Table C.2. 

The analysis was repeated with different cuts on the minimum jet energy. Points 

were added for lower energy by using samples of data with total energies in the two jets 

beween 40 and 60 GeV. These were selected from the hardware triggers that required a 

total tranaverse energy in the central detector above 20 or 30 GeV. The results for the 

plots of tlf' tI", and tT == v(1l- (1~ are shown in Figures C.lla to C.llc. Each is plotted 

against VZ; for cuts on the third cluster of Et ". ... =5.0, 7.5, 10.0, 12.5, and 15.0 GeV. 

There are several striking features: 

• 	 The slopes of the tie lines increase with increasing Et".i ... These slopes are shown 

for each of the values of E,.... in the first column of Table C.3. They are expressed 

in terms of the value of A that these slopes imply. (A is defined in Equation C .14.) 

• For all cuts on Et ". ... , (1" has a flat dependence on ..fEe, 'The magnitude of "" 

increases with the cut on Ee".i... This is what one would expect - the increasing 

activity in the third jet would add to the overall level of the (1". 

• 	 Finally, when the subtraction in quadrature is performed, the response curves 

for the various cuts on E,.... lie on top of one another. This indicates that the 
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Figure C.S: The dijet Ice component sensitive to QCD and magnetic field effects is plotted 
as a function of the sum of the Ee in the two jets. 

factorization of soft effectS from the kec component has been successful. The slopes 

for each value of Et..... are listed in column 1 of Table C.4. There is a systematic 

change in slope, indicating the factorization is not precise; however, the average 

may be used ii one includes this change as a systematic error in the determination 

of 'he jet energy resolution. 

C.2.2.1 EJfeets of the Cluster Cone Size 

The analysis was repeated twice again for a fixed Ee....,. of 10 GeV. but for the other -, 
conditions on the clustering algorithm. The piots of each of the components for these 

cases are shown in Figures C.12 and C.13. Table C.3 shows the values of A if one includes 

the effects of soft particle effects as well as calorimeter resolution. This gives the overall 

"effective" jet resolution. The average slopes of the (/1 lines have been computed in order 

to get numbers that relate more closely to the test beam data. The resuits are shown in 
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Figure C.13: This figure shows iTe, iT", and tT VB Et' for a cone size of La, minimum 
tower of 0.1 GeV, and third cluster cut of 10 GeV. 
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Cone Size Min Tower 
(GeV) 

Et""'rt 
(GeV) 

16c,6lmiR 
(degrees) 

0.6 0.2 5.0 20 
0.6 0.2 5.0 90 
0.6 0.2 7.5 20 
0.6 0.2 7.5 90 
0.6 0.2 10.0 20 
0.6 0.2 10.0 90 
0.6 0.2 12.5 20 
0.6 0.2 12.5 90 
0.6 0.2 15.0 20 
0.6 0.2 15.0 90 
0.6 
0.6 

0.1 
0.1 

10.0 
10.0 

20 
90 

1.0 
1.0 

0.1 
0.1 

10.0 
10.0 

20 
90 

Table C.2: Cuts on the various samples of data 

Et""irt cone Min Tower cone Min Tower cone Min Tower 
(GeV) 0.6 0.2 GeV 0.6 0.1 GeV 1.0 0.1 GeV 
5.0 1.25 
7.5 1.30 
10.0 1.37 1.32 1.12 
12.5 1.44 -
15.0 1.47 

(Errors: - ±O.05, statistical) 

Table C.3: Effective jet resolution, uel (2Et )! for various cuts on the third jet and 
various clustering algorithm parameters 
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cone Min Tower Et".•• CODe Min Towel' Icone Min Tower 
0.6 0.2 GeV 0.6 0.1 GeV iGeVJ 1.0 0.1 GeV 

5.0 1.03 
7.5 1.05 
10.0 1.12 1.01 0.83 
12.5 1.14 
15.0 1.12 

- ave: 1.09 -

Table C.4; Calorimeter resolution, 0"/ (2Et )! for various cuts on the third jet and for 
various clustering algorithm parameters. 

Table C.4. These slopes are calculated by computing the average value at each energy 

and drawing a line to the origin, then averaging the results for all the points. There is 

a nonlinear component to the curve for the a' plot. As described above, the nonlinear 

component will contribute a systematic error of ±0.10 GeV1/ 2 to the value of A. 

A further estimate of the error on the values of A has been obtained by doing a linear 

extrapolation of the effective'calorimeter resolution in Table C.3 to the expected value 

for Et"'ia = 0 as a check on the subtraction technique. This extrapolation has also been 

conducted on the data that were analyzed with different clustering parameters. (In that 

case, one assumes the same linear dependence on Et...i.. for all clustering algorithms.) 

The results are summarized in Table C.S and give an indication of the systematic error in 

the determination of the central jet energy resolution. The indication is that the larger 

clustering cone enhances the resolution of the dijets. One may worry that spurious 

particles are included, but studies of the event that underlies the hard scattering [38] 

indicate that even with a large cone size, the increase in true jet energy outweighs the 

random collection of background particles. 

The conclusion, then, is that for the cone size of 1.0, the resolution of the central 
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Cluster Parameters tT slope (II. slope for Et_;_ - 0 
cone: 0.8 
min tow: 0.2 GeV 

1.09 1.13 

CODe: 0.6 
miD tow: 0.1 GeV 

1.01 1.08 

-
cone: 1.0 
miD tow: 0.1 GeV 

0.83 0.88 

, 

Table C.S: The value of A is shown for two estimates of the quantity: direct removal of 
the 10ft component and extrapolation to no third jet 

detector can be taken as (1/ E = (0.83±0.10 GeVl/2)/VE. This value is useful when one 

is just using the calorimeter resolution and considers the effects of other jets indepen­

dently. If one simply wishes to express the combination of calorimeter and soft particle 

effects, then one may use the values of the effective jet resolution in Table C.3. 
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---------------

Appendix D 
.... 

Energy Scale Probing 

This appendix describes further application of the technique for measuring the dijet 

energy resolution and extracting the contribution due to calorimeter resolution. This 

method has been extended to allow for energy scale calibrations of the different calorime­

ter systems relative to the central calorimeter. This is shown schematically in Figure D.l. 

The crOS&<a.libration of different calorimeter systems is accomplished by examining the 

dijet Ict when one jet, called a trigger jet, is well-contained in the central detector, and 

the other, called a probe jet is well-contained in another calorimeter section. One can 

also examine the response of areas of CDF where different calorimeter systems meet by 

requiring that the probe jet be in such boundary regions. 

The appendix begins with a probe of the boundary region at fJ =90". Then, the plug 

and forward detector analysis is detailed. The work on the gas calorimetry was done at a 

point in the analysis when the picture concerning the calibration of those detectors was 

confused and before new test beam information became available. The conclusions of 

this study were later confirmed by the test beam measurements, systematic Monte Carlo 
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p-~~============~~============= p 

Figure D.l: Schematic view of two jets. The jets are shown in a slice of azimllth. One 
jet, the trigger jet, is confined to the central detector. The other jet, the probe jet, is 
used to cross calibrate the different parts of CDF calorimetry, It may be placed in any 
calorimeter or boundary region to probe the behavior of tha.t portion of the calorimeter. 
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Probe in 900 Probe not in 900 boundary 
f (GeV) 

tTe(GeV) 
5t(GeVl/2) 

-3.1 ± 1.4 
12.7 ± 0.7 

1.35 ± 0.05 

-0.4 ± 0.3 
12.0 ± 0.2 

1.41 ± 0.05 

Table D.l: The probe jets are compared for 70 ~ Et••• ::; 90 GeV 

study relating the single particle response to the jet energy scale, and debugging of gas 

monitoring systems and calibration constants. This technique is valuable in determining 

the overall performance of the detectors for a given data sa.mple. 

D.I Investigation of the (J =900 Region 

A portion of the dijet sample was selected such that one of the two jets in the event 

had its axis within 0.1 units of pseudorapidity relative to the detector boundary at 

9 =900 • The pseudorapidity difference was calculated for each event so that the effect 

of the movement of the vertex could be taken into account. The pseudorapidity of the 

physical crack was calculated and compared to the pseudorapidity of the jet axis. No 

correction was made for movement of the jet axis by the effects of the crack. Monte 

Carlo calculations [39} indicat~ that such effects are small and that the jet axis position 

resolution is 0.05 units of pseudorapidity . 

The distribution in tTe is shown in Figure D.2 for the difference between the trigger 

and probe jet Et values. This may be compared to the analogous measurement in 

Figure C.l1c. In both cases, the clustering algorithm was executed with a cone size of 

0.6 and a single tower threshold of 0.2 Ge V. The cut on the third jet was 10 GeV. 

Table D.l shows a. comparison of the mean, sigma and resolution (without soft particle 
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Figure D.2: This figure showl ire for jets probing the 90 degree crack 

effects subtracted). It appears that there is saine degradation of the energy and the 

resolution of the probe jet, but the statistical significance is not great. The trigger jet 

has an average energy of 40 GeY, so the 3 GeY shift implies a -7 % shift in the energy. 

Since the jet spectrum falls as - Eics , the shift in energy corresponds to about a 30 % 

change in rate, consistent with observations made in the single jet inclusive analysis [16]. 

D.2 Probing Gas Calorimetry 

This section describes the results of applying the methods described thus far to probing 

the energy scale and resolution of the gas calorimetry. This is a difficult task since the 

hardware trigger was only sensitive in the central detector. This causes a strong bias in 

the data that will be described. Avoiding the bias limits the statistics; however;with the 

limited statistics, the analysis will be carried out to determine if there are shifts in the 

gas calorimeters relative to the central detector and an estimate of the energy resolution 
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will be made. After this estimate is made, the resolution will be investigated for different 

choices of relative electromagnetic and hadronic energy scales. 

D.2.1 The Data Sample 

The ofBine tr:!,atment of the data sample used in this study differs f~om that described 

Cor the central detector analysis. Because the algorithm Cor removing neutron-induced 

clusters was not ready at the time of this analysis, the neutron sensitivity was not 

explicitly removed; however, distributions of the electromagnetic fractions of the clusters 

indicate no enhancement at low or high values. (See Section 5.2.2 for a description of 

neutron sensitivity.) This is due to the fact that a transverse energy cut cut of 10 GeV 

was placed. on clusters before they could be considered. as jets. The population of neutron­

induced clusters above this cut is negligible [211i however, the clustering algorithm could 

have contaminated the clusters with neutrons. This is because the algorithm [40j used 

was different from the one used in the data samples described thus far. It did not use 

an explicit cone to form the cluster. Instead, it joined together energy clusters that 

were within a distance of 0.7 units in fl-? space. This means that some neutrons could 

be absorbed into jets during reconstruction. The effect is not large since clusters using 

this algorithm do not give results that are different [40] from the algorithm described in 

Section 5.2.3. 

D.2.2 Distributions in the Gas Calorimetry 

A number of distributions are presented here for the gas calorimetry. The ca.lorimeters 

are all compared to the central detector. They have been divided into four regions: 
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forward weR, plug west, forward east, and plug east. The jets must be further than 0.2 

units of pseudorapidity from a boundary. The plots are discussed here: 

1. 	,,-~ dlatributlon of jet clusters * Figures 0.3-- 0.6 show the distributions of the 

trigger and probe jet clusters in ,,-41 space for the four regions of gas calorimetry 

beiJig j,;obed. The average pseudorapidity 1,,1 = 1.5 in the endplugs and 1,,1 = 2.7 

in the forward detectors. The value of" is measured relative to the event vertex. It 

can be seen that the distribution is uniform in all portions of the detector. In this 

cue the ,,-41 plot does not provide a sensitive test of the uniformity of calorimeter 

response. The jet in the gas was not used in triggering. It is accompanying the 

jet in the central; therefore, a lack of uniformity would indicate only gross failures 

in the detector. The number of jets does diminish as one goes more forward, but 

events in the forward calorimetry must have a large boost and a high mass, so one 

expects some smooth reduction in rate. 

2. 	Probe cluster electromagnetic fractions· Figures 0.7- D.S show the electro­

magnetic energy fractions for the plug and forward calorimeters respectively. The 

plug has a average of about 51 % whereas the forward is only 36 %. These are 

lower than the 61 % observed in the trigger jets of the central detector. Since 

there is about the same amount of material in the various calorimeters, one does 

not expect the electromagnetic fractions to vary by this much. This is investigated 

in Section D .2.4 below. 

3. 	(T~ va E t .... • Figures 0.9- D.IO show the difference in trigger and probe E t 

values plotted as a function of the total transverse energy in the trigger and probe 
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90 S Bt._. ~ 110 
Detector Events Ie;t (T~ 

Plue Ease 224 1.9 ± 1.0 14.3 ± 0.7 
Plue West 163 -5.8 ± 1.0 12.9 ± 0.7 

Forward East 29 12.6 ± 2.9 15.4 ± 2.0 
Forward West 21 9.4 ± 3.9, 18.1 ± 2.8 

110 S Et ._.. ~ 130 · .. 
Detector Events Ie;, (T~ 

Plue East 100 -0.2 ± 1.5 15.7 ± 1.1 
Plug West 44 -1.1 ± 2.2 14.9 ± 1.6 

Table 0.2: The (T~ values for various E t ••• 

clusters. Theses plots show the bias due to requiring that the trigeer jet be above 

30 GeV. It is characterized by the diagonal boundary past which the points may 

not; lie. From these figures, it becomes clear that the distribution of lee( may be 

examined only for events with an Ee._. above 90 GeV. 

4. 	(TE in E t ••• bins - Figures 0.11- 0.12 show the distribution in (TE for 90 :5 Ee.... ~ 

110 GeV. The values of the means and widths of the distributions are in Table 0.2. 

The means and widths of the distribution of the endplug-central events with 110 ~ 

Ee._. S 130 GeV have been placed in the table as well. It can be seen that 

the west end plug appears to have quite a significant shift in energy relative to 

the central. The East forward detector seems to have quite a shift, although the 

statistics are quite limited. The West forward detector is difficult to judge, but 

may be somewhat high as well. 

The shifts observed in these data are due to a number of causes: 
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1. Dead wire planes - Some of the wire planes (3-4%) in the plug electromagnetic 

detector were not functional. Many of these were located at the longitudinal depth 

at which electromagnetic showers reach a maximum. This contributed to the re­

duction of the electromagnetic fraction of plug jets and to the shift in the energy 

scale relative to the central. 

2. 	Numerical electronics callbration error· There was an error in the numerical 

value of the calibration constants for the electronics in the gas calorimeters. This 

number was very close to one, so its effect is small in most detectors. There were 

portions of the plug electromagnetic that had the energy scale changed by this 

error. 

3. 	Variation in the face response of the plug - The construction of the plug 

chambers leads to 20% variations across the face of the detectors [191. This tends 

to cause a deterioration of the jet resolution . 
• 

4. 	Differences in coupling fragmentation to single particle response • The 

fragmentation of jets in the gas calorimeters has not been measured. In addition, 

the low energy response of particles is unknown; however, because of the effect 

of sin B, the transverse energies translate to energies that are three to ten times 

larger than those of the particles in the central detector. AJJ a result, the effect of 

the low energy response may be less important in the gas calorimeters than in the 

central detector. Consequently, the relationship between the absolute energy scale 

of the j\!t and the energy measured in the detector is different for the gas calorime­

ters. One expects the uncorrected gas calorimeter jet E,'s to show a systematic 
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imbalance with respect to the uncorrected central jet Et's. 

5. 	CODtrol of the Gas Gam - Techniques for maintaining the gas gain calibration 

for the duration of the running period were not fully established and much work 

WILl being done to debug the system after the run was done. The consequence of 

thia is" that the means of the a'E distributions for central-gas dijet balancing can 

wander, producing a composite distribution with a larger width. One sees that 

thia distribution provides a check on maintenance of the calibration and gives a 

numerical value of the effective resolution for these detectors. 

These effects are being studied for the data in the 1988 collider run. The technique of 

dijet balancing is the benchmark test for understanding if the various components that 

go into a jet energy scale calibration have been evaluated correctly. 

D.2.3 Extraction of Gas Calorimeter Resolutions 

The goal here is to extract the resolution of the gas calorimetry, A2. Equation C.78 gives 

an expression containing A2. This can be solved for A2: 

(aI)' / Et - AJ 
(D.8l)

(sinO,) 

There are a number of assumptions: 

1. The energy of the central jet in the Et ..... bin is taken from Figure C.S. 

2. 	To calculate a', the contribution of the soft effects is assumed to be the 7.6 GeY 

measured in the central detector. (See Figure C.llb.) There is concern that more 

forward jets may have significant beam-jet contamination, but that systematic 

error is probably insignificant in light of the poor statistics. 
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Detector A2 for 90 S Et._. ~ 110 A2 for 90 < Et ..... < 110 
Plug 
East 

2.25 2.36 

Plug 
West 

1.80 2.15 

Forward 
East 

4.65 

'Forward 
West 

5.95 

StatlSt1cal errors .... ±0.30 

Table 0.3: Gas Calorimetry Energy Resolution Coefficients. All coefficients have units 
of Geyl/2. 

3. 	The value of sin 8 is taken as the average calculated from the measured pseudo-

rapidity for the ensemble of jets probing the gas calorimeter. (See Figures 0.3 to 

0.6.) 

4. 	The resolution of the central detector is taken from the same plots (not shown) 

as were made for the forward detector. The value of (1" / ~ is found to be 0.88 

Geyl/2. This is between the values of 0.83 Geyl/2 and 1.01 GeV1/ 2 found for the 

0.6 and 1.0 cone sizes; therefore, even with only a single bin of Et••• , it seems a 

reasonable estimate of the jet resolution of the central detector. 

The results are shown in Table 0.3 where the values of the calculated A2 coefficients 

are given. They have been calculated independently for two regions of Et ._. for the 

endplug. The statistics are not sufficient to do this in the forward. The resolutions are 

much worse relative to the central detector. One expects some degradation since the 

response to pions would indicate a coefficient of 1.5 in the endplug and about 1.8 in the 

more coarsely segmented forward detector. The resolutions seem to be quite a bit worse 

166 




th_ this and are attributable to the items listed a the end of Section 0.2.2. 

D • .3.4t Changing the Gas Calorimetry Scale 

It is possible to change the gas calorimetry scale based on observed values of the electro­

mapetic frac~ion and the offset of energies balanced with respect to the central detector. 

This is derived in the following manner: Consider a calibrated detector response to the 

probe jet. The energies added to give: 

EM 
(0.82)I. - EM+HAD' 

1.0 - EM+HAD, (0.83) 

where Ie is the correct electromagnetic fraction and the total energy adds to 1.0. Notice 

that this immediately implies EM = I. and HAD = 1 -Ie. In the gas calorimeter, the 

mix has been scaled differently: 

= Q EM+/J HAD, (0.84) 

QEM
lem (0.85) 

- Q EM+fJ HAD' 

E,.., is the ratio of the average probe energy to the trigger energy and lem is the electro­

magnetic fraction observed for the probe, Here one assumes that the central detector has 

the correct energy seale. Differences in construction of the detectors may give different 

values of Ic, so the central detector value is not assumed. Place Equation 0.84 into 0.85 

to get: 

(0.86)Q ­
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..FOJ:"WIri Wed Forward EutPlug Wed Plug 

I. a IJ a IJ a fj a fj 

0.6 0.701 0.635 0.668 1.481 0.931 1.099 0.803 0.943 
0.6 0.584 2.043 0.5&1 1.859 0.180 1.314 0.669 1.119 
0.1 0._ 2.124 0.411 2.418 0.669 1.832 0.614 1.512 

Table D.4: Cu Ca1o:rimetry Energy Correction factors for various assumptions of the 
e1eciromapetic fraction 

One caD. a1ao IOlve for /3 by uaing Equation D.84 and the expression for a EM: 

(D.81) 

fj = E..t(l- 1_) (D.8S)
l-/e 

'l'hIa gives a lolution for a and IJ in tenm of two known quantities, Ef'fJI. aa.d ,_, aa.d one 

1DIku.owa., I.. The daia haft bee ltud.ied by ta.kiD.s the average of the probe jet above 

90 CeV to obtain E"•• A choice of three Y&lua of I. wu made: 0.5, 0.6, and 0.1. The 

va1uea of a and fj are listed for each calorimeter in Table D.4 The resulting resolutions 

are summarized in Table D.S and indicate the- various valuu of A, one obtains as a 

function of Ie. There seems to have bee improvementI in both forward detectors. One 

plug is essentially unchanged, the other seems worse. The dependence on Ie is consistent 

with being flat to with.ln the errors. ThIs indicates that the maiD. change in resolution 

wu due to altering the energy scale used to calculate the widths of the distributions 

when they were compared to the energy of the central jet. 

For the gu calorimeters it is possible to get an estimate of how much one must vary 

the energy scale to match the central detector. It aho provides an estimate of the energy 

response of the detectors and a monitor of their performance. 
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Detector Ie A, lor 90 S Et ._ .$ 110 A, £or 110 S Bt ••• .$ 130 
PIus 
EaIi 

0.1 
0.' 
0.1 

2.28 
1.18 
2.12 

2.01 
2.01 
Ul 

Plq 
West 

0.1 
0.' 
0.1 

2M 
2.11 
UO 

2.'10 
2.11 
3.01 

Forwvd 
Eat 

0.1 
0.' 
0.1 

• .81 
..OS 
3.A2 

Forwvd 
West 

0.1 
0.' 
0.1 

• .38 
3••1 
4.11 

,.., l/iStatlIdcal erron ±O.30 Gdy 

Table D.S: Gu Calorimetry EDerv Reaoludon Coeftlcieats for Y&rioua a.uumptiona of 
the electromap.etic fraciicm. AD. coeftidenis are expressed in units of Ceyilt. 
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Appe~dix E 

Phase I Acceptance Calculations 

This appendix describes the simple Monte Carlo calculations used in Phase I of the 

analysis of dN/dcoaS·. 

E.l The Simple Monte Carlo 

The issues affecting acceptance were described in Section 1.1. The effects of popula.ting 

the dijet angular distribution with events that creep across the p. cut and the smearing 

of the fiducial volume due to vertex movement are calculated from a Monte Carlo that 

has the following features: 

1. 	falling Pt spectrum - The Monte Carlo has been set to generate a parton with a 

pte spectrum. This agrees with the measured behaviour of the single jet inclusive 

spectrum [16J. 
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2. 	calorimeter resolution - The Monte Carlo uses a calorimeter resolution function 

suggested by the jet energy balancing (Chapter 6) for a cone size of 1.0: 

(f 0.83 GeV1/ 2 

-= 	 (E.89)
E ..fE 

This resolution, plus adjusting the exponent in the falling spectrum compare well 

with the shape of the observed spectrum as shown in Figure E.l 

3. 	Vertex smearing - The gaussian vertex distribution shown in Figure 5.3 was used 

in generating the events. 

4. 	pseudorapidity distribution - The pseudorapidities of the two jets were assumed 

to be fiat to the kinematic limit. 
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When usmc this Monte Carlo, it was necessary to begin parton generation at a 

reasonably low value so that the smearing efFecta were generated in an unbiased way. 

For example, given the parameterization of the falling spectrum and jet resolution above, 

45 Ge V of observed energy gets about a 15% contribution from 35 Ge V of generated 

energy. One must begin to generate events with 30 GeV of energy in order to get a 

negligible contribution to the 45 Ge V observed energy. The consequence is that many 

eventa are generated but only about 10% are used. 

E.2 Calculation of Acceptance 

The basic region outlined in Phase I has been moved out steps to 1'1-1,1'1600.,1 :5. 1.0 

and then to 1'1-1,1'1600.,1 :5. 1.2. Again, the coupling of p. to '1- via p, forces choices of 

minimum p- to 70 and 82 GeV for these choices of '1-. 

The calculation of the acceptance for the various regions is carried out as follows: 

1. 	Events are generated with no vertex smearing and no resolution smearing to es· 

tablish the baseline for the angular distribution phase space. 

2. Events are generated with both vertex smearing and resolution smearing. As de­

scribed in Section E.l, the generation is done beginning with low energy partons 

so that the resolution smearing corrections are not improperly truncated. 

3. 	The ratio of the baseline distribution to the simulated distribution is shown in 

Figure E.2. They have been normalized by the number of events generated and 

observed. This final distribution contains the correction factors that are applied 

to the raw angular distribution. 
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These correction factors have also been calculated for lower values of the p' than the 

value implied by the cut on fl' by Equation 1.9. For pseudorapidity values less than 0.1, 

U ihe p. cut was lowered Crom 51 Ge V to 52 then 48 Ge V, the correction grew from 1.0 to 

1.5 then to 2.0 in the highest bins cos (J •• For this Monte Carlo calculation, conservative 

ac:ceptance corrections were required since there were a number of important effects not 

simulated. It wu decided not to lower the p' cut. The correction factors due to the 

geometric effects are much smaller - on the order of 25% for the pseudorapidities that 

reach out to 1.2. A systematic uncertainty of 5% was obtained by varying the exponent 

and the assumed resolution used in the Monte Carlo. 
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Figure E.2: Acceptance function for 1"·\,\""00.,1:$ 0.7,1.0,1.2 

174 




Appendix F--. 

Tests of QFL 

This appendix describes some testa that were made of the ISAJET/QFL Monte Carlo. 

The sample of Monte Carlo events was described in Section 7.3.1. Various jets distribu­

tiolUl are discussed here: 

1. 	PI spectra and other cluster multiplicity - The Pt spectra show excellent 

agreement for the all three categories of jets in Figures F.la to F.lc. The other 

cluster multiplicity is shown in Figure F.ld and indicates the rate of other clusters 

agrees quite well with the data. 

2. 	Electromagnetic Fraction - The electromagnetic fractions in Figure F.2 show 

fair agreement in the trigger and probe jet spectra and quite good agreement in 

the other jets. The lack of spikes at either end of the probe and other spectrum in­

dicates that the gas spike removal has worked and, in addition, since QFL does not 

simulate neutron sensitivity, there is fair indication that the jets are not polluted 

by neutrons. 
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3. 	maaa spectra - The mass spectra (Figure F .3) show very good agreement. Since 

jet masses were calculated by assuming the calorimeter cells were massless particles 

and BUmming over the momenta and energies oC these cells, it is an indication oC 

the size of the jet. Therefore, the mus is related to the Cragmentation. The 

choice of fragmentation used in ISAJET for this exercise was determined from the 

direct measurement of the fragmentation function [41]. It was found that the best 

pal'ameterization was that described by Field and Feynman [42] and not that used 

by default in ISAJET [16}. 

176 




12.5 

'-. 


Trigger Other 
10.0 

8 

7.5 
6 

5.0 4 

2.5 2 

0.0 
o 150 

4 

Probe 
6 

Other 
3 

4 
2 

2 
1 

a _1U....I--L....I-J....J.....Jl....% 1fItiIIII~....::J 0 u....J..............I..WI.A...J..~~L...L...I...l....ii...J....J.-LJ 


o 	 50 100 150 0 5 10 15 

Pt (GeV) Multiplicity 


Figure F.1: Jet Pt distributions for ISAJET/QFL(histogram) and data(points). 

177 




2.0 1.5 

1.5 
1.0 

1.0 

0.5 
0.5 

0.0 0.0 
0 0.2 0.4 0.6 0.8 

EM fraction 
1 

2.0 

1.5 

1.0 

0.5 

0.0 
a 0.2 0.4 0.6 0.8 

EM fraction 

a l 

Figure F.2: Jet electromagnetic fraction distributions for ISAJET/QFL(histogram) and 
data(points} . 

178 




2.0 

1.5 

1.0 

0.5 

0.0 

0 5 30 30 


2.0 

1.5 

1.0 

0.5 

0.0 
0 5 10 15 20 25 30 


Mass (GeV) 

. " 

Figure F .3: Single jet mass distributions for ISAJET / QFL(histogram) and data(points). 
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Appendix G 
'-, 

Theoretical calculations of 

dN/ cos e* 

TWa appendix presents the method used to obtain the 2-2 QCD calculations. The goal 

of these calculations is to provide the differential cross section in one variable, such as 

cosS., while integrating over all others. These calculations are done using FORTRAN 

code written by R.K.Ellis, E.Eichten and M.Mangano and a numerical integration pro· 

gram. The QCD quantity that is calculated, dO'/dy1dY2dE,J., is presented. The running 

of a. with Q2, the evolution of a choice of parton distribution functions, and the results 

of the calculation of the parton subprocess cross sections are described. The integration 

of dtr/dYldY2dE,J. over two of the variables is described. The adaptation ofthe result for 

use in the calculation of dN/ d cos 0- for various choices of parton distribution functions 

and Q2 scales is presented. 
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G.I The Quantity that is Calculated 

The calculation describes the rate of dijet events in some interval of rapidity for each jet 

and within SODle interval of the total transverse energy of the two jets. The expression 

fOl' this differential uoaa section is: 

'-. 

(G.90) 

In the above equation, E'.fA is the energy of one of the colliding beams, Ia. (%J is the 

probability of finding parton a with beam momentum fraction %1, I. (%) is the probability 

of finding parton 6 with beam momentu~ fraction %2, !/1 and !/2 are the rapidities of the 

two jets, and EJ. = E'l + E'2 is the total transverse energy of the two jets. The square 

oUhe matrix element IMG,,' is the croaa section for the parton subprocess i + j - X. 

The produced particles, X. imply a sum over all the final states that may arise from 

the combination of partons i and j. These final states involve gluons and four Bavors of 

quarks and antiquarks. The sum over the cross sections of the initial partons to interact 

is then taken over gluons and four Bavors of quarks and antiquarks. The specific list of 

partons considered is: ~,J,d,il,g,u,d,s,c. 

G.!.! Overview of the Procedure 

For the purposes of the calculation, it is assumed that the quantity in Equation G.90 

will be the integrand of a numerical integration. The variables of integration may be 

chosen as desired if the function is multiplied by the appropr~ate Jacobian. This is im­

plemented by making the underbraced portion of dd/d!/ldy,dEl. a FORTRAN function, 
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TJFUN, that is called. repeatedly by the numerical integration program, VEGAS [431. 

The omitted portion of dtt/4t114t124EJ. is an overall constant that is multiplied into the 

result of the integration when VEGAS is done. A main program initializes the bounds of 

integration in a VEGAS common block: and then calls VEGAS with an argument declar­

ing the name-of the function to be integrated an the number of dimensions over which 

to perform. the integration. This main program may also set flags that communicate 

with the FORTRAN function in order to allow for various choices of parton distribution 

functions and Q2 scale. The call to VEGAS returns the integral of TJFUN over the 

specified region. 

The function, TJFUN, goes through the following sequence of steps when it is called: 

1. 	It calculates Q2, %11 and %2. These values are derived from the values of the vari­

ables over which one integrates. For example, in doing the dN/ d cos 9· calculation, 

one passes a value of cosS· to TJFUN and asks'for an integration over !l6oo." and 

MJj. (These are the rapidity boost of the dijet system to the center of mass and 

the invariant mass of the dijet pair.) These three quantities must be used to deter­

mine the momentum fractions and Q2 for the phase space configuration described 

by tllloo.;, Mii, and cosS·. 

2. 	It obtains the value of the parton distribution for each beam for the parton distri­

bution functions chosen and the calculated value of z and Q'Z. 

3. 	It calculates and stores the parton subprocess matrix elements, the IMall I'Z . 

4. 	It evolves the strong coupling constant, a., with Q'Z, 
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5. 	It loope over the pOllible initialatate partons, summing over the parton subprocess 

Cl'OIII sections weighted by the values of the parton distribution functions. 

8. 	It multiplies the final sum by ct. and stores the result as the function value. 

The det&il.a of each of these steps are described in the next sections. . 

G.l.2 Parton Distribution Functions 

The parton distribution functions one may choose are: Duke and Owens sets 1 and 2 (44] 

(001 and 002) and EHLQ seta 1 and 2 [45l (EHLQ1 and EHLQ2). In both DO and 

EBLQ, the aets are meant to bracket the true values of the parton distribution functions. 

This is necessary because of uncertainty in the gluon distribution function. The values 

of A used in EHLQ are more consistent with the experimentally measured values than 

those in ~O. EHLQ uses 200 and 290 MeV, while DO uses 200 and 400 MeV for A. 

The 001 and 002 parton distribution functions are parameterized in terms of 2: 

and Q2. A set of coefficients deac:ribes the 2: dependence. These coefficients are evolved 

by a Q2.dependant parameterization. A call to the subprogram DENS establishes the 

evolved coefficients. A subsequent call to the routine FOIST uses the evolved coefficients 

of the 2: dependence to return the probability for finding each parton in each beam. The 

evolution of the up quark and gluon distribution functions is shown in Figure G.1 

The EHLQ parton distribution functions are parameterized using Chebyshev poly­

nomials that are functions of 2: and Q2. A table of values of the parton distribution 

functions is stored in a file for 5 GeV2 :5. Q2 :5. lOS GeV2 and 0 :5. x :5. 1. The value of 

a distribution function is obtained from a linear interpolation of the values in the table. 
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Figure G.l: Q2-dependence of up quark and gluon distribution functions in the proton. 
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I..cmc and short forms of the tables exist; the short forms were used since it is claimed. 

that they do not degrade the accuracy of the calculation. A call to DENS initializes the 

value of A for the parton distribution functions. A call to FOIST dispatches one to the 

appropriate routine, EHLQl or EHLQ2, that returns the values of the parton distribu­

tion functions. These values are calculated in EHLQl and EHLQ2 by interpolating the 

values in the table. 

G.l.3 Evolution of a. 

The evolution of a. is done using the formulae: 

a. (Q%) 111 }Q% < 4m2- - i'2110 ~ r " 

a. (Q%) 
121: 

}4m2 < '1% < 4m2= I! - il 
2710g m:ZiA2 

+2510g 4'::a
• 

12'­

a. (Q%) = 2710g m:11A2 m2 
+25 log ;t

• 
}4m% < Q% < 4mzi - t, 

(G.91) 

+2310g~m. 
12.­

2
2710g m:+U2 m

a. (QZ) = ..V +2Slog;t+ }4mt < Q2.• 
2m ~2310g ::t +211og 4 l1ft. me 

The values of the masses of the quarks are me = 1.5 GeV, mi = 4.5 GeV, and 

m, =40 GeV. The first logarithm contains a factor, 2A, which is used only to prevent 

the program from terminating mysteriously if a Q2 = 0 is passed. If such a thing occurs, 

other parts of the program will terminate the calculation cleanly with a warning. 

G.l.4 Parton Subprocess Matrix Elements 
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Figure G.2: The four basic parton subprocess cross.sections: (A) QQ'QQ' (B) QQQQ 
(C) QQGG (D) GGGG 
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Function Value 

A (1, 2, 3, 4) 

B (1,2,3,4) 

C(1,2,3,4) 

D(1,2,3,4) 

2V(~) 
A(1,2,3,4)+A(1,2,4,3) ­ 4V;~ 
~ (~ -~) (i2 +u2) 
16VN2 (3 ­ fl- W-B-) 

Table G.I: Four basic parton subprocess cross sections. N = 3 is the number of colors. 
V = N' - 1 is the dimensionality of the SU (N) group. 

Figure G.2 shows Feynman diagrams and Table G.l gives the expressions for the corre­

sponding cross sections of the four 2-2 QeD processes: QQ'QQ', QQQQ, QQGG, and 

GGGG [461. In the expressions for the four subprocess cross sections, it is assumed that 

partons with momenta labeled 1,2,3, and 4 enter the reaction and conserve energy and 

momentum. These labels are used in Figure G.2 as well as in Table G.t. In the figures, 

the crossed channels are denoted by switching the momentum labels. The cross sections 

in Table G.1 are expressed in terms of the Mandelstam variables, a, t, and U. The hats 

over the variables indicate that these are defined in terms of the parton 4-momenta: 

i - (1 + 2). (1 + 2), 

i - (I 3). (1 3) , 

u = (2 3). (2 3) . (G.92) 

The constant, N,. is the number of colors; therefore, N = 3. The constant, V = N2 - 1, 

is the dimensionality of the vector representation of SU(N). 

All the allowable subprocesses may be derived from these using time reversal and 

crossing. These subprocesses are listed in Table G.2. They are divided into seven values 

that represent seven different initial states and the sum of the reaction over all final 

187 




.. 


. ' .. 46 -" X ct(ab-X) 

QQ' - QQ' iksA (I,2,3,4) 

QQ - QQ iksB(I.2.3.") 
.. 2 

QQ' - QQ' 4ktA (1,4, 3,2) 

QQ - Q'Q'- QQ - GG 
I 

iks [(N,- 1) A (1, 3, 2, 4) + 
B (1,4,3,2) + 
C(l.~.3!4)] 

QG - QG ~ (-1) C (1,3,2,4) 

GQ - GQ ~ (-1) C (2,3, 1, 4) 

GG - GG - QQ 
~ [D(I.2,3.4)+
4V 2 

NIC (3,4,1,2)] 

Table G.2: Seven basic parton subprocess cross sections for a + b - X. N = 3 is the 
number of colors. V = N2 - 1 is the dimensionality of the SU (N) group. NI =4 is the 
number of quark flavors. The functions A, B, C, D are defined in Table G.1. 
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stat. for gluolUll and NJ flavors of quarks and antiquarks. For each reaction, the values 

of the parton subprocess cross sectiolUll are expressed in terms of the four functions listed 

in Table G.l. 

G.l.5 Summing the Cross Sections and Weighting with Distribution 
'-, 

Functions 

The routine TJFUN calculates the seven values of the cross sections in Figure G.2 once 

per call. Then it loops over gluons and the four Bavors of quark and antiquark in each 

incoming beam particle. At each pass of the loop, it fetches the two parton distribution 

function values that were calculated by the parton distribution function routines, DENS 

and FDIST. It also looks up the value of the correct parton cross section for the initial 

state it has at that point in the loop. It multiplies the two parton distribution function 

values with the parton cross section and adds the result to a running sum. 

After the loop is completed. the running sum over the parton distribution function-

weighted elementary cross sections is multiplied by the evolved value of a. a.nd returned 

as the value of TJFUN. Multiplication of this value by 1(/ (32EtcGm) results in the dif­

ferential cross section, dCT/dy1dY2dEJ.' In fact, the multiplication is done by the main 

program at the end of integration by VEGAS. 

G.2 Application to dN/ d cos 0* 

The code above has been used to provide values of dN/dcos8· by integrating over !lboo.' 

and MU' This is done by first using the Jacobian to transform the cross section that is 

provided to the center of mass coordinates, flboo." Mif, and cos 8·. Then the code is run 
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UDder a -variety of conditions. 

G.2.1 T.r:imsformatioD of Variables 

The above functions are applied to calculating dNldcoaS· by using the Jacobian that 

transforms the volume element dYld1l2dEJ. to d!lholidMUd(coaS·). Since:-. 

cos S* =tanh Yl - 112 , 

2 
(G.93) 

Yl + 112 
Y600., = 2 (G.94) 

Yl- 112 
Mii = EJ. cosh 2 ' (G.95) 

one can write the transformation of each dimension of the volume as: 

dcoaS· 

d!lho., -
dMU 

I 
2c:01ba,. I

2c:01b!i ,. 0 

1 
2 

1 
2 0 

~sinhy* -~sinhY· coshy· 

dYl 

(G.96)dYt 

dEJ. 

The determinant of the matrix describes the volume transformation. Equation G .96 may 

be written 

(G.97) 

Equation G .96: 

a(cos (J., YlIoo.e. M;; ) 1 
(G.98)a(Yl, Y2, EJ.) = 2 cosh y.' 

In order to perform the integration over Y.oo.' and Mjh one must use the inverse trans­

formation so that the ~ppropriate Jacobian is IIIMI = 2coshy· = 2MUIEJ.. This 

190 




JllU,D.S that one can write Equation G.9O as 

dtT * = (~a;(QZ») (2MU) L (la(:1:h QZ») ("'(%% I Q2)) IMabl% . 
dfJho.,dMiidcos 0 32~"", ab %1 %2 

(G.99) 

A similar exercise yields the ~ppropriate Jacobian for dN/ dX where 
.... 

1+cos 0*
Xlii .

l-cosO* 

Since 

Equation G.99 may be used to write the differential qoss section in terms of "boo." MU 

and X: 

dtT = (~a; (QZ») (..&.) L (la(%I,Q2») (lb(%2,Q2») IMabI2 • 

dfJho.,dMiidX 32Et.a", XMU ab %1 %2 

(G.IOO) 

G.2.2 Results of the Calculation 

Figures G.3 shows the curves for dN/dcosS* for Q2 =pi/4, pi, and 4p; and for each 

of the parton distribution functions, 001, 002, EHLQ1, and EHLQ2. The parton 

distribution functions represent the range of uncertainty in the gluon distribution. The 

range of Q2 scale reftects reasonable uncertainty in the choice of scale and is related 

to the higher order contributions. Consider how the choice of scale is related to higher 

order calculations. Begin by comparing a, (Q2) for Q2 = p; to that for Q2 = (kpt)2. 

Since 
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thea 

( 2 2) 1 
(I. 1: Q,... .2~a = 

log A 1 Q2ogit' 
1 + 10"'; 

101~ 

1 1 logk2 

:::e log ~ - (log ~) 2 • 
____ 

Olaf) 

The second term in the final result is of higher order, so that one does not know the 

scale to that_order. Note, however, that the constant, k, cannot become too different 

from unity or else the coupling strength becomes too large and the perturbation theory 

becomes invalid. 

It is clear from this figure that the shape of the angular distribution is not sensitive 

to these quantities for the ranges specified. 
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Figure G.3: dN/dcosS- for D01,D02,EHLQ1,EHLQ2 and Q2 = pi!4, pr, and 4pl. The 
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