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CHAPTER 1 

CONTINUUM LEPTON PAIR PRODUCTION BY HADRONS 

For over fifteen years the production of massive lepton pairs 1n 

hadronic collisions has been a useful tool both in the discoveries of 

the ; and T quarkonium resonances, and as an incisive probe of hadron 

dynamics in the dimuon invariant mass continuum region. Fol lowing the 

publication in 1970 by Christenson, et .!J_., of experimental results on 

production of massive muon pairs with a proton beam, 1 a number of theo­

retical models were proposed. The most successful of these was the 

Orel I-Yan model, which explained the production of massive lepton pairs 

by the annihilation of constituent quarks and antiquarks in the col lid­

ing hadrons. 2 This model gave strong impetus to the identification of 

quarks with the "partons" constituting hadrons. Previously, quarks were 

simply a way of explaining the observed quantum numbers of hadrons, and 

the parton model of hadr~ns had had successes in explaining the results 

of deeply-inelastic scattering experiments. 

The process of lepton pair production is complementary to that of 

the deeply-inelastic scattering of leptons from hadrons; the two really 
2 only differ in the sign of the square of the four-momentum transfer Q 

(see figure 1). In the case of lepton pair production, however, the 

polarization of the virtual ph~ton from which the lepton pair material­

izes can be measured via the angular distribution of the pair in the 

final state. The virtual photon polarization is measureable in deeply­

inelastic scattering only by measuring aL/aT, which is a difficult ex­

periment. This additional degree of freedom in lepton pair production 

makes it a very important testing ground for quantum chromodynamics 

(QCD), the theory of the strong interactions. A central idea of QCD 1n 

1 



2 

l 

z· 

l l' 

h 

Figure 1. Schematic diagrams of lepton pair production (above) and 

deeply-inelastic lepton scattering (below) in the parton model. 
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hadronic structure is that of "asymptotic freedom", where at short dis­

tances (I arge Q2) the coup I i ng constant as b.ecomes sma I I and the con­

stituent partons become quasi-free. This allows perturbation theory 

calculations to be made, whereas they fail in describing the problem of 

hadronic binding. These perturbative QCD predictions give corrections 

to the "naive" Orel I-Yan free-quark annihilation model. These correc­

tions have phenomenological implications for the lepton pair angular 

distributions and the hadronic structure functions. 

The subject of this dissertation 1s an experiment measuring the 

inclusive production of muon pairs by pion-nucleon collisions, that is, 

the reaction ~±N-} µ•µ-X. In the remaining sections of this chapter a 

full exposition of the ideas in the previous paragraph will be given 

following a discussion of the kinematics of the reaction, and at the end 

a discussion will be made of the results of other experimental efforts. 

The following two chapters describe the detai Is of the experimental 

apparatus and analysis method of this experiment. The remaining chap­

ters deal with the results of the analysis of various topics in the 

experiment including hadronic structure functions, pair angular distri­

butions, and transverse momentum distributions. 

1.1. - + -Kinematics of the reaction ~ N4 µ µ X 

Before discussing in full the theoretical models for the production 

of massive lepton pairs by hadrons, it is necessary to introduce the 

kinematics of the process and the relations between observables and the 

underlying parton dynamics. In figure 2 the process is depicted in the 

rest frame of the colliding hadrons. In this frame we have the virtual 

photon from which the muon pair materializes recoiling against the had­

ronic debris from the rest of the collision. We can define mµµ to be 

the invariant mass of the virtual photon and pl and Pr to be the compo­

nents of the photon momentum parall~I and perpendicular, respectively, 

to the incident pion momentum. The azimuthal angle ~lab of the photon 



1"4!c.oi { 

po.•~ cm 

Tr• N plane. 

4 

,. 
-Y 

I 
I 
I 
I 

' " -- - -~t 
-..-....__ A 

-~C',f 
.... ./ 

i!.._// 

Figure 2. Kinematics of muon pair production in the hadron center 

of momentum frame (above) and in the muon pair rest frame (below). 
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momentum about the pion direction has no physical significance, since 1n 

this experiment the beam and target are unpolarized. The longitudinal 

momentum fraction xF (Feynman x) of the pair is defined as 

XF - 2pL/fS 

The dimensionless quantities x~ and xN are defined by the equations 

xF = x~ - xN 

and 

where s=(p~+pN) 2 is the center of mass energy squared. (Here p~and pN 

are the hadron four-momenta.) These equations together imply 

x = 
~ 

N 

These quantities can be interpreted as the momentum fractions of the 

annihilating quarks in the hadrons, neglecting transverse momentum and 

pair mass, ass becomes very large. (See Appendix A for more detail.) 

The remaining degree~ of freedom are those of the muon pair itself 

and are defined in the muon pair rest frame (see figure 2), in which 

case the muons travel in opposite directions. The degrees of freedom 

cose and; simply describe the direction of theµ+ relative to some set 

of axes in this frame. Ideally, one would I ike to measure cose and; 

relative to the quark-antiquark annihilation axis, but this is not pos­

sible due to the transverse momentum of the quarks. Several choices of 

axes are commonly used. In al I· these chbices of axes, or "frames," the 

y-axis is taken to be perpendicular to the plane formed by the pion and 

nucleon direction. The different frames are then related by a rotation 

about this y-axis. One standard set· of axes 1s the t-channel, or 

Gottfried-Jackson frame, in which the z-axis 1s taken to be the pion 

direction in the muon pair rest frame. The u-channel frame takes the z­

axis to be antiparal lei to the nucleon direction while the Collins-Soper 
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frame takes the z-axis to be the bisector of the t- and u-channel z­

axes. As Pr~o the frames become identical and ; becomes undefined. 

Conversely, as Primµµ grows, so does the difference between the frames. 

The angle 2P between the t-channel axis and the u-channel axis is, to 

very good approximation, given by P=tan-1(pT/m ); at typical values of µµ 
Primµµ P=0.2 radians. The significance of the choice of frames will 

become apparent in connection with predictions and results for the muon 

pair angular distributions. 

1.2. The Orel I-Yan model 

In 1970 Orel I and Yan2 proposed that muon pairs with large invari­

ant mass were produced by the electromagnetic annihilation of constit­

uent quarks and antiquarks in the colliding hadrons via an intermediate 

virtual photon. They were motivated in part by the succe~s of the par­

ton model in describing the results of deeply-inelastic electron-nucleon 

scattering experiments at SLAC in the late 1960's. The extension of the 

parton model ideas to the process of muon pair production, including the 

identification of partons with quarks (which had been proposed by Gell­

Mann in the early 1960's to explain the classification of hadrons) led 

to the predictions about the hadron structure functions and scale in­

variance described below. 

1.2.1 Orel I-Yan model: structure functions and scaling 

Assuming that the quarks are spin-1/2 Dirac particles, the basic 

quark-antiquark annihilation cross section is given by 

a - = qq 

4~a2 

9m2 
µµ 

2 e 
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where e is the quark charge and the factor of 9 in the denominator 

includes a factor of 3 for requiring the annihilating quarks to have . . 
opposite color charge. If q~(x~) and q~(x~) are the probability 

densities for finding a quark or antiquark with flavor i and momentum 

fraction x~ in a pion, and similarly with q~(xN) for the nucleon, the 

Orel I-Yan formula reads 

] . (1.1) 

This formula describes the production cross section for muon pairs 1n 

terms of the quark number densities (or structure functions f(x)~xq(x), 

which give the momentum densities), and thus provides a means to measure 

this function for the pion (which is inaccessible to deeply-inelastic 

lepton scattering). The transverse momentum of the pair is neglected, 

and assumed to arise from the "intrinsic" transverse momenta of the 

quarks. The Orel I-Yan formula also expresses the prediction of scale 

invariance, that is 

where f 1s a function of xF and 7 only, independent of s. 

1.2.2 Orel I-Yan model: angular distributions 

The general muon pair angular distribution can be written as 

~ 1. + X cos
2e + µ sin28 cos¢ + v/2 sin2B cos2¢ , 

dcos8 d¢ 

where X, µ, and v can be functions of the other kinematic variables. In 

the Orel I-Yan model the muon pair is produced from the annihilation of 
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two massless Dirac particles; 1n this case the virtual photon 1s trans­

versely polarized so that A=l and µ=v=O, and we have that 

2 a 1 + cos 8 . 
dcos8 

This relation holds (for massless quarks) only when 8 is measured rela­

tive to the true quark-antiquark annihilation axis. As mentioned in the 

discussion of kinematics, this axis is not measurable due to the intrin­

sic transverse momentum of the quarks within the hadrons. Clearly, 

however, if the transverse momentum of the pair is due to this intrinsic 

transverse momentum, then in the t-channel frame the deviation from pure 

l+cos28 is related only to the transverse momentum of quarks in the 

pion, and in the u-channel only to that of quarks in the nucleon. 

Cleymans and Kuroda calculated this effect, 3 and predicted that 

A = 1 -

1n the t-channel frame, where (k~~) is the mean square intrinsic 

transverse momentum of quarks· in the pion, and similarly for the nucleon 

in the u-channel. Thus if the Orel I-Yan model holds, a measurement of 

the angular distributions should be sensitive to the intrinsic trans­

verse momentum of quarks in the nucleon, and provide a means for deter­

mining these quantities separately for the pion and nucleon. For ex­

ample, if one measured At=0.85 this would imply (k~~>=o.s GeV2 if the 

above model holds. 

The coefficients µ and v are also affected by intrinsic transverse 
3 momentum. In the Coll ins-Soper frame, Cleymans and Kuroda report 

µ = 

and 
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Thus in principleµ and v are sensitive to the difference in the hadron 

intrinsic transverse momenta, and can provide a check on the results 

from the measurement of X in the different frames, although the values 

of µ and v here are very smal I. A general relation which holds for the 

angular distribution parameters, analogous to the Cal Ian-Gross relation 

in deeply-inelastic scattering, is4 

1 - X = 2v 

This relation is supposed to hold 1n any reference frame, and is unmodi­

fied by the first-order QCD corrections described below, but is modified 

by intrinsic transverse momentum such that in the Col I ins-Soper frame3 

1 - X = 2v + 

Thus we see that even in the Orel I-Yan model there is a non-vanishing~ 

asymmetry due to intrinsic transverse momentum. 

1.3. The need for QCD 

The Orel I-Yan model was very successful in accounting for several 

aspects of muon pair production including the n•/n- production ratios, 

the agreement between nucleon ~tructure functions measured.in deeply­

inelastic scattering and muon pair production, the overal I angular dis­

tributions, and the observed scaling behavior. However the model failed 

to account for the large values of transverse momentum observed and also 

the total cross section which was a factor of 2-3 larger than predicted 

(the so-called K factor). These failures led one to consider higher­

order processes involving the strong interactions of quarks, the most 

successful theory of which is quantum chromodynamics, or QCD. 
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1.3.1 QCD: structure functions and scaling 

There are several first-order processes in QCD which modify the 

basic Orel I-Yan picture. The Feynman diagrams for these processes are 

illustrated 1n figure 3. All involve the emission or absorption of a 

gluon and fall into two categories: annihilation with gluon emission (qq 

g diagrams) and quark-gluon scattering (qg diagrams). At order n in 

perturbative QCD the contribution of these subprocesses may be expanded 

in a power series in ln(m~µ/A2): 

n( 2 [ n 2 2 ( n-1( 2 2 ] an a as mµµ> an(r,xF) In (mµµIA) + bn r,xF) In mµµIA) + . .. • . 

In the leading log approximation (LLA), only the first term in the 

series at each order is kept; in this approximation it has been shown 

that the Orel I-Yan cross section is modified by making the quark densi­

ties scale-dependent so that equation 1.1 becomes5 

The scaling law in the leading-log approximation thus becomes 

Thus 1n the LLA approximation the Orel I-Yan formula is kept, with the 

only modification being the substitution of m2 -dependent structure 
2 µµ 

functions. These are the same Q -dependent structure functions as are 

measured in deeply-inelastic scattering. The next-to-leading log (NLLA) 

corrections, which also include quark-gluon scattering terms, lead to an 

overall value for the cross section which is roughly 1.8 times larger 

than the LLA. 5 This 8 K factor 8 can be expressed as 
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Figure 3. First-order QCD processes contributing to muon pair 

production. 
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K = as 4 2 
1 + -~ 

2~ 3 

2 which is roughly independent of mµµ and xF, except near the kinematic 

limits T~l and xF~l. 

1.3.2 QCD: angular distributions 

The first-order QCD corrections also affect the angular distribu-
3 6 tions. Several authors ' have calculated the angular distribution 

coefficients for these diagrams. The relation 1-A=2v is assumed to hold 

implicitly in all these calculations. Generally speaking the coeffi­

cients µ and v are expected to increase proportionally to Pr/m and 

(pT/mµµ> 2 respectively. Thews6 calculated the coefficients av:~aging 
over the longitudinal momenta of the pair, for the annihilation with 

gluon emission and quark-gluon scattering cases. He reports for X in 

the t-channel frame, 

1 2 4 
- p + p PT 

A - = 
3p2 + p 4 p -qqg 1 + mµµ 

and 

1 - 3p 2 
+ Sp 4 

A = 
9p2 5p4 qg 1 + + 

Thus the deviation from X=l becomes larger as p=pr/mµµ grows; 

Pr the virtual photon becomes more longitudinally polarized. 

formulae are independent of the quark distributions only when 

at large 

These 

integrated 

over a symmetric region in xF at a given mµµ· The particular dependence 

of X on x~ and xN relies on knowledge of the quark and gluon distribu­

tion functions in a way not represented in the literature. The relation 

1-X=2v is assumed to hold for these processes. For µ the results of 
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Thews for the QCO subprocesses are 

and 

p(l-p2)[p2+(p+(l+p2))2] 

2 (1+p2)2 (1 +&p2) 

1.4. Higher twist (bound state) effects 

There is another prediction involving QCD regarding the production 

of muon pairs which becomes important in the limit xF-.1. Berger and 

Brodsky predicted that as this limit is approached, the "annihilating 

quark or antiquark in the pion ... is taken far off-shell, and conse­

quently the short-distance internal dynamics of the hadronic wave 

function is probed."7 From ki~ematics one expects the annihilating 

quark to go far off-shell as x~~l; they introduced a model to estimate 

the magnitude of the effect. To represent the incident meson wave 

function, they used a single gluon exchange between the annihilating 

valence antiquark and the "spectator" valence quark. This process is 

sketched schematically in figure 4. The results of their calculation 

showed that as xF~l, the virtual photon becomes longitudinally polarized 

and so the angular distribution changes from l+cos2e to sin2e in this 

limit. Their results also showed that the pion structure function 

contained a scaling term (proportional to l+cos2e) and a non-sealing 

term (proportional to sin28). ~pecifical ly, they showed that as xF ... 1, 

in the t-channel frame 

2 2 da ~ (1-x~) (l+cos B) + . 2ll 
SIO o + (1-x~)sin2Bcos~ , 

where here the scale parameter <k~) characterizes the mean square 
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Figure 4. Diagrams calculated by Berger and Brodsky in their 

higher twist model. 
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transverse momentum of the annihilating antiquark and neglected mass 

terms. 6 Integrating over the azimuthal angle;, one is left with only 

the first two terms; integrating over cose implies that the quark den­

sity function of the pion, g7r(x~) becomes 

2 (1-x ) + 
7r 

which implies that the pion structure function has a non-scaling term 

leading to a non-zero intercept at x =1. 
7r 

1.5. Experimental aims and motivation 

Experiment E615 at Fermi lab was specifically designed to study muon 

pair production by pion-nucleon collisions at large xF with high statis­

tics to measure the hadronic structure functions in this I imit. An 

equally important aim was to have good enough acceptance at large 

jcos6l, where one muon has low laboratory momentum, in order to do a 

precise measurement of the angular distributions at high x. Also, data 

at two different beam energies were recorded to test scale invariance, 

and data with both 7r+ and 7r beams were taken to measure cross section 

ratios, which can provide an estimate of the size of the charge-indepen­

dent gluon contributions. The experiment grew out of previous efforts 

by the same collaboration from the University of Chicago and Princeton 

University (CIP), the most recent of which was E444 at Fermi lab. E444 

measured hadronic structure functions8 and angular distributions9 with a 

sample of some 3200 pairs with 'm )4 GeV/c2 , and found evidence for µµ 
longitudinal photon polarization at large xF. Asimilar experiment, NA3 

at CERN, did not see the same modulation of the angular distribution 

with xF10 (see figure 5), though the experimental uncertainties were 

large. The data from E444 were consistent with the higher twist predic­

tion of QCO but given the results from NA3, insufficient to prove it. A 
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later experiment at CERN, NAlO, had very large statistics (over 150,000 
events), but poor acceptance at high xF and lcos81, and was therefore 

unable to resolve the discrepancy independently. Their data, however, 

are also consistent with the higher twist hypothesis, 11 and their mea­

surement of the¢ angular distribution agrees with the first-order QCD 

predictions. The past and current results will be presented in later 

chapters. 
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Figure 5. Comparison of angular distribution results from E4449 at 

Fermi lab (CIP) and NA310 at CERN. 





CHAPTER 2 

THE EXPERIMENT 

The experiment described here13 is E615 at Fermi lab and was carried 

out 1n the Proton West High Intensity Area. Very broadly, the experiment 

can be divided into four sections: 1) the beam and beam monitors; 2) the 

target, absorber, and selection magnet; 3) the spectrometer; and 4) the 

triggering and readout system. Figure 6 shows the general layout of the 

apparatus in the experimental area. The beam was a secondary hadron 

beam produced with high energy protons from the superconducting accel­

erator at Fermi lab. These hadrons impinged on the target, producing 

muon pairs in addition to hadronic showers. The selection magnet was 

filled with low-Z material to absorb the beam and secondary hadrons, and 

swept low energy muons out of the active region of the detector. The 

scinti I lator hodoscope banks triggered a readout of the tracking cham­

bers in the spectrometer and the events were recorded on tape for later 

reconstruction. In this Chapter each of the elements of the experiment 

wi I I be discussed, followed by a summary of the running conditions and 

data taken. 

2.1. Beam and beam monitors 

The beam used in the experiment was produced by the primary proton 

beam from the Fermi lab accelerator striking a Be target. Secondary 

hadrons produced in the target at 0° were momentum-selected by a series 

of dipole magnets and col I imators 1n the secondary beaml ine. The beam 

was brought to a focus at the experimental target by quadrupole magnets 

18 
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in the beaml ine. Monitors of the beam position and intensity were avai 1-

able on-line, both as control room displays and (in the case of intensi­

ty monitors) as part of the data recorded on tape. For the bulk of the 

data collection, the accelerator operated with a 33~ duty cycle with a 

twenty second spi 11 every minute. This greatly improved the data col­

lection rate over the test run of the experiment, during which there was 

a 15~ duty cycle. 

2. 1. 1 Beam I i ne 

Figure 7 shows the schematic layout of the secondary beam I ine 

elements. Protons at 800 GeV (400 Gev in the case of 80 GeV secondary 

energy) struck the 43 cm long beryl I ium target, producing secondary 

hadrons (and electrons, which are not crucial here). The first bend 

served to separate the secondaries of the desired charge, production 

angle, and roughly correct momentum from the non-interacting beam par­

ticles and secondaries of wrong momentum or charge. A quadrupole trip­

let then focussed the beam onto two adjustable slits fol lowing another 

dipole bending magnet; together these determined the central momentum 

and momentum spread of the beam, which was 252 GeV/c with a half width 

of 9 GeV/c for the bulk of the data collection. The beam was then 

transported through another bend with a FODO chain of quadrupoles such 

that an image of the beam at the momentum slit was reproduced at a third 

horizontal col I imator. An asymmetric triplet then focussed the beam 

onto the experimental target. The distance from the primary target to 

the experimental target was about 250 meters. In addition to these 

primary features of the beam transport, "spoiler" magnets were located 

at intervals along the beamline. These magnets had a field which was 

oriented azimuthally to the beam direction such that muons from pt on 

decay which left the beam pipe were focussed away from the beam direc­

tion. These magnets served to reduce significantly the halo component 

of the beam. 
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The currents of al I the magnets in the beamline were control led via 

a centralized computer system with a terminal available in the experi­

ment>s control room. Video displays of the beam position at the wire 

chamber locations enabled continuous monitoring of the beam position, 

and quick diagnosis of beamline problems. Digital readouts of the beam 

intensities were also available on the beamline computer system, which 

facilitated the beam tuning. 

2.1.2 Composition of secondary hadron beam 

As wi I I be discussed later, the beam was run in three main modes: 

80 GeV negative, 252 GeV negative, and 252 GeV positive. In the case of 

the negatively charged beams, the main constituent of the beam was 

p1ons, with less than 10~ comprised of kaons, antiprotons, and elec­

trons. In the case of the postively charged beam, since the primary 

beam was positively charged the secondary beam was about half protons 

and the other half pions, kaons, and electrons. The actual composition 

of the beams used in E615 was not measured or tagged with a Cerenkov 

counter; the beam intensity was too high to permit such a measurement. 

Table 1 shows the hadronic composition of the beam at the experimental 

target as derived from interpolating the measurements of Atherton, et 

.!.!_.; 12 these measurements were made with 400 GeV protons on beryllium 

targets of varying length. Thus for the 252 GeV secondary beams, the 

composition estimates were made by sealing up in xlab (the ratio of 

secondary to primary beam energy) and then estimating the change due to 

decay in flight of the pions and kaons. This procedure was found to 

work quite reliably. 

Another more bothersome component of the secondary beam was the 

halo muon component arising from the decay of pions and kaons. These 

muons comprised about 2~ of the total number of beam particles and had 

less wel I-defined positions and momenta than the hadronic component. 

These muons in accidental coincidence with muons of opposite sign pro-
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duced in the experimental target, could mimic real prompt dimuon events. 

This was the largest source of background in the experiment, so a s19n1-

f icant effort was made to reduce this component of the beam using the 

spoiler magnets. 

TABLE 1 

SECONDARY BEAM HADRONIC COMPOSITION 

beam * * ~ p 

80 GeV (-) 91.9~ 2.9~ 

252 GeV (-) 92.8~ 1.7~ 

252 GeV (+) 53.8~ 42.1~ 

2.1.3 Beam intensity monitors 

5.21 

5.51 

4.11 

The integrated intensity of the beam was measured using three cyl­

indrical ionization chambers, two of which were segmented into five 

annuli with separate readouts. The total charge generated during each 

20 second beam pulse was collected at the end plate of the chamber and 

digitized. To calibrate the chambers, thin copper plates were placed in 

the beam next to the chambers and exposed to the beam. The production 
24 of Na was measured, and from the known cross section for its produc-

tion and the beam composition, the total number of hadrons per ion cham­

ber count was calculated, ideally to within about ±10~. (See table 4.) 

To monitor the "live time" of the experiment two devices were used. 

The first was an atmospheric-pressure Cerenkov counter which situated 1n 

the beamline. The counter was designed to be inefficient so that on 

average only RF buckets (see next section) with 10 or so p1ons would 

cause a count. The second was a counter telescope oriented at 90° to 
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the beam, pointing at the center of the target. This device gave one 

count for every 10
4 p1ons and was thus less sensitive to beam time 

structure but more sensitive to beam position. Counts from both devices 

were gated by the trigger logic in such a way that the number of counts 

when the experiment was live, or ready to accept another trigger, could 

be divided by the total number of counts in a spil I giving the live 

fraction of the experiment. 

2.1.4 Beam time structure 

The time structure of the beam at al I time scales was determined by 

various features of the main proton accelerator. At the longest time 

scale, the beam was on only during extraction of the primary protons 

from the Tevatron. This occurred for 15-20 seconds roughly each minute, 

with variations in the intensity of the extracted beam of a factor of 2 

or so on the scale of one second. Since the primary protons in the 

accelerator were grouped in eight to twelve "bunches," the next time 

structure scale was on the order of 1.7 µsec, with peaks and valleys 1n 

beam intensity corresponding to bunches hitting the primary target. If 

fewer than the maximum number of bunches were in the accelerator, a gap 

of 4-8 µsec every 21 µsec (the bunch revolution frequency) was seen 1n 

the beam intensity. At the shortest time scale, the primary protons 

were grouped in "buckets" which came each 18.9 nsec, corresponding to 

the RF frequency used in the accelerator. 

2.2. Shield, target, absorber and selection magnet 

Figure 8 shows the configuration of the upstream section of the 

experiment, including the target and upstream portion of the absorber 

and selection magnet. The concrete/steel veto shield (not shown in 

figure) absorbed out low energy hadrons and electrons from showers pro-
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duced by "scraping" of the beam against the magnet poles and beam pipe, 

with the beam transported through the center of the shield 1n an evacu­

ated beam pipe. The target was a 20 cm long, 5 cm diameter cylinder of 

tungsten alloy. This corresponded to about 1.7 pion inelastic interac­

tion lengths, so that more than 80~ of the pions interacted 1n the tar­

get. Fol lowing an air gap of 46 cm was a stack of sintered beryllium 

oxide bricks. These bricks ended at the front pole face of the selec­

tion magnet, the upstream gap of which was fi I led with beryl I ium 

(bricks, with 1% sand fi Iler). Downstream of the beryl I ium were carbon 

(graphite) blocks f i I I ing the rest of the gap of the magnet, fol lowed by 

another stack of beryllium oxide bricks. Table 2 shows the character­

istics of each of the absorber elements. 

The purpose of the absorber/selection magnet configuration was 

twofold. Firstly, the absorber was used to range out as much of the 

hadronic and electromagnetic debris produced in the target (and the 

absorber) as possible, while keeping the scattering and energy loss of 

the muons to a minimum. (The target was placed away from the absorber 

to faci I itate the identification of events produced in the target, as 

opposed to the absorber.) Secondly, the selection magnet swept out of 

the active region of the spectrometer any low energy muons from secon­

dary decays or low-mass muon pairs. Also, the muons from high mass 

pairs with high energy and large opening angle would be focussed in 

towards the spectrometer, enhancing the high mass acceptance of the 

experiment. The optimization of these parameters was a large part of 

the design effort in the experiment. 

The drawing of the selection magnet 1n figure 8 shows that the gap 

between the pole faces of the magnet. was smaller at the upstream end and 

increased as a function of the depth into the magnet. This was to 

maximize the field strength at the upstream end, giving the greatest 

lever arm possible for bending the trajectories of the particles. The 

transverse momentum kick of the magnet was 3.14 GeV. The field gap was 

also tapered in the horizontal direction, as shown. The field of ~he 

magnet was measured (after the completion of data collection) by remov-



27 

ing the absorber from the interior of the magnet and using the Fermi lab 

ziptrack, a device in which three mutually perpendicular coils were 

fixed to a cart which rolled inside an aluminum beam under computer 

control. The current induced by the magnetic field was digitized and 

recorded on magnetic tape. For the upstream end of the magnet, the 

ziptrack would not fit, and so a "flip coi I" was used. This 1s a hand­

held device operating on the same principle as the ziptrack. Figure 9 

shows the measurements of they-component of the magnetic field of the 

selection magnet as a function of the distance along the beam axis. The 

wiggles in the field correspond to the steps in gap size. The integrals 

with respect to z (the beam axis) of the x- and z-components of the 

field are less than 0.1~ of that of they-component. The variation in 

the y component of the field as a function of x and y was less than 1~ 

for most of the magnet; the variation was larger only near the down­

stream end where the field bulged out of the magnet. Additionally, at 

the downstream end of the selection magnet was a mirror plate to mini­

mize the fringe field in the spectrometer region. 

2.3. Spectrometer 

The momentum analyzing spectrometer in the experiment consisted of 

a system of wire chambers upstream and downstream of a second analyzing 

magnet downstream of the selection magnet/absorber, as depicted in fig­

ure 10. Two types of chambers were used, proportional wire chambers and 

drift chambers, with a total of 27 planes of wires. The wires of the 

chambers were oriented either along the y-axis or at an angle (<20 

degrees) to the y-axis. Thus the three-dimensional trajectories of 

particles passing through the chambers could be reconstructed with some­

what better resolution in the xz-plane (bend plane) than in the yz­

plane. The momentum of particles passing through the spectrometer could 

be calculated from the change in the trajectory of the particle through 

the (known) magnetic field of the analyzing magnet. The analyzing mag-
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net for the spectrometer was a large air-gap (0.92m x 1.82m X 1.6m) 

dipole with an 860 MeV transverse momentum kick. The field was measured 

using the Fermi lab ziptrack, as with the selection magnet, and an 

absolute calibration was made with a very sensitive NMR probe. The 

momentum resolution of the spectrometer for single tracks was a /p = 
p 

0.01%Xp, with p in GeV/c. 

2.3.1 Proportional wire chambers 

The proportional wire chambers (PWC) were used in the upstream end 

of the spectrometer, because of their capacity to handle higher particle 

rates per unit area. The system consisted of three chamber modules, 

each with three wire planes with 20µm-diameter wires oriented at angles 

of -0.26, 0.26, and 0.0 radians. The wire spacing was 2.1 mm between 

wires, and the modules were of increasing size from upstream to down­

stream. There were a total of about 6000 wires in the whole system. 

The wires were held at ground potential with respect to aluminized Mylar 

cathode planes at high voltage (N3800V) in a gas atmosphere of 80% Ar, 

19~ C02, and 0.4% Freon, saturated at l0°C with methylal vapor. Charged 

particles passing through the chamber ionized the gas and the I iberated 

electrons drifted toward the sense wires, causing an avalanche of fur­

ther ionizations near the sense wire. The C02 quenched the avalanche 

while the Freon absorbed drifting electrons, control I ing the size of the 

active region around each wire.) Each sense wire was connected to a 

charge sensitive preamplifier, which sent a signal to the chamber read­

out system in the experimental control room via a 500 nsec delay cable 

with individually shielded twisted pairs. 

The readout system for the PWC system consisted of a hierarchy of 

custom-designed high-speed ECL modules. At the lowest level were the 

receiver and buffer modules (RABs), which received the signals from the 

chamber preamplifiers and if coincident with a 40 nsec gate pulse gener­

ated by the trigger, set a bit in a memory register. At the next level 
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were the primary scanners, one per ~hamber module, which filled a memory 

with a list of the addresses of wires with signals. This memory was 

then read by the secondary scanner, which transferred the information to 

a CAMAC module in the central readout of the experiment. 

2.3.2 Drift chambers 

The drift chamber system consisted of four planes of x-wires 

(wires oriented along the y-axis) upstream of the analyzing magnet and 

16 planes of x, u, and v wires downstream of the analyzing magnet. A 

total of about 1800 sense wires were spaced at 19 mm intervals in a gas 

atmosphere similar to that of the PWCs. The difference in operation was 

in the method of readout of the chambers. The arrival time of signals 

from the drift chambers relative to a signal generated by the trigger 

was digitized in 8 nsec units by modules of the readout system. Thus 

the position of the particle passing through the chamber could be calcu­

lated to 260 µm accuracy, modulo the left-right ambiguity. To resolve 

the ambiguity adjacent planes were placed one half-eel I apart. 

2.4. Trigger 

During data collection a readout of the CAMAC modules containing 

event information was initiated by a logic pulse originating from the 

trigger electronics. The trigger initiated readout based on the pattern 

of struck scinti I lators in the hodoscope banks. The logic for the scin­

tillator hodoscope trigger was hierarchical, organized in three levels 

of increasing complexity (and hence increasing time for decision), to 

reduce dead time. Physically, the trigger levels required the possi­

bility of the presence of a high-mass muon pair 1n the detector. Level 

1 required that there be at least two muons in the detector. Level 2 

required that there be two muons which projected back to the target 1n 
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the y-z plane (where there was no bending in the magnetic field). 

Level 3 compared the pattern of struck counters with a lookup memory 

containing patterns typical of high-mass pairs and physically possible 

trajectories. 

Al I timing was done relative to the RF of the accelerator, since 

the arrival time of beam particles was determined by this frequency. 

The logic was arranged so that a readout could be aborted if higher 

trigger levels were not satisfied. Also, no Level 1 signals were 

generated if the veto banks indicated the presence of halo muons outside 

the beam pipe during the bucket. A Level 1 signal initiated a busy 

state during which no further RF buckets would be al lowed to initiate a 

readout. This state could be reset by the absence of a Level 2 signal 

or the absence of a Level 3 signal, 1n which case the readout was 

aborted. If al I three levels were present, a signal was sent to the on-

1 ine PDP 11/50 to read the CAMAC modules containing data from the wire 

chambers, scintillators, and other devices. The computer reset the busy 

state when the readout was complete. (Also, every one-thousandth Level 

1 initiated a ful I readout regardless of the state of Levels 2 and 3. 

These events were used for for diagnostic purposes.) A Level 2 abort 

took 100 nsec after a Level 1 trigger, a Level 3 abort took an average 

of 600 nsec after a Level 1 trigger, and a full readout of the detector 

took an average of 2 msec. 

2.4.l Veto system 

To help eliminate accidental t~iggers from muons produced by the 

decay of pions inf I ight, muons outside the beam pipe were vetoed by 

four hodoscope planes upstream of the target, shown in figure lla. 

Horizontal and vertical counters in the "A" and "B" banks were arranged 

so that each A counter was overlapped by two adjacent B counters offset 

by one half-counter width, with holes in the center for the beam vacuum 

pipe. The requirement for a veto signal was that there be a coincidence 
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between associated counters in the A and B banks in the horizontal and 

vertical planes. The dead time associated with the veto was about 10~, 

with counter rates in the megahertz range. 

2.4.2 Level 1 and 2 dimuon selection 

The Level 1 and 2 triggers were derived from the scintillator coun­

ter hits in the C, D, E, and F hodoscope banks, whose arrangement 1s 

shown in figure llb. The C and D banks consisted of three planes each, 

one horizontal (CY and DY), one vertical (CX and DX), and one tilted (CU 

and DU). The U banks were not used in Level 1 or 2. The CY and DY 

banks contained the same number of counters, though the DY counters were 

wider in proportion to the distance from the target, and were arranged 

such that a line drawn from the boundary between two DY counters and the 

target passed through the center of a CY counter. Note also that the Y 

planes were split into left- and right-side counters, and that there was 

a hole offset from the center of the banks for beam-associated muons to 

pass through. The E and F banks were identical planes of X counters, 

each behind a 0.8 m steel wal I. Both banks were split into top and 

bottom counters and also had holes for the beam muons. The banks were 

more finely segmented in the central region where fluxes were higher. 

A Level 1 trigger required that there be at least two non-adjacent 

counters struck in the CY, DY, E, and F banks, counting only the logical 

OR of the left- and right-side counters (or bottom and top counters, for 

the E and F banks). Also, the CY and DY counters were used only if at 

least one of the CX or DX counters on the same side had a hit. 

The Level 2 trigger used the projective geometry of the CY and DY 

counters, requiring that there be at least two "Y-matches" between asso­

ciated counters of the CY and DY planes, again gated by the X counters 

from the same side. Also, Level 2 required that there be no more than 

eight counters struck in each plane. 
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2.4.3 Level 3 mass lookup 

The Level 3 trigger used only the C and D banks for making its 

decision. The trigger was actually a hardware processor which compared 

the pattern of struck counters in the C and D banks with a list of 

acceptable patterns in a memory. The trigger first formed "pads" in 

each bank, consisting of the intersection between three struck counters 

(X, Y, and U). The U counters were tilted such that each counter 

crossed a diagonal swath of XY pads. The U counters were useful in 

resolving ambiguities when two X and two Y counters fired, forming four 

possible XY pads. The trigger then found "track candidates" defined as 

a pair of pads, one in the C bank and one in the D bank, with the same Y 

coordinate. The trigger took each pair of track candidates and formed a 

15-bit address for each track. From the CX and DX coordinates of each 

track its charge could be determined (assuming it came from the target) 

and also whether it was physically possible for the track to have come 

from the target at all. If both track candidates were physical, the 

difference in the CX coordinate, the difference in the DX coordinate, 

and the difference in the CY coordinate were used as addresses to one 

of four memory lookups, one for ++ combinations, one for +- combina­

tions, one for -+ combinations, and one for -- combinations, though in 

practice the last one was not used. The memory bit for the address 

determined whether the pair candidate was an allowable high-mass pair. 

If there was at least one good candidate out of al I possible combina­

tions, and there were not more than 16 combinations, a Level 3 trigger 

was generated. Ful I detai Is of the electronics are available in refer­

ence 13. 

The tables of acceptable pair combinations were arrived at through 

a combination of Monte Carlo calculation and off I ine analysis (once 

actual data were available). This scheme proved very useful for el imi­

nating beam-associated accidentals, since these tracks tended to be 

close together. One requirement that eliminated a large fraction of 

these events was to demand that the pads be separated in Y by more than 
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one pad width. This resulted in a 10% loss in acceptance, but reduced 

the dead time of the experiment significantly, thus increasing the total 

rate of bi~h mass event collection. 

2.4.4 Gerieral timing considerations 

As mentioned at the beginning of this section, the trigger signal 

originated ultimately from an RF wave synchronized with that of the main 

accelerator where RF buckets were 18.9 nsec apart in time. The elec­

tronic modules which were used to generate the Level 1 and 2 triggers 

required that the input signals be )35 nsec in duration. Thus acciden­

tal particles from adjacent buckets could cause a trigger. However, the 

pattern of hodoscope hits was recorded in latch modules which could be 

gated with a much shorter (8 nsec) pulse. To discriminate against the 

bucket previous in time to the one of interest, the latch gate was 

placed late enough to miss the previous bucket yet sti I I catch the 

bucket of interest. Later, during the off I ine analysis, the trigger was 

required to be satisfied by the latched counters, thus eliminating this 

source of accidentals. 

2.5. Data collection 

Data were collected in three runs between December 1983 and July 

1984. The first run was with 80 GeV w-, during which N4000 pairs with 

mµµ > 4.0 GeV/c2 were recorded. The next run was with 252 GeV ~-, dur­

ing which N50000 pairs with m > 4~0 GeV/c2 were recorded. The last 
µµ + 

run was shorter, with 252 GeV positive hadrons (~ and p), and during 

this run N9000 pairs with mµµ ) 4.0 GeV/c2 were recorded. The data 

analyzed in this thesis were from the 252 GeV runs. During the 80 GeV 

run, the beam spi I I length was about 10 seconds. The length was 
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increased to 15 seconds, and then to 20 seconds during the 252 GeV runs. 

This was a great improvement over the 1982 test run of the experiment, 

during which the spil I length was only 2 seconds long (every 15 sec­

onds), since the better duty cycle al lowed higher integrated intensi­

ties. Typically during negative running the beam intensity was about 

4 x 109 ~/spi I I; with the positive beam the intensity was nearly double 

this, at about 6-7 x 109 ~/spi I I. 

2.6. Acceptance 

Figure 12 shows the detector acceptance for each of the kinematic 

variables, where each plot is integrated over the ranges of al I the 

other variables. This of course obscures the strong correlation of the 

acceptance in a given variable with the value of another, but the figure 

illustrates the good acceptance in cos6 and xF for which the detector 

was optimized. Details of the acceptance correlations and detector 

resolution wi I I be discussed in conjunction with the analysis and 

results of the experiment. 
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CHAPTER 3 

EVENT RECONSTRUCTION AND DATA ANALYSIS 

This chapter describes the method used to take the raw information 

from the primary data tapes and extract the differential cross section 

distributions. The process can be divided into three parts: event re­

construction, the detector acceptance calculation, and the background 

determination. This reflects the fact that to calculate the differen­

tial cross section one must know the distribution of events recorded on 

tape and the probability that an event with given kinematics wil I be 

accepted by the detector. This "deconvolution" process is described 1n 

more detail at the end of the chapter. 

3.1. Event selection. 

The general data flow proceeded in several stages. Tracks in 

events which passed a preliminary off I ine cut were reconstructed from 

the wire chamber hit information and a crude vertex calculation was 

made. The trajectories of al I muons in the event were recorded along 

with the hodoscope hit information, event identification, etc., for 

subsequent analysis. At the n~xt stage only events whose initial vertex 

calculation indicated the presence of at least one muon pair with mass 

greater than 2.0 GeV were collected onto data summary tapes. These 

events were then reconstructed to the target vertex with a more accurate 

method based on careful treatment of the magnetic fields and particle 

transport. Events with one and only one opposite-sign muon pair whose 

associated hodoscope hits satisfied the trigger and which were contained 

39 



40 

1n the fiducial volume of the detector were then used 1n the final kine­

matic cut selection. 

3.1.1 Offline cut. 

The primary purpose of the offline event cut was to reduce the 

number of events to be sent to the track finding routines, since track 

reconstruction used a great deal of computer time. This cut resulted in 

a reduction of about a factor of two; the track reconstruction used 

approximately 1000 hours of Cyber/175 CPU time. The offline cut used 

the hodoscope information to determine if the pattern recorded satisfied 

al I three online trigger levels, and then used the track candidates from 

the third level to find struck counters in the E and F hodoscope banks. 

A crude estimate of the muon trajectories was made and from these an 

estimate of the pair mass was made. Events having no pair candidates 

with mass greater than 2.0 GeV (with 90% confidence) were rejected and 

not sent to the track finder. This cut resulted in eliminating two­

thirds of the raw triggers while eliminating fewer than 0.01% of the 

good high-mass events. 

3.1.2 Track finding. 

The job of the track finding algorithm was to take the raw wire hit 

information for a given event and determine the trajectories of al I the 

particles passing through the spectrometer. A typical chamber hit pat­

tern is displayed in figure 13, along with the trajectories of the 

tracks found in the event. The figure shows that there were many extra 

hits from "stale" tracks, soft "punch through," and noise. Particularly 

bothersome to the track finding algorithm are the extra hits occurring 

very near an actual track due to soft delta rays. The track finder must 

therefore determine a "road" along which to look for track hits, calcu-
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Figure 13. Event with tracks found by track finder. 
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late candidate trajectories from these hits by minimizing the associated 

x2
, and iteratively add and/or remove hits in order to find the best 

trajectory as determined by the x2
. (This results in minimizing the x2 

with respect to the hits within the road.) Since for every particle the 

trajectory changed after passing through the spectrometer magnet, the 

track finding was done in three stages. First, the track segment in the 

upstream part of the spectrometer was found. The algorithm first 

searched for a segment in the PWC's (where noise rates were low) using 

the scintillators in the C and D bank to find a "road" through the re­

gion. The PWC segment was then projected into the upstream drift cham­

bers (where noise rates were high) in order to find hits there. This 

segment then defined an intercept at the midplane of the spectrometer 

magnet, which was used with the downstream hodoscope hits to determine 

the road for the downstream segment. The upstream and downstream seg­

ments were then combined into a "global fit" which required the segments 

to meet near the bend plane of the spectrometer magnet. Because of the 

redundancy in the system and good chamber efficiency, the resulting 

track efficiency was 99.7%. 

3.1.2.1 Upstream fit.-- The track segment fit in the upstream region pro­

ceeded in stages of increasing looseness of the requirements on the hit 

pattern. A segment 1n the PWC's was sought by first looking for ideal 

tracks with three hits in each projection (x, u, and v), that is, al I 9-

point tracks. This was followed by 8-point tracks, etc., down to 5-

point tracks. At each stage the "roads" in which hits were accepted were 

3 mm wide (compared with the PWC resolution of 0.6 mm) in and between 

each projection. Also, the segment was required to point loosely to the 

target in the y-z plane and also to at least two struck CX, CY or DY 

scinti I lators. For each segment thus found, associated hits in the 

upstream drift chambers were then found. Finally, the aforementioned 

procedure of fitting the trajectories and eliminating hits contributing 

too greatly to the x2 was performed on each upstream segment~ The hit 



43 

with the largest contribution to x2 was eliminated, and restored if the 

x2 probability became worse. This iteration was performed up to ten 

times, if the x2 probability remained below 5~. 

3.1.2.2 Downstream fit.-- The downstream track finding proceeded in 

essentially the same manner as with the upstream track finding, where 

now in the downstream case the track finder first looked for segments 1n 

the x view only (the horizontal plane), starting with the outermost 

planes and working inward, with roads of 1.5 mm. As each x-segment was 

found, the program matched it with an upstream track segment and used 

they projection to find a loose (9 cm) hit road for u- and v-hits. The 

track finder required that at least one hit be present in the upstream 

group of x chambers and also in the downstream group. There was no 

requirement that there be any u- or v-hits, although in over 99.5~ of 

the cases there was at least one. 

Once the hits 1n a segment were found, the program then attempted 

to improve the fit by eliminating hits contributing greatly to the x2 

and also by trying the associated hit on the other side of the drift 

eel I. This ambiguity also had another function, that of eliminating 

out-of-time tracks from previous or subsequent RF buckets. This was 

achieved by including in the fit a parameter 6 defined as a distance (or 

time) offset applied to every hit. Thus al I hits were moved either 

toward or away from the drift eel I wire,depending on the sign of 6. 

This was possible 90~ of the time, in the cases where the hits fell 

roughly equally on the positive or negative sides of the wire eel I, 1n 

which case o was al lowed to vary in the fit. Given the the digitizer 

accuracy, a 2.3 nsec resolution was possible, and a cut was placed at 

±Sa. Figure 14 shows the distribution of the fit value of 6 with the 

accepted limits. Clearly the out of time muons in the "shoulder" 

contaminate the data only at a very low level. 
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Figure 14. Distribution of time offset 6 for downstream track 

reconstruction. Tracks in shaded regions were cut. 
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3.1.2.3 Global fit.-- The upstream and downstream segments were combined 

in a global fit which required that the segments meet (within error) at 

a point near the center of the spectrometer magnet determined by the cor­

rection for the initial slope of the track. Corrections to the hits 

were also made for chambers in the fringe field of the magnet and for 

the effect in the yz plane for the helical trajectory of the particle. 

Just as with the individual segment fits, the track fitter attempted at 

this point to improve the fit by eliminating bad hits or including 

others to improve the x2 . 

The final angular resolution of each segment determined the overal I 

momentum resolution of the spectrometer. For the upstream segment the 

angular resolution in the xz plane was 70 µrad, and for the downstream 

segments the resolution was 50 µrad. This results in a momentum resolu­

tion given by 

with p 1n GeV/c. 

a 
__Q 

p 
: 0.01% x P I 

The individual chamber plane efficiencies were calculated by using 

tracks from events which reconstructed to good high-mass pairs, where at 

most one hit was missing from the track segment. The efficiency for a 

given plane is then the ratio of the number of tracks with no missing 

hits to the sum of this number with the number of tracks in which the 

m1ss1ng hit was m1ss1ng from the chamber of interest. In general the 

PWC's had efficiencies of about 97~ and the drift chambers had eff i­

ciencies of about 88%. With the redundancy in the system and the loose 

requirements on what constituted a track, the overal I reconstruction 

efficiency was 99.7~ per pair. Figure 15 shows the number of hits in 

the upstream and downstream segments after the global fit. The distri­

butions are strongly peaked toward the optimum number of hits in both 

cases; the somewhat lower drift chamber efficiencies are reflected 1n 

the fact that the distribution of the number of downstream hits is 

peaked at one hit missing. 
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Figure 15. Distribution of number of hits in upstream and down­

stream track segments. A perfect track would have 13 hits upstream and 

12 downstream. 
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3.1.2.4 Chamber alignment.-- The chamber alignments were done by 

starting with surveyed position for the wire planes, and making smal I 

adjustments to the positions to center the residuals to the fits (hit 

position minus fit position) at zero, leaving two planes in each group 

fixed. The upstream and downstream sections were aligned using data 

taken with the spectrometer magnet off. During the processing of the 

events with the track finder, the alignments were checked frequently and 

smal I (< 0.25 o) adjustments were made in the drift chamber time offsets 

to compensate for shifts in the residuals to the track fits. These 

adjustments resulted in maintaining the mean position of each plane to 

better than 10~ of the chamber resolution. 

3.1.3 Vertex fit and momentum calibration. 

Given the trajectories and momenta of two oppositely-charged muons 

downstream of the selection magnet, the next task was to determine if 

the pair came from a point in the target, and if so what the initial 

trajectories and momenta were. This was accomplished by making a con­

strained fit to the mean production point in the target, and rejecting 

pairs with too large a x2 . The problem was made more complicated by the 

presence of the magnetic field and absorber between the target and spec­

trometer, which caused multiple scattering and energy loss for muons 

traversing the field volume in addition to the deflection from the 

magnetic field. Since the general problem was too difficult to solve 

analytically (since the scattering process is stochastic), the Monte 

Carlo was used to simulate the .transport of muons through the detector 

and calculate a parameterized form of the expression for the initial 

positions, slopes, and momenta of the pair. The model in the Monte 

Carlo was based on the measurements of the magnetic fields and was 

checked against the masses of the~ and T. 
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3.1.3.1 Energy loss.-- The Monte Carlo calculated the energy loss for 

muons passing through the target and absorber material by including the 

effects of ionization energy loss, pair production, bremsstrahlung, and 

nuclear interactions. Most of the energy loss comes from ionization, 

but the other processes contribute to the high tail. Figure 16 shows 

histograms of the energy loss for muons in the indicated momentum 

ranges, showing the Landau shape. Due to the high tail, the mean energy 

loss is larger than the peak energy loss; as the muon energy increases, 

the mean energy loss increases faster than the peak energy loss. 

To determine what the initial momentum of a muon was from a mea­

surement of the momentum downstream of the absorber, the peak energy 

loss and not the mean energy loss as a function of final momentum was 

used, even though this biases the energy loss. The reasons for this 

were to improve the mass resolution (at the expense of a systematic 

shift in reconstructed mass) and to try to make a Gaussian approximation 

to the spread more accurate by biasing against events 1n the tail. If 

pf is the final momentum then the initial momentum pi 1s given by 

pi = pf + 3.48 GeV/c + O.OOllXpf , 

with pi and pf in GeV/c, reflecting the peak energy loss. (The Monte 

Carlo events were treated in exactly the same way, so no net bias is 

introduced in the final corrected result.) 

3.1.3.2 Transport equations.-- To describe the initial trajectory of a 

muon 1n terms of its final trajectory we define xi and xf as the initial 

and final x-intercepts at the z=O plane (the mean production point in 

the target), and similarly 8i and 8f are the initial and final angles of 

the track. In the ideal case of a dipole field B 1n they direction, 

whose magnitude depends only on z, with no energy loss or multiple 

scattering, the forms for ~x and ~sinB are, for a particle of charge q, 
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Figure 16. Energy loss (Monte Carlo) for muons in two momentum 

ranges. Note increase in energy loss in higher momentum range. 
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1 rr 6.x - x. - xf = 0.03 [ q 3 d€ By(z) dz 
I 

Pf cos ()f z. z. 
I I 

3 tan ef 
J'f d€ [ J€ By(z) dz r + 

2 4 
2pf cos ()f z. z. 

I I 

+ q 

Thus we see that the equation for 6x depends on the final angle ()f of 

the track, even in the ideal case. Since we are dealing with the case 

where the muon is losing energy and scattering as it traverses the ab­

sorber, we write the transport equations as 

" xi - xf = q [ 

a2tan()f 2 

l 6.x 
al a3 (t+6tan 8f) 

3 + q 2 4 + 3 3 ' 
pfcos ()f pfcos ()f Pf cos ()f 

6sin() (). - ()f 
( bl b2 b3 

J - sin Sin = q + 2 + 
3 I 

Pf Pf Pf 

where 

ai2~e· 
4 i=l,2,3 a. - ail + ... + a;5{a I 

b. bil b;2{e• 
4 i=l,2,3 - + ... + b;s{e I I 

and 
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taking into account the sign q of the particle. To calculate the coef­

ficients the Monte Carlo was used to generate 300,000 positive and nega­

tive tracks from realistic physics distributions, simulating the trans­

port through the magnet and absorber, including multiple scattering and 

energy loss. The coefficients a .. and b .. were then calculated from 
I J I J 

reconstructed pairs using a linear least squares method to minimize the 

x2 defined (for the a .. ) by 
IJ 

2 (l\x i -l\x i J 2 x = L: 2 a . 
I (]. 

I 

where l\x 1s the predicted value for l\x based on the a ... Asimilar 
I J 

expression is used for the b .. in terms of !\sine. 
I J 

3.1.3.3 Vertex fit.-- The best estimate of the x-coordinate of the pair 

vertex was the weighted average of the individual track x-coordinates 

and the beam position: 

xi = [ 

+ x. 
I 

(}2 
x+ 

x. 
+_I~+ 

a2 
x- H 1 

0"2 
x+ 

+ 
1 

(}2 
x-

+ 
1 

2 
0 xb 

where ox = (0.55m)/pf' with pf 1n GeV/c and x~ given by the expressions 

in the previous section. Since the errors in the angles are correlated 

with the errors in the position, x. was used to correct the measurement 
I 

of the angles according to the expression 

sin~. = 
I 

oe 
sine. + p (x. -x.) 

I (J I I 

x 

where p = 0.4 was determined from the Monte Carlo. Similar expressions 

for they-coordinate were used, with different errors and no bending 1n 

the magnetic field such that yi = yf. The x2 of the fit is given by 
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(. [ xb-xi 
]

2 

and similarly for y. With the number of degrees of freedom, the x2 

probability can be calculated for a candidate pair. For true prompt 

pairs the probability distribution should be flat down to very low prob­

ability; for accidentals and pairs with very large multiple scattering 

or energy loss the distribution wi I I be peaked toward zero probability. 

Figure 17 shows the x and y x2 probability distribution for the sample 

of events with mµµ>4.0 GeV; by cutting events with vertex probability in 

x or y less than 0.02, one can eliminate much of the background with a 

loss of just under 4~ of good pairs. The o's were calculated from the 

Monte Carlo; that the vertex probabilities are flat is evidence that the 

transport through the selection magnet is modeled wel I. The probability 

distributions remain flat near the kinematic limits of high mass and 

high xF, also, as shown in figure 18. 

3.1.3.4 Energy calibration.-- As mentioned previously, the coefficients 

for the transport equations were calculated using the Monte Carlo simu­

lation of particle transport through the detector. This simulation was 

based on measurements of the magnetic fields of the magnets as described 

in Chapter 2. In the simulation, the true initial position x~ of each 
I 

track was known and from the above parameterization one could form a x2 

with respect to variations in the parameters. Since the parameteriza­

tion of the initial position of the tracks is linear in the coeffi­

cients, the condition that x2 is minimized becomes a system of linear 

equations in the parameters, the coefficients of which are just sums 

over the tracks in the simulation. Thus, to calculate the transport 

coefficients the simulation was run on a large sample of tracks and the 

new coefficients calculated at the end. Since the simulation required 
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Figure 17. Vertex x2 probability for x- and y-vertex fits for full 

sample. Cut at 0.02 reduces contamination from dump events from 11~ to 

1~ of the sample. 
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Figure 18. Vertex x2 probability for x- and y-vertex fits for high 

mass and high xF. 
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knowing the coefficients to begin with in order to select the tracks, 

the process was iterative and converged within two or three iterations. 

Independent checks of the result were possible using the real data 

events. The spectrometer magnet was used to determine the momentum of 

each track in a pair and from the momentum and the transport equations 
± 

one could determine the most likely initial positions x. of the tracks. 
I 

The real data provided a check of the coefficients in that if the 

coefficients were good, that is a true representation of not only the 

Monte Carlo events but of the real data events, then the distribution of 

the quantity 6x.=x~-x~ should be a Gaussian centered at 6x.=0. If the 
I I I I 

Monte Carlo representation of the selection magnet were such that tracks 

were bent too strongly or too weakly, then the resulting coefficients 

when applied to real data events would cause the 6x. distribution to be 
I 

no longer centered at zero, indicating a disagreement between data and 

Monte Carlo. Also, these distributions could be made in various regions 

of tan~f and Pf to look for any systematic variations with these 

variables, as shown in figures 19 and 20. The plots show that the 6x. 
I 

distributions in the real data are well within one standard deviation in 

all the kinematic regions shown. 

Additionally, the masses of the~ and to a lesser extent the T 
could be used to check the overall mass calibration. This was done by 

comparing the mass of the ¢ as determined in the data (after subtracting 

a parameterized form for the continuum) to that by a simulation of ¢ 

events. Figure 21 shows the comparison between data and Monte Carlo for 

the¢ and T. The~ comparison shows a 25 MeV (0.8~) shift in the mean 

mass, corresponding to approximately l.5a. However, the acceptance is 

changing rapidly across the ~ peak due to the trigger processor. The T 

comparison was done similarly. Here the difference between the raw data 

mass distribution and a fit to the continuum (excluding the T region) 1s 

plotted, along with Gaussian curves whose widths and means were 

determined from the Monte Carlo. The agreement for the low mass edge of 

the T is very good. 
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Figure 19. Distribution of difference in x at target between posi­

tive and negative tracks as a function of p;. 
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Figure 21. 'and T mass distributions comparing data and Monte 

Carlo. Above, points with error bars are real data with continuum 

subtracted. Histogram is Monte Carlo distribution. Below, data points 

'with error bars are real data with continuum subtracted; curves are 

predictions from Monte Carlo, with normalization fit to data. 
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3.1.4 Selection criteria. 

Several cuts were placed on the data sample to insure an unambigu­

ous data set. Firstly, to deal with the problem of multiple tracks in 

an event, it was required that there be one and only one prompt pair in 

an event. A prompt pair was defined as an oppositely-charged pair of 

muons whose individual momenta were less than 260 GeV/c and whose com­

bined momenta were less than 280 GeV/c. This cut eliminated those 

events in which there was a question as to which was the real pair, 

while eliminating a good deal of the halo-induced accidentals. The rate 

at which good events were lost to this cut was 7.4%. This is not taken 

into account in the Monte Carlo, and hence wi I I affect the overal I nor­

malization. (See section 3.5.) Next, for events in which this first 

criterion was satisfied, each track was required to be within the f idu­

cial volume of the detector; that is, each track was required to not hit 

the steel in the magnets or pass through the holes in the counter banks. 

Also, the hodoscope counters associated with both tracks were required 

to pass al I three online trigger levels as wel I as the off line cut. By 

"associated" it is meant that the reconstructed track was projected onto 

each counter bank and the counter at this position was checked to see if 

it had a hit. If not, and the projected position was within a few mil­

limeters of a neighboring counter which had a hit, this counter was used 

instead, thus taking into account scattering and chamber resolution. 

Figure 22 shows the final kinematic distributions based on the 

above cuts. In general one sees a steeply fal I ing mass distribution, an 

xF distribution peaked near xF=0.5, a Pr distribution with a maximum at 

about 1 GeV, and a cosB distri~ution which fal Is off rapidly at the 

extremes. The cosB distribution also shows a strong background signal 

near cosB=-1. This background wi I I be discussed in section 3.3. The 

¢lab distribution also shows the effect of the rectangular shape of the 

aperture in the modulation of this distribution. 
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3.2. Acceptance calculation (Monte Carlo). 

Given the geometry of the detector only a smal I fraction (3-4%) of 

the high-mass muon pairs produced in the target were accepted and 

finally reconstructed. Since it 1s impossible to calculate analyti­

cally this acceptance, a Monte Carlo simulation of events in the appara­

tus was used. From the estimated differential cross section for the 

production of muon pairs, their initial trajectories were calculated. 

The transport of the particles through the selection magnet and absorber 

was simulated 1n smal I steps along the direction of motion. In the 

spectrometer region, hits in the hodoscope counters through which the 

particles passed were simulated using the measured efficiencies of the 

counters. Hits in the chambers were not simulated, but the chamber 

resolution was simulated by smearing the known trajectories of the 

muons. The simulated events were treated identically to the real data 

events from this point on, including the vertex fit, trigger require­

ment, fiducial cut, etc., and a record of the failure was kept. The 

kinematics of each generated event and the reconstructed kinematics were 

recorded on magnetic tape for later kinematic selection. 

3.2.1 Event generation. 

In a given simulated event, the interaction took place at a random 

position in the target or absorber according to the distribution of the 

number of beam pions reaching that location and weighted by the relative 

cross section per nucleon (A-d~pendence). The beam position, position 

spread, beam angle, beam angle spread, momentum spread, and energy loss 

of the beam in the target and absorber are al I included. Values of the 

pion absorption cross section are used to calculate the number of pions 

reaching a given point in the target. The interactions of secondary 

hadrons produced in the target are not included. The Fermi momentum of 

the nucleon in the interaction is taken to be in a random direction, 
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with momentum distribution given by the parameterization of Bodek and 

R't h' 14 I C le • 

Given the beam and target momentum, the center of momentum system 

is defined and the kinematics of the interaction can be generated from 

the differential cross section, treated here as a probabi I ity density 

function. For a general one-dimensional probability density distribu­

tion f(x), there are two main ways to pick x from this distribution. If 

x lies between x
1 

and x2, one can write 

r = 

where 0 ( r ( 1, and then invert the expression and solve for x, if the 

integrals can be done analytically. Then one can pick a value for x 

simply by generating a random number r between zero and one. Alterna­

tively, one can pick x randomly in the interval from x
1 

to x2 , calculate 

f(x) and then ask if a random number is greater or less than f(x). If 

the random number 1s greater than f(x), one goes back and picks x again, 

etc., until a new random number is less than f(x), in which case the 

value for x is kept. This method is generally slower than the first, 

but is the only choice if the integral cannot be done analytically. 

Also this method is generalizable to any number of dimensions, whereas 

the first method works in one dimension only. 

In the case of the differential cross section there are six dimen­

sions and we have written 

1 

where 
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In this way, having generated the beam and target momenta, one could 

first compare 1/s with a random number and go back and regenerate the 

momenta if the number was too large. Then x~ and xN could be generated 

from F(x~,xN) using the same method and if the values satisfied certain 

generation limits on mµµ and xF, Pr could be generated from C(pT) know­

ing x~, xN, ands. Similarly cosB and~ could be generated knowing H(O) 

and the other kinematic variables. Once al I the kinematic variables are 

known, the initial trajectories of the muons are completely defined and 

are calculated in the lab frame with the appropriate Lorentz transfor­

mations. The particular forms for F, G, and H used wil I be discussed in 

the chapters on the results. 

3.2.2 Particle transport. 

To simulate the motion of each muon through the selection magnet 

and absorber, the Monte Carlo divided the region into steps of no more 

than 20 cm along the z axis. For the target and BeO, the steps were 

smaller since scattering was greater. In each step the particle trajec­

tory was calculated as if there were no magnetic field, but with energy 

loss and multiple scattering. The deviations from a straight trajectory 

were saved and then the trajectory was calculated as if there were a 

magnetic field but no scattering, using the average momentum due to 

energy loss. Then the actual trajectory was calculated by adding on the 

scattering deviations. To show that this method produced the correct 

amount of scattering and the proper correlation of angular deviation 

with position deviation, tracks in the real data and in the Monte Carlo 

were projected onto the target plane using the transport equations; the 

distributions compare very wel I as shown below. The transport through 

the spectrometer used large steps; one step for the PWC region, one step 

through the analysis magnet (assumed to be a uniform dipole), and one 

step each through the drift chamber region, muon identifiers, and air 

gaps in between the identifiers. 
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3.2.3 Detector simulation. 

From the known trajectories of the simulated tracks the associated 

hodoscope counters were determined and if a random number between zero 

and one was less than the measured efficiency for that position on that 

counter, a hit in that counter was recorded. After both tracks' coun­

ters were determined the ful I three-level trigger and off line cut were 

imposed on the event. This is the reason for the requirement on real 

data events that only the counters associated with the tracks satisfy 

the trigger; no extra •noise• hits are generated by the Monte Carlo. 

As mentioned previously, since the good chamber efficiencies and 

and the redundancy of the system meant that 99.7~ of al I good pairs were 

reconstructed, no inefficiency in track finding was included in the 

Monte Carlo. However, the known tracking resolution was used to smear 

the trajectories of the simulated events before doing the vertex fit. 

From this point on the Monte Carlo events were treated identically to 

the real data events, with the same fiducial cut, vertex reconstruction, 

and final kinematic selection. 

3.3. Systematic effects. 

Other than the overall systematic effect of the detector accept­

ance, there were several other systematic effects which have to be in­

cluded in the analysis. The main one is the background due to acci­

dental pairing of two muons in the detector. The effect of hodoscope 

counter inefficiency also caused a position-dependent loss of events 

which affected the reconstructed distributions. Also the uncertainty 1n 

beam momentum and angle affected the xF and angular distributions quite 

strongly. Finally, the overal I normalization of the cross section was 

affected by systematic uncertainty in the beam intensity measurement. 

Each of these effects will be discussed in the fol lowing sections. 
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3.3.1 Background subtraction. 

The main difference between the real data and simulated Monte Carlo 

events was that the real data contained accidental pairs of muons in 

addition to the true prompt dimuons. Most of the background pairs had 

kinematic properties which tended to be quite different from the real 

pairs; however there was no simple cut which could eliminate al I of 

them. Typically, the background events were the result of an accidental 

beam-sign muon with large momentum pairing with a lower energy muon, 

probably from the decay of a secondary produced in the target. These 

events tended to have a value of cosB very near -1 and many of them 

could be eliminated by requiring that al I tracks have an angle of more 

than 8 mrad to the beam axis (the "halo cut") and that the pair not have 

a combined momentum of more than 280 GeV/c; this, however, reduced the 

acceptance at large cosB as wel I. A more difficult component of the 

background was the accidental pairing of two decay muons. These events 

were not distinguishable from real events by any cut, though as shown 

below their number was not very great. In any case, it was decided to 

take into account the background by making a background subtraction 

based on simulated background events. 

The background simulation proceeded from the assumption that the 

background was entirely due to accidental pairings of single muons. If 

one knew the distribution of momenta and trajectories for all single 

muons in the spectrometer, one could simulate the background offline by 

taking random pairings of tracks from a sample of such muons. The best 

avai I able sample of such muons came from the prescaled Level 1 triggers 

recorded during normal running._ By taking only muons from these trig­

gers which were certain to not be members of a prompt pair, one could 

hope to obtain an unbiased sample of single muons. This was done, and 

random pairings between positive and negative muons were made. The re­

construction was performed just as in the real data analysis. Figure 23 

shows the kinematic distributions of the simulated background events. 

The normalization to the real data was done by comparing the 
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number of data events, simulated background events, and Monte Carlo 

events cut by the halo cut (8 mrad), and then normalizing the background 

subtraction so that the fractional change was the same for data and 

Monte Carlo events. Figure 24 shows the ratio of data minus background 

to accepted Monte Carlo. The level Of 0.225 shown indicates only the 

number of Monte Carlo events generated. These plots, particularly the 

;lab ratio, show that this procedure for determining the background 

works quite wel I. 

3.3.2 Counter efficiencies. 

The efficiencies of all the hodoscope counters were measured using 

the prescaled Level 1 triggers. Tracks were used if their associated 

counters were not necessary to the trigger. Tracks were rejected if 

there were any missing counter hits along the track, excluding the coun­

ter bank of interest. The tracks were required also to have at least 10 

out of 13 chamber hits in the upstream segment, and 8 out of 12 hits 

downstream. The track global fit probability was required to be at 

least 0.2. Finally, only tracks with momentum between 20 and 250 GeV 

were used. A record was kept of how many hits and misses there were in 

each counter the tracks passed through, as a function of position along 

the counter. For a given counter the track was used only if it was not 

too close (5-8 mm, depending on bank) to the edge of the counter. The 

efficiencies as a function of position were then interpolated from these 

measurements. Typically the overal I bank efficiencies were over 0.98, 

as indicated in table 3. The inefficiencies tended to be near the ends 

of the counters, which made the CY and DY efficiencies more critical 

since the ends of these counters were in the center of the detector. 
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TABLE 3 
AVERAGE COUNTER BANK EFFICIENCIES 

bank average efficiency 

ex 0.999 

CY 0.987 

cu 0.981 

DX 0.999 

DY 0.995 

DU 0.992 

E 0.999 

F 0.991 

3.3.3 Beam momentum and angle. 

Measurements of the beam momentum were made using a special ly-bui It 

spectrometer installed upstream of the apparatus, employing a precisely 

mapped Fermi lab beaml ine dipole magnet and a system of twelve smal I 

drift chamber planes. The measurement was made at very low beam inten­

sity (104/sec), at positive, negative, and zero polarities. The spec­

trometer was capable of measuring individual momenta to better than 1%. 

Systematic effects were reduced by making measurements at two polarities 

and two currents. Table 4 shows the result for the four categories. In 

this analysis a value of pw=252 GeV was used and a systematic uncer­

tainty of 2 GeV assigned. The beam half-width was taken to be 9 GeV/c. 

The xF distribution is affected the most by the value of the beam momen­

tum and hence the pion structure function results are systematically 

dependent on the beam momentum assumed. This point is discussed further 

in conjunction with the structure function results. 
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TABLE 4 

BEAM MOMENTUM MEASUREMENTS 

polarity/ (p~) 0 
current (A) p 

+700 252.4 9.3 

-700 250.9 9.3 

-1000 253.5 8.8 

+1000 253.9 9.0 

The "angle" of the beam was actually the combination of two 

effects: actual angle of the beam to the nominal beam axis and angle of 

the coordinate system used relative to the nominal beam axis. It was 

not possible to measure this angle directly; the effect first showed up 

in the ¢lab and cosB distributions as a strong asymmetry. In the ¢lab 

distribution, with a zero beam angle in the Monte Carlo generation and 

event reconstruction, the distribution is peaked at ¢lab=O, indicating a 

positive slope in the x-z plane. Also, the cosB distribution was skewed 

toward cosB=-1. These effects disappear when a beam angle of 0.92 mrad 

is introduced into the Monte Carlo generation and used in the event 

reconstruction. (See chapter 6 on angular distributions.) 

3.3.4 Beam intensity monitoring. 

During event collection, after each beam spi I I the number of counts 

from an ion chamber in the beam was recorded. As mentioned in Chapter 

2, the number of counts per incident beam particle was calibrated by 

exposing a Cu foi I to the beam while recording the number of ion chamber 
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counts and measuring the radioactivity from 24Na. This was done twice 

during the run, but the results were not consistent within chambers (see 

table 5). The split ring chamber numbered 8-12 was closest to the 

target, and the signals from rings 8-11 corresponded to the hadrons 

hitting the target. The calibration constant used for chambers 8-11 was 

1.03xl0
4 

hadrons per count. The results for the normalization are dis­

cussed in section 3.5, in which comparison is made with a second method 

for determining the integrated intensity. 

TABLE 5 

ION CHAMBER CALIBRATION 

date beam chamber hadrons/count x 104 

11 June 250 GeV ~ 2-4 1.54 ± 0.09 
ft ft 5 1.20 ± 0.07 

25 June 250 GeV ~ 2-4 1.05 ± 0.06 
ft ft 5 0.91 ± 0.08 
ft ft 8-10 1.07 ± 0.07 
ft ft 11 1.00 ± 0.06 

3.4. Cross section determination. 

In this section the general method for determining the differential 

cross section is discussed. First the basic formula for determining the 

corrected number of events in a bin is presented. In the fol lowing 

subsections the limitations of this method are discussed and a general 

comparison of the data and accepted Monte Carlo is made. We conclude 

with some general remarks on I imitations on the experiment. 
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3.4.1 General formula. 

In the following chapters, the results for the differential cross 

section with respect to the various kinematic variables wil I be dis­

cussed. In general one is interested in comparing the "corrected" data 

to theoretical predictions or fits to the data. By "corrected" it 1s 

meant that the number of data events 1n a given bin (or region of inte­

gration) is corrected for the number of background events in that bin 

and for the acceptance in that bin as determined by the Monte Carlo. If 

n is the corrected number of events in a given bin, then 
c 

n g 

where nd is the number of data events, nb is the normalized number of 

background events, n is the number of generated Monte Carlo events, and 
g 

n is the number of accepted Monte Carlo events. The errors 1n the 
a 

number of data and background events are taken to be those from a 

Poisson-distributed variable; that is, the errors are just the square 

root of the number of events in the bin. For the Monte Carlo, however, 

the number of accepted events ·is correlated with the number of generated 

events. This would suggest that the proper distribution 1s a binomial 

distribution, but this is not perfect due to smearing in and out of the 

bin. However, in the analysis, the error tn the acceptance n /n was a g 
taken to be given by a binomial distribution. 

3.4.2 Limitations of the method. 

This method correctly accounts for the "smearing" of the recon­

structed quantities only if the data, background, and accepted Monte 

Carlo are al I subject to exactly the same cuts and the generated distri­

butions are very close to the true physical distributions. Also ex-
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tremely important to note is that the method wi I I correctly account for 

the acceptance only if the generated distributions are very close to the 

true physical distributions in the case where the bin is integrating 

over a large range of one or more of the kinematic variables. This is 

because the acceptance for events with a certain value for one of the 

kinematic variables is very dependent on the value of the other kinema­

tic variables. If the generated distributions in these other variables 

are not close to the true distributions, when these variables are inte­

grated over the resulting acceptance wi I I be incorrect, even if there.is 

no smearing. This means that the overal I problem of determining the 

differential cross section is circular in that to correct for the accep­

tance one must already know the differential cross section. Thus an 

iterative procedure must be used and hopefully the process converges to 

a unique solution. 

3.4.3 Data/Monte Carlo comparison. 

The results presented in the chapters that follow are 1n fact the 

result of iterating the Monte Carlo unti I the observed differential 

cross section agreed with the cross section used in generating Monte 

Carlo events. That this agreement was achieved is i I lustrated in fig­

ures 24 through 28. Figure 24 shows the data to accepted Monte Carlo 

ratios in the kinematic variables integrated over the other variables, 

and is therefore global in character. To probe more differentially one 

can divide, for example, the cose ratio into regions of pT; this is of 

interest because the acceptanc~ in cos8 is strongly dependent on Pr· 

Figure 25 shows the plots for the data to accepted Monte Carlo ratios 

for cose in various regions of Pr· The plots also show the background 

to accepted Monte Carlo ratio and the Monte Carlo acceptance. Simi­

larly, figure 26 shows similar plots for pT in regions of xF. Somewhat 

more fundamental are comparisons of plots of the "i I lumination," or 

distributions of events on the x-y planes of the detector at a certain 
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Figure 25. Ratio of background-corrected data to accepted Monte 

Carlo cos8 distributions in regions of Pr· (Diamonds show background 

and triangles show acceptance.) 
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z. Such plots are more directly sensitive to modeling the magnets and 

detector apertures properly, though of course these are affected by the 

generated Monte Carlo cross section. Figures 27 and 28 compare the 

i I luminations for data and accepted Monte Carlo at the exit plane of the 

analysis magnet (Rosie) in x and y. Plots showing the raw distributions 

and also the data to Monte Carlo ratios are shown. Clearly in these 

plots good agreement between data and Monte Carlo has been achieved. 

It is important to realize in reading the fol lowing chapters on the 

results, however, that agreement between the extracted cross section and 

the generated Monte Carlo cross section relies on a smooth mathematical 

parameterization of the cross section. The parameters of the generated 

Monte Carlo cross section are iterated from the results unti I reasonable 

agreement is achieved, as wi II be shown in the fol lowing chapters. One 

final note of caution is in order, however. It is possible that agree­

ment between incorrect cross section results and the generated Monte 

Carlo cross section can be achieved if the Monte Carlo does not cor­

rectly simulate the actual experiment. In other words it is possible, 

in this method of cross section extraction, for the resulting physics 

(and hence Monte Carlo source spectra) to compensate for inadequacies 1n 

the Monte Carlo representation of the experiment. 

The inadequacies fal I into two categories: those of which we are 

aware and which have been corrected to the best of our ability (system­

atic effects), and those of which we are not aware and have not correc­

ted. To the extent to which the former are not understood, we shal I 

assign "systematic" errors to results, fol lowing study of the effect of 

the uncertainty. The latter inadequacies are of course more trouble­

some, and may arise from neglect of features of the detector which are 

important to the final result or even more insidiously from errors 1n 

computer calculations. A great deal of effort has been expended on 

eliminating these inadequacies. In the course of the analysis examples 

of both types have arisen, and have been corrected. One may never be 

certain that the detector is simulated to the needed level of accuracy; 
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Figure 27. Comparison of detector ii lumination at exit plane of 

analysis magnet for data and Monte Carlo. Upper plots show raw distri­

butions (data points with error bars are data and histogram is Monte 

Carlo) and lower plots show ratio of data to Monte Carlo. Mass range is 

4.05-8.55 GeV. 
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Figure 28. Comparison of detector i I lumination at exit plane of 

analysis magnet for data and Monte Carlo. Upper plots show raw distri­

butions (data points with error bars are data and histogram is Monte 

Carlo) and lower plots show ratio of data to Monte Carlo. Mass range is 

10.65-18.55 GeV. 
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we assume a systematic error of 5~ on the acceptance calculation for al I 

the results presented herein. Finally, though, one must judge the 

reliability of the results presented in this dissertation at least 

partially on the basis of how wel I they agree with the results of other 

similar experiments, though one must keep in mind that the results of 

other experiments are subject to the same types of inadequacies. 

3.5. Normalization. 

Given the corrected number of events in a bin, we shal I want to 

calculate the cross section corresponding to this number. The two are 

related via the total integrated beam intensity and target density 1n 

the fol lowing way. Let Nw(z) be the total number of incident p1ons 

which pass through a depth z in the target. We have that 

N (z) = N (0) exp(-z/z b ) 
~ w a s 

where z b is the pion absorbtion length of the target. If the total a s 
number of muon pairs produced in the layer from z to z+dz in the target 

is Nµµ(z)dz, then we have 

where a 1s the cross section per nucleon for muon pair production and µµ 
p is the number of nucleons per unit volume of the target. Integrating 

over the length of the target we obtain 

where I is the length of the target and a b =(pz b )-l is the pion ab-
a s a s 

sorbtion cross section per nucleon. L is cal led the integrated lumi-

nosity, expressed in units of inverse area per nucleon. 
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The integrated luminosity L can also be estimated from the number 

of ; events observed in the detector, given the cross section for ; 

production over some kinematic range. Lyons25 has compiled the results 

of various measurements of the; production cross section, including 

atomic number dependance and beam energy dependence. He gives the re­

sult for Ba, the cross section times branching ratio, as 

0.93 -10[.T Ba = 500 A e nb/nucleus 

for ~ beams where A is the atomic number, I7-=m;/.fS, for xF)O. Thus 

since the integrated luminosity L=N;/Ba for N; the acceptance-corrected 

number of ;>s produced during the run, if we know N; we can calculate L. 

This method can provide a cross check on the first. 

Table 6 summarizes the results for the two methods for estimating 

the integrated luminosity. For the first method, N~(O) was calculated 

by adding up the number of live pions in each spi I I, using the ion cham­

ber rings 8-11 to measure the total number of pions in the spi I 1,and 

either the MR counter telescope or the in-beam Cerenkov counter to esti­

mate the live fraction. The live fraction was calculated as the ratio 

of the number of counts when the experiment was I ive, or ready to accept 

a new trigger, to the number of total counts during the spi I I. The two 

measures of live time disagreed by 15%; the MR measurement gives a lar­

ger I ive time. The MR counter telescope was oriented at 90° to the beam 

direction, pointing to the middle of the target. Counts in this device 

were dominated by low-energy debris from the target; there were roughly 

50000 counts per spi I I of 3xt09 p1ons. The Cerenkov counter sat 

directly in the beam; to prevent it from giving a signal every RF bucket 

the threshold was set high enough so that only buckets with 10 or so 
7 pions would cause a signal; it gave roughly 3x10 counts per spi I I. The 

values in the table for this method were reduced by 7.4% to take into 

account the loss due to multi-pair events. (See section 3.1.4.) 

For the method using the r cross section, the number of r,s was 

measured for the level 1 prescaled events and for the final level 3 
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sample. This allows a further check on the Monte Carlo handling of the 

correction due to the level 3 processor. The level 3 acceptance turned 

on at masses above 2 GeV, reaching full efficiency at about 3.5 GeV. 

Any rate-dependent effects further complicate the problem. Using the 

two estimates of N;, the results for the integrated luminosity shown in 

table 6 'agree wel I with each other and with the result of the other 

method, using the Cerenkov estimate of the I ive time. The largest 

source of statistical uncertainty in the ; method is in the value for 

the cross section; the value employed was 1050±150 nb/nucleus for our 

target with Aeff=180.3. Hence the level 1 and level 3 estimates are 

correlated; the difference between the two is more significant than the 

overall errors suggest. Though the level 1 prescale ~estimate has 

worse statistics (10~ compared to 1.5% for the level 3 case) the system­

atic effect of the Monte Carlo correction is smaller. Also, given the 

uncertainty of the I ive time measurement and ion chamber calibration, we 

wi I I use the level 1 ~estimate of the integrated luminosity in report­

ing the results. 

TABLE 6 
INTEGRATED LUMINOSITY CALCULATIONS 

method L (nb/nuc I eon) -1 

ion chamber/MR Ii ve % 4.70±0.80 x 106 

ion chamber/Cerenkov I ive % 4.01±0.80 x 106 

~ - level 1 prescales 3.99±0.70 x 106 

~ - level 3 3.57±0.50 x 106 





CHAPTER 4 

HADRONIC STRUCTURE FUNCTIONS 

In this chapter the measurement of the structure functions of the 

pion and nucleon are discussed. Starting with the Orel I-Yan formula a 

discussion of the parameterization of the structure functions is given. 

There fol lows a discussion of the analysis method used to extract the 

structure functions which includes an assessment of the various system­

atic influences upon the results. The result for the nucleon structure 

function is presented with comparisons to the results from other dimuon 

experiments, and to the results from deeply-inelastic scattering experi­

ments. Good agreement with these other measurements is found. The 

result for the pion is also compared with past measurements and agrees 

well; this experiment has better statistics at high x~ and thus measures 

this region more precisely. The pion data are examined for evidence of 

a higher-twist contribution at large x . Though this experiment favors 
~ 

a non-zero value for the pion structure function at x~=l, the predicted 

(1-x~) 2 behavior is not seen. A comparison of data on the scale invari­

ant form m!µdo/dmµµ of the Dre I I-Yan cross section is then made; this 

comparison shows good agreement with one of two other measurements. The 

discrepancy with the other measurement is then examined in the light of 

QCD corrections to the Orel I-Yan cro?s section arising from Q2 evolution 

of the structure functions and calculations of the mass dependence of 

the K factor. 

82 
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4.1. Mathematical formalism 

The starting point of the discussion of the measurement of the had­

ronic structure functions 1n muon-pair production is the assumption of 

the Orel I-Yan model that the muon pair arises from the annihilation of a 

quark and an anti quark from the col I iding hadrons. Under the this as­

sumption, an expression for the doubly-differential cross section can be 

derived (the Orel I-Yan formula) in terms of the quark momentum den­

sities, or structure functions. With suitable parameterizations results 

for the individual hadronic structure functions can be projected out and 

compared with the results from other experiments and theoretical predic­

tions, particularly those of QCD regarding evolution of the structure 

functions with m~µ 

4.1.1 Orel I-Yan formula 

The basic Dre I I -Yan formula is given by 

2 47ra2 
d ODY E 2 [ I -1 -1 I ] (4 .1) = 

9m2 e. g7r (x7r) gN (xN) + g7r(x7r) gN(xN) ' 
dx'll"dxN 

. I 
µµ 

where the sum is over al I possible quark flavors, e. is the charge of 
. I 

the quark with flavor i, and the g 1 (x) are the quark number densities. 

Considering only u, d and s quarks, including both "valence" quarks 

(from which the quantum numbers of the hadrons arise) and "sea" quarks 

(which are members of the cloud of virtual quark-antiquark pairs sur­

rounding a hadron), then if we take into account al I possible valence­

valence, valence-sea, and sea-sea interactions, equation 4.1 becomes, 

with x'll"xN=m
2
µµ/s, 

= 
47ra2 

\' 2 [-v v -v s J 
2 L e.x xN u (x )uN(xN) + u (x )uN(xN) + .... (4.2) 

9()
. I'll" 7r'll" 7r7r 

s x7rxN 1 
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Here, for example, u;(x7r) is the pion valence u quark 

u~(xN) is the nucleon sea u quark density, and so on. 

pion sea and valence structure functions as 

number density, 

We define the 

Collecting terms in equation 4.2 proportional v s obtain to F 7r and F 7r we 

d2a 47ra2 v ) s 

l F7r(x7r CN(xN) + F7r(x7r)HN(xN) 
= 2 I (4 .3) 

dx7rdxN 9s (x7rxN) 

where 

GN(xN) 
XN [ z v 

+ 4(t-fild~(xN) + 5u~(xN) ] - 4Aup(xN) , 
9 

and 

where now the quark densities are expressed explicitly for the proton 

via the factors involving the Z and A of the target nucleus and we have 
s s s taken 2s =u =d , as supported by deeply-inelastic scattering ex-

. p 1 r p 
per1ments. 

The number of valence quarks i~ each hadron is represented by the 

integral of the valence quark densities 1n that hadron. Also, the total 

momentum fraction carried by the quarks 1n each hadron is the sum over 

quark species of the integrals of the product of x and the quark number 

densities. Since the number of valence quarks is known and the momentum 

fraction carried by the quarks differs from unity only due to the momen­

tum fraction carried by the gluons, we have the "sum rules" 
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v 1 t F 1f(x1f) 1 
dx = 1 ' 2 J Fv (x ) dx + 6 J Fs(x ) dx = 1 - g 

0 x1f 
1r 0 1r 1r 1r 0 1r 1r 1r 1r ' 

1 1 
J u v (xN) dxN = 2 J dv(xN) dxN = 1 

0 p 0 p 

where g1f and gN are the pion and proton gluon momentum fractions. 

4.1.2 Parameterization 

As described below we parameterize the structure functions as: 

2 

Fv (x ) Av ( x0 (1-x /
3 

+ 
2x7r ) 

= 1-
1r 1r 1r 1r 1r 9m2 

µµ 
Fs(x ) = As 6 

(1-x7r) 1r 1r 7f 

v 
xNup(xN) 

. u µ l/ 
= AP xN (1-xN) 

xNd~ (xN) _ Ad µ(l- )11+1 
- p XN XN 

s 
xNup (xN) = A: (1-xN)~ 

The sum rules place constraints on the parameters above: 

As = - 1 - g 
1+6 [ 2 B(a+l,p+l) l 

1r 6 7r B(a,p+l) 

A~ = 2[B(µ,11+l)]-l 

d -1 A = [B (µ, 11+2)] 
p 



As = 
p 

1+~ 

5 
g -p 
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2 B(µ+l,11+1} 

B (µ, 11+1) 

B(µ+l,v+2) l 
B (µ, v+2) 

where B(x,y):f (x)f (y)/f (x+y) is the Euler beta function. The general 

form xa(l-x)P of the quark structure functions is motivated by Buras and 
1 7 Gaemers , and used commonly. The term in the pion structure function 

proportional to 1/m2µµ is from the contribution from longitudinally 

polarized virtual photons. The form used here is taken from the context 

of the higher twist prediction of Berger and Brodsky7 discussed in Chap­

ter 1. In their model 1=<k~>, the intrinsic transverse momentum of the 

annihilating antiquark, though this term effectively includes masses 

neglected in their calculation. In the proton structure function, the 

assignment of one higher power of 1-xN for dv over uv is supported by 
p p 

data from deeply-inelastic scattering experiments, 18 and is commonly 

d . I. fd" . t 19,20 assume 1n the ana ys1s o 1muon exper1men s. 

It was pointed out 1n the first chapter that the basic Drell-Yan 

formula could be retained in the presence of leading-log QCD corrections 

to the cross section by allowing the quark density functions to have 

additional dependence on m~µ· This can be achieved by the Buras-Gaemers 

method of making the exponents a, p, etc. in the parameterizations 
2 functions of mµµ In general this dependence wi I I be quite weak, with 

_ _ [ln(m:µ/A
2

) l 
s = In 2 2 

ln(mµµo/A ) 
a = a(s) 

for example, for some scale parameters m2 
0 and A2 . (A 1s the familiar 

2 µµ 
QCD scale parameter.) The range of'm covered in this experiment from 

2 2 µµ 
about 16 GeV to 150 GeV , but the range around the i resonances must be 

excluded. Over this range the predicted variation of the exponents is 

smal I. Therefore we shal I attempt to see this variation by considering 
2 the exponents to be constant over I imited ranges 1n mµµ and fit for the 
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exponents in these ranges. If the variation is statistically 

significant we can then analyze the data using an m2 -evolved µµ 
parameterization. Fol lowing the prescription of Buras and Caemers, 17 if 

the nth moment of the quark density distribution is given by 

1 
- J dx x"q(x) , 

0 

then the evolution of the moments 1n QCD 1s given by 

2 -(q(x,m 0)> exp(-s7 ) µµ n 

where 
4 2 

(1--
n(n+l) 

n _1 J 
+ 4 [ 

j=l J 33 - "f lav 

for "f I quark flavors, with s defined above. From this relation one . av 
can derive equations of constraint on any desired number of parameters 

describing the evolution of the quark density exponents a, p, and so on 

as a function of m2 , for a given A and m2 
0 . For example if we let 

2 - µµ 2 - µµ 
a(mµµ)=a 0+a1s and ft(mµµ>:P 0+p1s then we can derive an expression for a1 
in terms of a0 , p0 , and s. It is important to note that in this 

procedure no new free parameters are introduced into the parameter­

ization of the pion structure function. 

4.1.3 K factor 

The results of previous experiments showed that the basic Orel I-Yan 

cross section formula as parameterized above fails to explain the magni­

tude of the cross section observed by a factor of 2-3. The so-called "K 

factor" has been defined as the ratio of the observed differential cross 

section to some theoretical cross section: 
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K -

Even more generally one can define a "K function" depending on xw and 

xN, or equivalently xF and m . Clearly the value of K depends strongly 
µµ th 

on the parameterization and model chosen for u 

4.2. Analysis method 

To fit for the structure function parameters, we first divide the 

x~-xN plane into square cells of a certain size and calculate the number 

of events from the real data, simulated background, generated Monte 

Carlo, and accepted Monte Carlo in each cell. (See section 4.3.1.) The 

number of events corrected for background and acceptance is then calcu­

lated as described in section 3.4. For al I the results presented in 

this chapter, a cut of lcosOl<0.85 is placed on al I but the generated 

Monte Carlo events to eliminate most of the random background. The 

structure function parameters may be estimated using one of the two 

methods described in the subsections below. The values of the structure 

functions themselves can be projected out (if one assumes something 

about the value of the other function) using the method outlined in the 

last subsection. 

4.2.1 Least-squares fit 

Letting y'J be the number of corrected events, with standard . . c 
deviation u'J, we can f1t for the best estimate of the structure func­

c 
tion parameters by minimizing x2 as given by 

x2 = [ [Yij~~~j]2 
ij u'J 

c 



where 

-IJ y - KL f .dx1r 
lix I 

1r 
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by varying K and the parameters in the expression for the cross section. 

Here, L is the integrated luminosity as defined in section 3.4. This 

method works wel I when the error 1n ye is wel I approximated by a normal 

distribution. The program FUMILI21 is used to do the minimization and 

estimate the statistical errors on the fitted parameters. Since not al I 

of the free parameters can be measured accurately by this experiment, 

certain parameters can be held fixed and the others al lowed to vary in 

the fit. This is also a way to evaluate the sensitivity of the pion 

result to assumptions about the nucleon structure function. 

4.2.2 Maximum likelihood fit 

In the case where the error 1n ye 1s non-Gaussian (due to low sta­

tistics), a "maximum I ikel ihood" fit for the structure function para­

meters may be performed. One defines the I ikelihood, L, for a given set 

of values of the fit parameters as 

L = TI p .. 
i j I J 

where p .. 1s the probability that nd1J events are observed in bin IJ 
I J . • 

given that n~J is the predicted number of events. The predicted number 

is based on the values of the parameters, the Monte Carlo acceptance in 

that bin, and the expected number of background events. The probability 

p .. is Poisson-distributed, so that 
I J 

, P(n;µ) -

-µ n e µ 

n! 



90 

The function L is in practice then maximized by minimizing -In L with 

respect to variations in the parameters. As with the least-squares fit, 

FUMILI (LIKELM) is used to perform the minimization, and certain para­

meters can be held fixed or be al lowed to vary as need be. 

4.2.3 Projection of structure functions 

It is useful to be able to "project out" the pion or nucleon struc­

ture function in order to plot it and compare it with other measure­

ments. The method for doing this relies on the fact that if the y 1J are . . c 
the corrected number of events for bins centered at x~ and x~, then 

summing over xN (index j) at a fixed interval in x'lr (index i) gives 

2 hi 
41ra J dx'lr JxN dxN [ 

= K L i 2 lo 2 
9s 6x'lr x'lr xN xN 

] . 

Thus if we wish to know F;(x~) the integral over x'lr can be approximated 

using the central value of the bin in x'lr, so that we get 

where 

9 r: I J 
s iYrc 

F v ( x I ) = --2 ___.i___=_ 

w 1r 41ra K L 

i2 
x11" 

6x 1 

'Ir 

and 

Here L rs the integrated luminosity. Similarly for GN(xN), 
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These formulae give data points for the structure function which are 

related to the sum along a row or column in the grid and which can be 

compared directly to the fit results. However it is important to note 

that the method results in data points at some average m2 Any evo-µµ 
lution of the structure function is integrated over. 

4.2.4 Systematic effects 

The results for the fit values of the structure function parameters 

can be influenced by several systematic effects. The overal I K factor 

(which 1s not specifically a structure function parameter, but usually 

discussed in that context) is strongly affected (±15%) by the uncer­

tainty in the integrated luminosity measurements (see section 3.3.4). 

This uncertainty is decoupled from the uncertainty 1n K due to the cor­

relation between K and the values of the structure function parameters. 

The K factor is strongly correlated with the values of a, g~ and 6, 

which are determined best by data at low x~, which is not covered wel I 

by this experiment. For the pion, in fact, only about 30% of the va­

lence number integral is covered between x =0.2 and x =1.0. Thus the 
~ ~ 

valence number constraint introduces strong correlation between the 

value of a and the relative normalization of F; and F:. 

This experiment is much better suited than others to measuring the 

shape of the structure function at high x~, which is reflected in the 

values of p, and to a lesser extent a. At high xn (high xF), the scale 

is set by knowing the beam momentum. Because of the systematic uncer­

tainty 1n the beam momentum measurement the parameters p and 1 in the 

pion structure function have systematic errors of about ±0.07 and ±0.2. 

The parameter 1 1s also affected by uncertainty in the background sub­

traction, which 1s large at x very close to 1. Finally, cutting the n 
Fermi motion spectrum at 400 MeV had no significant effect on the 

results. 
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In section 3.4 it was observed that the accuracy of the Monte Carlo 

acceptance correction depends on describing the cross section correctly 

for kinematic variables which are integrated over. In the case of the 

structure function analysis these variables are pT, coset, and ¢t· For 

example, if the angular distributions are not described correctly by the 

Monte Carlo generation spectrum as a function of x~ then the acceptance 

correction wi I I not be accurate and the values of the structure function 

parameters wi I I be incorrectly determined. It is difficult to estimate 

the size of this effect; it only exists to the extent that the Monte 

Carlo and actual data disagree. The generated Monte Carlo spectra for 

Pr and the angular distributions must agree with the observed results 

for the acceptance correction for the structure function to be correct. 

That this is the case wi I I be borne out in the fol lowing chapters of 

this dissertation. (See for example figure 55 and also 59-61.) In 

practice the Monte Carlo has been iterated to minimize this type of 

disagreement. Any smal I residual effects are included in the 5% system­

atic error in the acceptance as outlined in section 3.4.3. 

4.3. Results 

In this section a discussion of the kinematic cuts applied to the 

data is given, including a description of the hand I ing of "partial 

bins." Tables showing the raw data distribution, background, and accep­

tance correction are provided in appendix B. Next fol low the actual 

results of the basic Orel I-Yan structure function analysis with compari­

sons to the results of other measur~ments, first for the nucleon and 

then for the pion structure function. An analysis of the presence of 

any "higher twist" contribution in the pion structure function is made 

(though this is best discussed in the context of the angular distribu­

tions, chapter 6). We conclude by examining the question of evidence 

for the evolution of the pion structure function with m~µ 
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4.3.1 Kinematic cuts 

For all the results in this chapter, a cut of lcosBl<0.85 was 

applied to the data, background, and reconstructed Monte Carlo events, 

but not to the generated Monte Carlo events. In this way the bin con­

tents are "corrected back" to the integral over the ful I angular range. 

This cut eliminates almost al I of the accidental background in the 

sample. Similarly data, background, and reconstructed Monte Carlo 

events were required to lie in the range 4.05(m (8.55 GeV and µµ 
O.O(xF(l.O. (Later we wil I include bins in the mass region above the 

T.) Figure 29 shows the raw distribution of events in the x7r-xN plane, 

and shows the grid of bins in x7r-xN space with the fit region, mµµ 
I imits and xF I imits drawn. The eel I size chosen is 0.02 by 0.02. For 

the sample of 252 GeV 'Tr- data analyzed here, these cuts result in 27977 

µ+µ- events being used, about 110 of which are background. Some bins on 

the edges of the fit region are traversed by the mµµ and. xF I i mi ts. In 

these cases, though, the generated Monte Carlo events are not cut and so 

the bin contents are corrected back to the integral over the whole bin. 

Only those bins in which the accepted 

used. The acceptance (see the tables 

toward low mass and especially toward 

acceptance of at least 1%. 

4.3.2 Choice of fit method 

region includes the bin center are 

in appendix B) generally increases 

high x ; al I bins used had 
7r 

At first the method of least-squares was used to estimate the 

structure function parameters. From the result of the fit, one can then 

examine the "residuals" of the fit, defined as the difference between 

the actual bin contents and the predicted contents divided by the error 

in the actual bin contents. A histogram of the residuals for a least­

squares fit is shown in figure 30a. The mean of the distribution is 

0.16 with a standard deviation o of 1.16. The desired values are a mean 
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Figure 29. Distribution of the 36000 events with mµµ>4.05 GeV in 

the xw-xN plane. Grid shows eel Is used in structure function fit; heavy 

lines indicate fit region limits. Diagonal lines are I ines of constant 
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Figure 30. Histograms of residuals to least squares fit (above), 

and maximum likelihood fit (below) for structure functions. 
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of 0 with a o of 1.0. This value for the mean and a and the tai Is to 

the low side (expected from the Poisson statistics of smaller numbers) 

indicate that the errors in the bin contents are non-Gaussian, and thus 

the alternative maximum likelihood fit can be tried. Figure 30b shows 

the distribution of residuals for the same fit using the maximum likeli­

hood method. This distribution has a mean of -0.02 and a o of 1.03, 

which is much closer to the desired value. Hence, in all fits reported 

in this chapter the maximum likelihood method is employed. This means 

that the corresponding x2 for each fit is not minimized, but can sti I I 

be used as an indicator of goodness-of-fit. 

4.3.3 Nucleon results 

In general, srnce the experiment does not accept events below 

xw=0.2, the value of 6, the pron sea exponent, and gluon momentum 

fraction gw are held fixed. The values used were determined by NA319 

. + -who did a simultaneous fit to therr w , w and p data; they reported 

gw=0.47±0.15 and 6=8.4±2.5 rn the fits for the structure function 

parameters. Similarly the values of g and ~, the proton gluon fraction 
. p 

and sea exponent, are held at g =0.48 and ~=9.0 as wel I, since the fit 
p 

does not converge properly when they are allowed to vary. Al I other 

parameters, including the K factor, can be al lowed to vary in the fit. 

Figure 31 shows the result of the fit to the region of xF>O and 

4.05<mµµ<8.55 GeV. This figure shows the pion valence structure 

function Fw(xw) data values and fit, and the nucleon structure function 

GN(xN). (Table 7 shows the parameter results for this and subsequent 

fits.) For the nucleon structure function the lowest GN(xN) data point 

at xN=0.05 I ies wel I above the fit. The fit did not use the xN=0.05 

bins, in order to i I lustrate this effect, and the bins were not used in 

projecting out the pion valence structure function Fv(x ). This w w 
indicates excess production of dimuons in this kinematic region relative 

to the simple Orel I-Yan cross section. 

figure 30), but only at this value of 

The region is at large x~ (see 

x do the data extend this low 
~ 
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252 GeV n-
0.0<Xr<tO 
4.05<m,_<8.55 GeV 
0.0<Pr<5.0 GeV 

0.50 

><n 
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0.0<Xr<l.0 
4.05<m,._,<8.55 GeV 
0.0<Pr<5.0 GeV 

0.25 

XN 

1.00 
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Figure 31. Results of structure function fit (xN=0.05 bins not 

included in fit or in projection of F~(x~)). 
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TABLE 7 

COMPARISON OF STRUCTURE FUNCTION FIT RESULTS 

E615 (l)a,b E615 (2)a E615 (3) a E615 (4) 3 E615 (5)a 

K 2.95±0.16 2.90±0.14 2. 74±0 .11 3.47±0.13 2.80±0.20 

a 0.372±0.02 0.348±0.02 0.381±0.02 0.353±0.02 0.398±0.02 

p 1.22±0.03 1.20±0.23 1.20±0.03 1.19±0.03 1.22±0.03 

1 0.60±0.24 1.16±0.10 0.60±0.25 0.54±0.24 0.55±0.25 

0 8.4 8.4 8.4 8.4 8.4 

g1r 0.47 0.47 0.47 0.47 0.37 

µ 0.47±0.04 0.74±0.04 - - 0.44±0.05 

II 2.26±0.31 4.17±0.36 - - 2.04±0.41 

~ 9.0 24±3 - - 9.0 

gp 0.48 0.48 (0.48) (0.58) 0.48 

8 Errors are statistical only. See text for discussion of systematics. 

(1) E615 252 CeV 'If-; XN)0.06 

(2) E615 252 GeV 'If-; XN)0.04 

(3) E615 252 GeV 'If-; CCFRR nucleon, no Q2 evolution 

(4) E615 252 CeV 'If-; 
. 2 
CDHS nucleon, no Q evolution 

(5) E615 252 CeV 'If - ; g'lf=0.37 assumed 

b correlation matrix: 

K a p 7 µ 

a -0. 72 

p -0.46 0.81 

1 -0.19 0.34 0.62 

µ -0.83 0.25 0.06 0.05 

II -0.80 0.19 0.04 0.03 0.98 
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in xN. Figure 32 shows the residuals of the fit in the x~-xN grid, for 

bins which had a residual of la or more. The high x~ region shows that 

for the xN=0.05 bins the residuals are consistently above 2-3a, and that 

the effect is not limited to just one or two bins 1n x~. 

It is important to note that it is ambiguous whether the excess can 

be attributed to the nucleon or the pion structure function. If the 

effect is associated with the pion, then there is clearly a stronger 

mµµ-dependence than in our parameterization. (See section 4.3.4.) If 

the effect is associated with the nucleon then if we wish to try to get 

our parameterization to account for this effect we must al low the 

nucleon sea exponent~ to vary in the fit. Doing this results in the 

plots shown in figure 33. The value of ~from this fit is ~=24±3, which 

is quite unrealistic. This value is inconsistent with the results from 

the deeply-inelastic neutrino scattering experiment CDHS who measured a 
2 2 1 9 . 

~ of about 9. Also, NA3 reports ~=9.33±0.5 , though their low xN 

data values from their 200 CeV data seem to turn up also, as depicted in 

figure 34, and suggest a larger value for ~· The agreement between this 

experiment and NA3 is excellent, including the xN=0.05 point. The 

normalization of the nucleon structure function is sensitive to the 

value assumed for g; the normalization is known to about =15% because 
p ' 

of this systematic uncertainty. The result from this experiment assumes 

the CCFRR value g =0.48, whereas NA3 measured g =0.43±0.12 in their 200 
± p p 

CeV ~ , p combined fit. The figure also shows the comparison of the 

nucleon structure function with results from the deeply-inelastic 

neutrino scattering experiments CDHS and CCFRR. These agree well in 

shape with this experiment with the exception of the xN=0.05 point. The 

normalization can be made to agree ~ith either experiment by assuming 

different values for g . (See appendix C for parameterizations and 
p 

references for the CCFRR and CDHS results.) 

Several possible explanations for this low xN excess can be ruled 

out. One possibility is that there is "leakage" from resonance produc­

tion of ~(3685) and ~(3770) due to finite mass resolution (which is 
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Figure 33. Results of structure function fit with xN=0.05 bins 

included in fit, and~ free to vary. 
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Figure 34. Comparison of nucleon structure function fit results 

with the result of NA319 from their combined~*, p sample and results 

from deeply-inelastic neutrino scattering. The normalization 1s 

uncertain to ±15~ due to uncertainty in the gluon momentum fraction. 

(See appendix C for parameterizations and references for the CCFRR and 

CDHS results.) 
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about 180 MeV), or direct production of the resonances ~(4030-4415). 
4 From the 3x10 observed ~(3685)'s accepted in the detector, the observed 

excess of 645 events above xw=0.8 and mµµ=4.05 represent 2% of the total 

signal, far too many at such high x and 2.2a in m . Also, since the 
+ - µµ -5 

branching ratios for ~(3770-4415) --> µ µ are about 10 , there would 

have to be at least 20 times more ~(3770-4415) produced than ~(3685) to 

produce the observed excess, which seems very uni ikely. Another poss1-

bi I ity is that there is a background from accidental pairings of single 

muons from beam decay or secondary decays. As described in section 

3.3.1, this background is calculated using uncorrelated tracks recorded 

during the actual running of the experiment. Also, since there is a cut 

of lcos9l<0.85, this background should be greatly reduced. 

The possibility that these mu pairs come from semi leptonic decays 

of charmed meson pairs has been ruled out by simulating the production 

of DD pairs, and observing the number of muon pairs reconstructed in 

this range of x~ and mass. No such pairs were observed out of 4000 ac­

cepted in the detector; the effective mass and xF distributions are too 

steep to allow the mu pair to be reconstructed 1n this kinematic region. 

4.3.4 Pion results 

We begin with the result for the pion structure function fit shown 

in figure 31. To see that this result is insensitive to assumptions 

about the nucleon structure function, we have fit for the pion structure 

function while imposing the result of the CCFRR neutrino scattering 

experiment at a fixed q2 of 25 GeV2 . Figure 35 shows the ratio of the 

pion structure functions which result from the two fits. Clearly the 

change is very smal I, much less than one standard deviation on every 

point. The main effect is a shift up in normalization by around 2%, and 

a decrease in the K factor of about 10%. 

We can compare our result for the pion structure function with 

those of other experiments. Figure 36 shows a comparison of this mea-
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Figure 35. Ratio of pion structure function calculated with 

nucleon structure function from CCFRR measurement imposed to pion 

structure function calculated with nucleon parameters free to vary. 
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surement with that of NA319 and NA1o20 at CERN. The 200 GeV result of 

NA3 is plotted as data points with error bars. The points were projec­

ted out on the basis of their own fit to the nucleon structure function. 

The result NAlO is shown as a curves because they do not project out the 

points of the structure function. 

for gn and o the values measured by 

Examination of figure 36 along 

Both NAlO and this experiment assumed 

NA3. 

with the fit parameters in table 8 

reveals how sensitive the normalization of the pion structure function 

is to the uncertainty 1n a, even when one assumes the same values for gn 

and 6. The larger a is, the larger the valence structure function 

values are at xn)0.3. The opposite is true of p, but to a lesser 

extent. As shown in figure 36, the result of this experiment I ies below 

the other measurements. Fixing a at 0.41 (NA3 1 s 280 GeV result) does 

not improve the normalization agreement because prises to compensate, 

maintaining the shape at high xn. Lowering gn to 0.37, which is within 

NA3 1 s quoted errors, improves the agreement in normalization, maintains 

the correct shape at high xn, and in fact improves the x2 probabi I ity 
2 (although X was not minimized; we are using the maximum I ikelihood 

method). The comparison of this revised fit is depicted in figure 37. 

Thus this experiment, with a better determination of the shape, favors a 

larger p and a smaller gluon momentum fraction for the pion. It would 

be desirable to be able to fit directly for g~, but attempts to do this 

result in failure of the fit to converge properly due to the large 

correlation between g~ and the other parameters. 

We have so far not discussed the term proportional to 1 in the pion 

structure function. In the context of the Berger-Brodsky higher twist 

model, 5 the observed (1-x ) 1 behavior was hypothesized to be the sum of w 
a (1-x ) 2 sealing term and a non-scaling term proportional to 1/m2 , as 

w ff 
introduced in section 1.4. In figure 38 we have plotted the pion 

structure function points from the fit of figure 31 {fit 1 in table 7) 

along with a curve for the structure function assuming a=0.6, P=2.0, and 

7=1.0. It is quite clear that the shape of the structure function at 

high x precludes a (1-x ) 2 behavior regardless of the value w w 
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Figure 36. Comparison of pion structure function results with 

1.00 

results from NA319 and NAl0. 20 Here the NA3 results g~=0.47 and 6=8.4 

have been assumed by NAlO and this experiment in the fits. 
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Figure 38. Comparison of the projected points of the pion valence 

structure function to a prediction with a=0.6, P=2.0, and 1=1.0 GeV2 . 
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Figure 39. Comparison of the projected points of the pion valence 

structure function from fits with 1 free and with 1 fixed at zero; 

curves are fit results from each fit. 
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TABLE 8 

COMPARISON OF STRUCTURE FUNCTION FIT RESULTS 

WITH OTHER EXPERIMENTS 

E615 (l)a E615 (2) 8 NA3 (3) NA3 (4) NAlO (5) 

K 2.95±0.16 2.80±0.20 2.30±0.50 2.22±0.33 2. 71±0.13 

a 0.372±0.02 0.398±0.02 0.45±0.02 0.41±0.14 0.41±0.03 

f3 1.22±0.03 1.22±0.03 1.17±0 .03 1.17±0.10 1.09±0.04 

'Y 0.60±0.24 0.55±0.25 

0 8.4 8.4 8.4±2.5 8.4 8.4 

g?r 0.47 0.37 0.47:1:0.15 0.47 0.47 

µ 0.47:1:0.04 0.44±0.05 

11 2.26±0.31 2.04±0.41 

~ 9.0 9.0 

gp 0.48 0.48 

3 Errors are statistical only. See text for discussion of systematics. 

(1) E615 252 GeV ?r-; xN)0.06 ; g?r=0.47 

(2) E615 252 GeV ?r - ; xN)O .. 06 ; g?r=O. 37 
± . 

(3) NA3 200 GeV ?r ,p global f 1t; CDHS nucleon 

(4) NA3 280 GeV ?r-; CDHS nucleon 

(5) NAlO 194 GeV n-; CDHS nucleon parameters; non-evolving pion 
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of 1· The question remains as to whether or not 1 has a non-zero value; 

that is, whether the pion structure function has an intercept at x =l. 
11" 

In the fits to the structure functions presented so far, the parameter 1 

has had a value of about 0.6±0.35 GeV2 . Figure 39 shows two fits to the 

pron structure function near x?r=l. In one fit (that of figure 31) we 

have let 1 vary; in the other 1 is held fixed at 0. The figure shows 

that the pion structure function points move down slightly when 7=0, and 

in addition p decreases to 1.15. As seen from table 7, p and 1 are 

positively correlated. Thus though the error on 1 indicates that 1 is 

non-zero by 2a, the correlations with a and p reduce the statistical 

confidence. The systematic uncertainty in 1 mentioned in section 4.2.4 

is larger than the statistical uncertainty of the fit itself. It rs 

also important to realize that in these estimates of 1 we have excluded 

the region below xN=0.06, due to the excess production there noted in 

the previous section. Recal I that the fit including this region re­

quired letting the nucleon sea exponent~ vary in the fit, resulting rn 

an unrealistic value for~ of 24±3. In that fit (see table 7) the value 

of 1 is significantly larger at 1.16±0.1. Clearly, however, the excess 

can not be explained in terms of higher-twist as parameterized here, 

though this might be a possible explanation for the excess. The 

question of a high-twist term is best left for the discussion of the 

angular distributions in chapter 6. 

4.3.5 Sealing and m2 evolution of structure functions µµ 

As discussed in section 4.1.2, the structure functions of hadrons 

are expected to evolve with Q2, here interpreted as m~µ· Such evolu­

tion is wel I documented, for example, in deeply-inelastic neutrino scat-
. f h I 22 23 b I . . d t' terrng or t e nuc eon, ' ut on y rn muon pair pro uc ron can one 

address the question of whether m~µ evolution is observed in the pion. 

In this section we shall examine the evidence from this experiment for 

evolution of the pion structure function and compare the result with 
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those of previous experiments, in particular that of NAlO, who have a 

large sample of events at high mµµ· 

4.3.5.1 Scaling withs.-- Before looking for changes in the structure 

functions at different values of m~µ it is clearly desirable to compare 

the actual experimental data points rather than structure function. To 

do this at different beam energies we exploit the prediction of the 

Orel I Yan model (LLA) for the scaling form of the cross section: 

3 
mµµda = 

dxFdmµµ 

Thus if we plot m~µda/dmµµ for measurements at d~fferent beam energies 

we should get the same distribution modulo any Q evolution, which 

should be small. Figures 40 and 41 show comparisons between this 

experiment and the experiments NA324 and NA1020 in different xF regions. 

The figures show that apart from small differences in normalization 

(which have not been arbitrarily adjusted), the result from this experi­

ment agrees well with the NA3 result, but disagrees with increasing mass 

with the result of NAlO. The·NA3 and NAlO results are from nearly the 

same beam energy. The implication is that NA3 and NAlO disagree; this 

in fact was noted by NAl0. 25 The addition of the data from this experi­

ment raises the question of whether one expects a change in m!µda/dmµµ 
from Q2 evolution of the structure function. At a fixed f-T, the higher 

.fS is, the higher the corresponding mass. Thus since Q2 evolution 

lowers the cross section at high mass, in comparing m3 da/dm as a µµ µµ 
function of r:T one expects the values from higher energy to lie below 

those from lower energy. This is not the case in the comparison of this 

experiment with NAlO, but with NA3 such a change is barely detectable if 

at al I. To examine this further we must turn to the actual fits to the 

cross section. 
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4.3.5.2 £;~) in different mass regions.-- As a first test, we can 

attempt to see a change in the pion structure function parameters a and 

p with increasing <m2 > by fitting the structure functions in two 
µµ 2 

nonintersecting regions of m with the non-Q -evolved parameterization. 
µµ 2 

We choose the lower region 1n mµµ as 4.05<mµµ<7.00 GeV and the upper 

region as 7.00(mµµ<S.55 GeV. For both regions we impose the nucleon 

structure function of CCFRR using a fixed value of Q2=<m~µ>' the mean 

within the region. For both regions we al low K, a, p, and 7 to vary in 

the fits. The results of the fits are displayed in figure 42. It is 

difficult to discern any significant change in the shape of the struc­

ture function from low to high mass, and in fact the value of p from the 

fits shown in table 9 shows little change from 1.20±0,03 at low mass to 

1.20±0.19 at high mass. This change is consistent with that anticipated 

by the Q2 evolution predictions, which expect p to increase as m2 
µµ 

increases. This method is hampered somewhat by lack of statistics; only 

1200 events are used in the higher mass interval compared to 26000 in 

the lower mass interval. 

4.3.5.3 Q2-evolved fit.-- A different approach to attempting to observe 

evolution of the pion structure function is to use the fit x2 as an 

indicator of the goodness-of-fit. (It is important to remember, how­

ever, that we are not minimizing x2 but rather doing a maximum I ikeli­

hood fit.) Since no new parameters are introduced in going to the 

evolved parameterization, if the x2 improves then this provides at least 

circumstantial evidence that there is Q2 evolution in the pion structure 

function. Table 9 shows the fit results with and without Q2 evolution; 

the x2 indeed improves from 380/331 degrees of freedom {0.03 probabi 1-

ity) to 348/331 degrees of freedom (0.25 probabi I ity). Five bins in 

particular contribute half of the change, though three of these bins are 

at low xF; al I five have very negative residuals (i.e. missing events). 
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We have used g~=0.47 in these fits in order to compare with NA10; 20 in a 

the agreement is good but NAlO find a lower p. However, as we have 

said, this is only circumstantial evidence for hadron structure function 

evolution and as we shall see in the fol lowing section the situation is 

not this simple. 

4.3.5.4 "Anomalous scaling violation".-- In their analysis of the pion 

structure function, NAlO reported20 what they called •anomalous scaling 

violation• in their determination of the differential cross section. 

Figure 43 shows their published data for the differential cross section 

in xF and .f:r, along with curves from fits of their data to the •naive• 

Orel I-Yan model and to a Q2-evolved parameterization of the structure 

functions. They report that in their highest bin in .fT the disagreement 

between their data and the Q2-evolved fit at low xF indicate an 

anomalous sealing violation. Figure 44 shows the cross section in .fT 
with their Q2-evolved fit; the highest three points correspond to the 

highest f.T bin from the previous plot. The highest two points fal I 

below the fit curve, due to the same disagreement shown in the previous 

figure. 

Using the fits with.and without Q2 evolution from the previous 

section we can make plots of the differential cross section similar to 

those of NAlO; these are shown in figure 45. In this figure we have 

scaled the Q2-evolved curves in each bin of f.T by a separate K factor 

based on the xF)O data points in that bin, such that the Q2-evolved 

curves are normalized to the data. The same value of K is used for the 
2 Orel I-Yan (non-Q -evolved fit) curves; the value of K in each bin is 

indicated on the figure. This normalization was done to i I lustrate 

firstly that a single K factor is not sufficient to obtain a proper 

normalization in each bin, and secondly to show that we do not see a 

decrease in the low xF points relative to the Q2-evolved curve even when 

the curve is scaled up by the indicated K factor. There are, however, 

only 156 events in this highest bin in .fT. Figure 46 shows the 
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TABLE 9 

PION STRUCTURE FUNCTION EVOLUTION FIT RESULTS 

E615 (1) 3 E615 (2)a E615 (3)a E615 (4)a NAlO (5) 

K 2.75±0.11 2 .48±1. 2 2.74±0.11 2 .82±0.10 2 .33±0.10 

a 0.378±0.02 0.43±0.25 0.38±0.02 0.36±0.02 0.40±0.03 

p 1.196±0.03 1. 20±0.19 1.20±0.03 1.15±0.03 0.96='=0.04 

1 0.50:0.31 1.52='=2.0 0.60='=0.25 0.44='=0.16 

0 8.4 8.4 8.4 8.4 8.4 

911" 0.47 0.47 0.47 0.47 0.47 

x2 380/331 348/331 

aErrors are statistical only. See text for discussion of systematics. 

(1) xN)0.06; 4.05(m (7.0 GeV; CCFRR nucleon (Q2 fixed); no 1T evol. 
µµ 2 

(2) xN)0.06; 7.0(m (8.55 GeV; CCFRR nucleon (Q fixed); no 1T evol. 
µµ 2 

(3) xN)0.06; 4.05(m (8.55 CeV; CCFRR nucleon (Q fixed); no 1T evol. 
µµ 2 

(4) xN)0.06; 4.05(mµ (8.55 GeV; CCFRR nucleon (Q evol.); evolving 1T 
- µ 

(5) NAlO 194 CeV 1T ; CDHS nu.c I eon parameters; evo I vi ng pi on (LLA) 
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Figure 43. NAlO results on d2o/dxFdf7 showing "anomalous scaling 

violation" in the highest f7 bin relative to leading log QCD fit to 

their data. 2 0 
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Figure 45. Result from this experiment on d2a/dxFd.fT; curves are 

from fits (3) and (4) in table 9 with and without Q2 evolution. Curves 

have been scaled by indicated K factor. 
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cross section in fr, with curves from the Orel I-Yan and Q2-evolved fits. 

Clearly the shape of neither curve matches the data; the data below the 

T seem to fal I less steeply, and show a different "curvature". Above 

the T the data fal I above both predictions, but the Orel I-Yan curve is 

closer to the data points. From these predictions we can calculate a K 

factor 1n each bin 1n fr; these data are shown in figure 47. The data 

require an increasing K factor for both the Orel I-Yan and the Q2-evolved 

models, though the increase is less severe for the Orel I-Yan case. 

4.3.5.5 fr dependence of K factor.-- Figure 48 shows a comparison of 

the K factor as a function of fr from this experiment relative to the 

Q2-evolved fit to to the results of NAto20 and NA3. 19126 In the 

analysis of their 200 GeV ~±, p sample NA3 did not analyze the fr 
dependence of the K factor, though their overal I K factor of 2.3±0.5 

agrees well with the results of this experiment and NAlO. Here we have 

extracted the fr dependence of the K factor from their data on 
3 mµµdu/dmµµ and their reported structure functions. The result agrees 

remarkably well with the result of this experiment with respect to the 

increase observed 1n the K factor. In the case of their analysis of 

data taken with a 400 GeV proton beam, they extracted the K factor rela­

tive to a Q2-evolved parameterization of the CDHS structure function 

(see appendix C) as a function of fr. Relative to this nucleon 

structure function they saw K increase with fr, as shown in the figure. 

NA3 report that the rise in Kat high mass in their proton sample is due 

to uncertainty in the nucleon sea as measured by CDHS, though their own 

determination of the nucleon sea exponent agrees very wel I with that of 

CDHS. We have examined the sensitivity of the cross section in pN 

reactions at 400 GeV to changes in the nucleon sea distribution. We 

find that changing the gluon momentum fraction does not result 1n a fr­
dependent change, while changing the value of the sea exponent~ in the 

parameterization xNu~(xN)a(l-xN)~ from ~=8.5 to ~=9.5 (wel I outside 
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their own quoted value of 9.03%0.30) introduces a change in the cross 

section which increases roughly linearly with f.T by 30% over the range 

of their data, which show an increase in K of 50% over the same range. 

Thus the uncertainty in the nucleon sea is not quite enough to account 

for the observed deviation from a constant K factor, as seen in the NAlO 

results. The NAlO results using a ~ beam were obtained assuming the 

same CDHS nucleon structure function as in the analysis of the NA3 

proton beam data, fitting for a Q2-evolved pion structure function. 

They found that the K factor was independent of f.T except in their 

highest mass points where they see the anomalous scaling violation. 

Even excluding the NA3 data taken with a different beam, the re­

sults of this experiment differ from those of NAlO taken with the same 

beam particle, but at a different energy. The result depends on the 

value of A in the Q2 fit. The value used here was A=0.15 GeV; 27 using a 

larger value (NAlO used A=0.3 GeV) wi I I of course make the rise in K 

with f.T steeper. Unless there is a fS dependence of the K factor as a 

function of f.T we must conclude 

NAlO. One might also conclude, 

NA3 and NAlO disagree as wel I. 

that this experiment disagrees with 

though with less statistical power, that 

The disagreement with NA3's proton 

result, on the other hand, might be understood as a consequence of using 

a different beam particle or the uncertainty 1n the nucleon sea. 

Theoretically the K factor is expressed as the ratio of the ful I 

O(a ) QCD cross section including qqg and qg diagrams (NLLA) to the s 
cross section with Q2-evolved structure functions (LLA). In this case, 

K has a value of 1.6-1.8 and is predicted to rise with .JT, but only at 
r= 2 8 2) quite large values of iT. However the ratio of the O(a cross 

section to the O(a) cross section is also of order l.6, 2 f and so the s . 
appliciabi lity of perturbation theory is not clear. Clearly the O(a) s 
value in the range 1.6-1.8 is too smal I even for the lower mass region 

alone, where K=2.8%0.2 is observed. The experimental K-factor, of 

course, imp I icitly includes al I orders in a . It is hoped that the s 
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comparison of different K-factor measurements presented in figure 48 

will stimulate further theoretical interest in resolving this question. 

With respect to the experimental question concerning the disagree­

ment, we have already shown that there is good agreement between the 

data and Monte Carlo above the T in the illuminations (figure 28), and 

the angular distributions show no pathological behavior above the T in 

mass. The background falls more quickly than the data with mass, and so 

this does not appear to be a problem at high mass. Likewise the Pr 
distribution is modeled wel I above the T, and since the Pr acceptance 1s 

flat at high mass, this result is insensitive to the value of (p~} used 

in the Monte Carlo. Thus we conclude that the observed increase in K is 

not the result of a systematic uncertainty in the Monte Carlo 

acceptance. 
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CHAPTER 5 

TRANSVERSE MOMENTUM DISTRIBUTION 

In this chapter the results for the transverse momentum distribu­

tions are presented. We begin with a discussion of the theoretical 

prejudices, including the ideas of the Orel I-Yan model and QCD. This is 

fol lowed by discussions of the parameterization employed and the method 

of analysis. The results are then discussed and compared with the 

results of other experiments. 

5.1. Theoretical predictions 

In this section the theoretical predictions for the dimuon trans­

verse momentum distributions are discussed. In the first subsection the 

implications of the Orel I-Yan model for Pr are presented, leading to a 

discussion in the following subsection of the QCD model for the produc­

tion of large transverse momentum muon pairs. 

5.1.1 Orel I-Yan and Pr 

In the Orel I-Yan model the production of muons pairs 1s assumed to 

take place through the annihilation of an antiquark 1n one incoming 

hadron with a quark in the other incoming hadron. Any transverse momen­

tum of the virtual photon (relative to the hadron-hadron axis) is attri­

buted to the "intrinsic" transverse momenta of the annihilating quarks 

within the hadrons. This intrinsic transverse momentum can be estimated 

128 
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from the uncertainty principle if one knows the hadron size. The hadron 

sizes may in turn be inferred from the total scattering cross sections. 

For pp scattering we have a =42 mb, which implies r N0.6 fm under the pp p 
assumption of a "black disk" type of model. This estimate combined with 

the fact that for ?rp scattering a =25 mb imp I ies r N0.3 fm. Thus 
2 2 ?rp . 11'" 

(kTp>=0.16 GeV and (kT?r)=0.32 GeV, which would imply that from intrinsic 

transverse momentum alone we expect <Pr> ~ 0.5 GeV independent of .fS. 
This implication of the Orel I-Yan model did not agree with the 

observations of a mean transverse momentum in excess of 1 GeV and the 

increase of (pT) with .fS. Thus theoretical interest turned to QCD 

corrections which might account for these observations. 

5.1.2 QCD and PT 

The mechanism by which QCD is thought to be able to account for the 

observed behavior with pT is the emission or absorbtion of gluons in the 

interaction producing a virtual photon. This gluon can carry away or 

provide transverse momentum, thus broadening the Pr spectrum. Feynman 

diagrams of the various processes in which this occurs were shown in 

chapter 1, in figure 3. The contributions of these diagrams to the Pr 
spectra are calculable i~ perturbation theory, but suffer from singu­

larities as p1~o, though the divergence can be regularized in a pro­

cedure involving the intrinsic quark transverse momentum. 30 The detai Is 

of these calculations are somewhat subtle; no attempt wi I I be made in 

this dissertation to compare these predictions with the results. Suf­

fice it to say that qualitatively the presence of a relatively large 

contribution to the cross section at high Pr can be explained in the 

context of QCD corrections to the Orel I-Yan model. 
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5.2. Parameterization and analysis method 

In this section an empirical parameterization of the pl distribu­

tion based on the Orel I-Yan formula is presented. Thi.s is fol lowed by a 

description of the analysis method for estimating for the parameters, 

and a discussion of the systematic effects involved. 

5.2.1 Cross section formula 

We start by building on the basic Orel I-Yan formula to include the 

Pr distribution, introducing a function P(pT;xF,mµµ) to describe the Pr 
spectrum at a given xF and mµµ= 

3 2 v s 
__ d_o ___ 41fa F 1f(x1f)GN(xN) + F 1f(x1r)HN(xN) 

9s (x1fxN) 
2 

where to preserve normalization we require that 

Clearly at finite IS, Pr can not get arbitrarily large, though in 

practice the function P wi I I fal I rapidly enough so as not to make a 

difference. The form we have chosen for the function P is completely 

empirical; we write 

5. ~ (:~ a-1 

where a:a(xF,mµµ) and b=b(xF,mµµ). The normalization condition 1s 

clearly satisfied, and it is straightforward to calculate that 
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8(2/a,5-2/a) 
a 

for any xF and mµµ (B(x,y) is the Euler beta function.) Though this 

parameterization is purely ad hoc it shal I be seen to describe the dis­

tributions wel I over the measured range; it is only necessary to deter-
2 

mine a(xF,mµµ> and b(xF,mµµ> to determine <Pr> as a function of xF and 

mµµ 

5.2.2 Method of analysis 

Given that the parameterization describes the pl spectrum wel I, we 

need to find the functions a and b in regions of xF and m We proceed µµ 
1n a similar fashion to the structure function calculation by binning 

the data in regions of p1 , xF, and mµµ' and correcting for background 

and acceptance. This gives a three-dimensional grid of corrected val­

ues. To fit for the values of 

can use the expression for the 

trum in the bin and minimize a 

a and b in a given bin in xf and mµµ we 

cross section to calculate the Pr spec­

x2 with respect to variations in the 

parameters K, a and b. In the minimization the structure function para­

meters are held fixed, and the structure function term is integrated 

over the region of xF and m in which we are interested. µµ 

5.2.3 Systematic effects 

The largest systematic effect 

1s in the background subtraction. 

background level is quite low, but 

accidental background is 60-70% of 

1n determining the pl distributions 

For the lower end of the spectrum the 

rises steadily unti I at large Pr the 

the true di muon signal. Figure 49 

shows the corrected pl spectra for xF)O and 4.15(mµµ<8.65 CeV with a cut 
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Figure 49. Pr spectrum corrected for background and acceptance. 
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of lcosBl>0.85. This cut eliminates almost al I of the accidental 

background, as in the structure function analysis. 

Another systematic effect is once again requiring that the Monte 

Carlo source distributions agree with the observed distributions, as 

discussed in section 3.4.2. Of particular importance to the pl measure­

ment is having the correct angular distributions as a function of Pr· 

However, as was the case in the previous chapter on the structure func­

tions, the fact that we have iterated the Monte Carlo to minimize this 

type of disagreement renders this effect neg I igible. 

5.3. Results 

In this section the experimental results are presented. First the 

results for pl versus xF are discussed, then the results for pl versus 

mµµ We determine a suitable parameterization for a(xF,mµµ> and 

b(xF,mµµ> in e~ch case and compare it with the fit parameters. The 

results for <Pr> are then compared with the results from other dimuon 

experiments. 

5.3.1 

Performing the fits for the parameters K, a, and b in regions of 

xF of width 0.1 results in the values plotted in figure 50. The figure 

shows that K is roughly constant except in the highest two bins where it 

becomes large due to the excess at low xN described in the last chapter. 

The parameters a and b change smoothly over the xF range; a decreases 

linearly with xF, while b turns down at high xF. There is no correla-
2 tion between the parameters in the fit. The inferred value of <Pr> is 

plotted in the figure also, showing a strong decrease with xF. Some 

decrease would be expected from phase space considerations, though the 

size of the decrease is difficult to estimate. Figure 51 shows the Pr 
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spectra with the fitted curves for the bins 1n the range 0.4(xF(l.O. 

Clearly this parameterization describes the shape of the spectra quite 

wel I. The figure also shows how (p~) changes at large xF. 

Fits over the range O(xF(l have also been performed 1n various 

regions of m . Figures 52 and 53, analogous to figures 51 and 52, 
µµ 2 

respectively, show the fit results, <Pr>, and Pr spectra for these fits. 

The data seem to indicate a slow broadening of the Pr spectra as mµµ 
grows. The question as to whether this is occurring at al I xF or simply 

because at high mass the xF region is restricted can be answered by 
2 comparing <Pr> in two mass regions. Figure 54 shows this comparison and 

indicates that indeed though the increase in (p~) 1s smal 1, it occurs at 

moderate xF values. Thus the broadening of the pl spectrum at high mass 

appears to be not due to kinematics but a basic feature of the cross 

section. 

5.3.2 

It is desirable to have a continuous parameterization for the func­

tions a(xF,m ) and b(xF,m ), mainly to be able to generate the distri-
H H . 

butions used by the Monte Carlo. Guided by the results of the previous 

section we can write 

and 

This expression 1s of course purely empirical, and wi I I not be val id 

outside the range of our measurements. Figure 55 shows the result of 

the fits for the parameters. To fit for the parameters an iterative 

procedure was used in which fits were performed for a and b in regions 

of xF, holding a2 and b4 fixed, and then fits for a and b 1n regions of 

mµµ were made, holding a1, b1, b2, and b3 fixed, and so on. The proce-
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dure converges after a few iterations with the result that 

ao = 2.36±0.04 I 

a1 = 0.34±0.19 I 

a2 = 0.22±0.07 

a3 = 2.87±0.64 

a4 = 30±12 I 

bo = 2.76±0.06 

bl = -0.09±0.06 I 

b2 = 0.72±0.06 

b3 = 7 .8:1:1.2 I 

b4 = 3.27±1.5 

Figure 55 shows the results for a and b as functions of x~ and mµµ with 

the above fits, and also shows the resulting values of <Pr> versus xF 

and mµµ w~th curves given by the result of the fit. (The slight devia­

tion from the fit at high xF is due to the fact that the value has been 

plotted at the center and not the weighted mean of the bin.) Thus it is 

clear that the parameterization describes the observations quite wel 1, 

and is therefore used in the ~onte Carlo to generate the Pr spectra at 

given values of xF and mass. 

5.3.3 Comparisons with other experiments 

In comparing the Pr results of different experiments, it is first 

necessary to realize that the value.of (p~) observed increases with 

center-of-mass energy squared. This is i I lustrated in figure 56, where 

(p~) is plotted as a function of s for different experiments at the same 
· 3 I value of .fr=0.28, for xF)O. The value from this experiment agrees 

with the general linear increase withs. Such an increase is a clear 

signal that the simple Orel I-Yan model 1s incomplete, since in the model 

the transverse momentum of the virtual photon arises from the 
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intrinsic quark transverse momenta, which are assumed independent of s. 

However, Malhotra31 has noted that QCD calculations fai I to explain 

fully the increase in (p~) with s. 

We can compare the observed decrease 1n (p~) as a function of xF 

with the results of other experiments. 31 NA3 and NAlO have analyzed 

this dependence as a function not of xF but of the rapidity defined by 

y=(l/2)1n(x~/xN). Figure 57 shows a comparison of the result of this 

experiment to those of NA3 and NAlO. The magnitude 1s different at 

different energies, but the trend toward lower (p~) at high y is the 

same in all three experiments. (As previously mentioned such a change 

would be anticipated from phase space arguments.) 

Finally we compare the change in (p~) with mµµ 1n figure 58, for the 

same experiments, although in somewhat different y regions. Here the 

increase in <P~> with f.T is seen in al I three experiments. There is the 

suggestion by NAlO that (p~) decreases above the T; this experiment is 

not inconsistent with such a decrease, but the statistics are not large 
2 enough to confirm this. The change in <Pr> at low mass is not required 

by kinematic constraints, and provides further qua I itative evidence for 

a departure from the simple Orel I Yan picture. 
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CHAPTER 6 

ANGULAR DISTRIBUTIONS 

In this chapter the results for the dimuon angular distributions 

are presented. We begin with a discussion of the parameterizations and 

analysis method fol lowed by a detailed discussion of the systematic 

effects. The results for the angular distribution coefficients A, µ and 

v as functions of x~, mµµ' and Pr in the different reference frames wiJ I 

then be discussed and compared with the measurements from other experi­

ments. The results are then compared with the theoretical predictions 

discussed in chapter 1, including first-order QCD corrections to the 

angular distributions and higher-twist effects. Qua I itatively the data 

support the presence of QCD corrections to the Orel I-Yan model, and show 

clear evidence for longitudinal polarization of the virtual photon at 

high x~. 

6.1. Analysis method 

In this section the method for extracting the angular distribution 

coefficients is described. We begin with a discussion of the various 

notations for the coefficients. The relations for translating between 

the different reference frames are then presented, fol lowed by a discus­

sion of the general method for calculating the coefficients from the 

data. 

146 
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6.1.1 Angular differential cross section 

The most general expression for the dimuon angular distributions 
p -

(assuming a J =1 state) can be written in the form introduced by 

Collins and Soper: 32 

1 d2
(J 3 

- - = -[1 + 
q dO 1611" 

where 

There 

one. 

the Ai are functions of the kinematic variables xw, mµµ and Pr· 
are at least two other commonly used notations in addition to this 

That of Lam and Tung4 is: 

Here WT is the transverse helicity structure function, WL is the longi­

tudinal helicity structure function, w6 is the spin flip helicity struc­

ture function, and w66 is the double spin flip helicity structure func­

tion. Al I of the W's are functions of the kinematic variables. Lastly 

we have the notation used by NA1011 

3 
=--- (1 + Xcos2e + µsin28cos~ + ~sin28cos2¢] , 

47r(X+3) q dO 

where again A, µ, and v are functions of the kinematic variables. The 

three notations really only differ in the way that the first two terms 

are expressed. The A0 , A1, A2 scheme has the advantage that the angular 

terms are expressed as asymmetries in that in integrating over the ful I 

solid angle the terms proportional to the A. do not contribute to the 
I 

total cross section. Thus the contributions from different processes 

(with different initial and/or final states) add independently to the 

A .. The W notation separates clearly the transverse and longitudinal 
I 

contributions to the cross section. The last notation is useful mostly 
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1n comparing with the results of other experiments, and in seeing the 

deviation from a pure l+cos28 distribution. In the remainder of this 

chapter al I three notations wi I I be used interchangeably; a guide to 

transforming between them is given in appendix D. 

6.1.2 Translation to different reference frames 

The angular variables cos8 and¢ are defined in the µ-pair system 

with respect to a given reference frame as discussed in section 1.1. 

The three frames used in this chapter are the t-channel, or Gottfried­

Jackson frame (GJ), the Col I ins-Soper frame (CS), and the u-channel 

(UC). In the GJ (UC) frame, the z axis points along the beam (target) 

axis and in the CS frame the z axis is halfway between the beam and 

target axes. These three frames differ only by a rotation about the y 

axis. Given the value of the coefficients X, µ, and v in a given ref­

erence frame the coefficients can be calculated in another frame. For 

example to translate from the GJ to CS coefficients we have the relation 

3p 
l-p2 

-2p 

2 2 2 
~ = 1 + p + p X/2 - pµ - p v/4 

The same transformation holds from UC to CS; the reverse transformations 

are obtained simply by replacing p with -p everywhere. It is important 

to remember, however, that the sign. of the angle p, and hence that of p, 

is determined by the convention used for the definition of the x axis 

(or equivalently, in a right-handed system, they axis). We have chosen 

they axis to be given by a unit vector para I lel to the cross product of 

the target direction and the beam axis (in the GJ frame) in the muon 

pair center-of-mass. Clearly, however, the choice of the sign of they 
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direction only changes¢ to ¢+7r, resulting 1n µ changing to-µ without 

affecting the other coefficients. 

6.1.3 Calculation of angular coefficients 

Given that the expressions from the previous section for the angu­

lar distribution hold, we can calculate the coefficients from the cor­

rected data distributions. As in the previous two chapters on the 

structure function and transverse momentum distributions, the number of 

observed events in a given bin is corrected for the predicted number of 

background events and the Monte Carlo acceptance. The bins are now 

five-dimensional, indexed by cosB, ¢, m , x and Pr· (x is used µµ 'Jr 'Jr 

rather than xF mainly because the higher twist prediction is made with 

respect to this variable.) Since the angular distribution cross section 

expression is linear in the coefficients we can calculate them directly 

using a linear least-squares method by minimizing a x2 with respect to 

variation in the coefficients. Since the coefficients enter linearly, 

the minimization can be performed by inverting the variance matrix. 

Alternatively in the case of low bin statistics we can do a maximum 

I ikel ihood fit, using a minimizing routine such as FUMILI. The maximum 

likelihood method proceeds just as in the structure function case de­

scribed in chapter 4. Ideally with enough statistics we could determine 

the angular distribution in each smal I cell of m , x and pT, but this µµ 'Jr 

is not possible. In calculating the cose and ¢ distribution we must 

integrate over (sum over) bins in variables not being studied. 

6.2. Systematic effects 

The angular distribution results are more sensitive to certain 

systematic effects, mostly because the values of cosB and¢ strongly 

affect the topology of the muon pair in the detector. There are three 
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main systematic effects discussed in the fol lowing subsections: beam 

angle, detector acceptance correlations, and the scinti I lator efficien­

cies. To the extent that these effects are understood and corrected, 

however, they wi I I not significantly affect the final results. 

6.2.1 Beam angle 

Early in the analysis, it was observed that the ratio of the number 

of accepted data (with background subtracted) to accepted Monte Carlo 

events as a function of cosO was skewed, with a 20% excess of data at 

cos0=-1 and a 20~ deficit at cosO=+l. Perhaps more significantly, an 

excess of data over Monte Carlo was observed at ¢lab=O, with a rather 

broad maximum as a function of ¢lab· This variable is not associated 

with any physics, and the excess provided a clue to the origin of this 

effect. ¢lab is the.angle in the x-y plane of the direction of p1; an 

excess in a given direction could be explained if the beam had a direc­

tion component in the nominal x-y plane. To see if this could account 

for the effect, Monte Carlo events were generated with such a "beam 

angle," corresponding to about +1 mrad in the x-z plane, and no y compo­

nent. Also, the data were reanalyzed with the assumption that the beam 

had a +1 mrad angle. (The beam transverse spread was taken to be 0.3 

mrad in both directions as described in chapter 3). The resulting cose 

and ¢lab data to Monte Carlo ratios were now nearly flat, supporting 

this explanation for the effect. 

Of course, direct evidence for a beam angle was desired. The angle 

of beam sign muons at or near the beam energy was calculated using the 

level 1 prescaled triggers. The reconstructed angle of these tracks at 

the target agreed with the 1 mrad hypothesis within errors but the cuts 

placed on the events tended to bias the sample. 

An effective "beam angle" was attainable from two sources: actual 

angle of the beam relative to the nominal surveyed beam axis and skewing 

of the coordinate system used in the track reconstruction relative to 
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the nominal surveyed axis. Unfortunately due to the high intensity it 

was not possible to measure the actual beam angle on line while record­

ing data. Beam position monitors measured the average position of the 

beam during the spi I I at points just upstream of the target, and 20 m 

upstream of the target. It was estimated that the beam angle was no 

larger than about 0.35 mrad relative to the nominal beam line. Thus the 

apparent beam angle of 1 mrad must be a consequence mostly of not having 

the tracking coordinate system aligned with the nominal beam axis. This 

could of course result from an error of a type difficult to trace, in 

the survey measurements or subsequent calculations. 

6.2.2 Detector acceptance correlations 

The detector acceptance 1s a function of cos8 and ¢ and is corre­

lated with the values of the other kinematic variables, particularly Pr· 
Events at large lcos81, for example, tend to have one low-momentum muon 

and one high-momentum muon. Low momentum muons tend to leave the exper­

imenta I aperture, while high momentum muons are near the regions popu­

lated by muons from beam and secondary decays. At large pT, however, 

the energy balance can change even for large lcos81 events such that 

these events are accepted. Thus the cos8 acceptance changes from being 

strongly peaked around cos8=0 at low Pr, to being nearly flat at a Pr of 

3 GeV. This and al I other such correlated acceptances are assumed to be 

correctly modeled by the Monte Carlo. However it is clear that unless 

the generated Monte Carlo distributions match the true physical distri­

butions, the calculated acceptance will not be correct when one or more 

of the five kinematic variables is integrated over. Thus when we exam­

ine X as a function of x~, for example, we integrate over al I Pr and we 

must have v described correctly as a function of pT in the Monte Carlo. 

It is difficult to estimate quantitatively the magnitude of this 

effect on the final results. The procedure used in this analysis was 
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iterative in the sense that the Monte Carlo generation was based on the 

results of the previous run of the Monte Carlo, unti I the results did 

not deviate significantly from the generated distributions. In the next 

section on the results a comparison between the data and Monte Carlo 

wi I I show this agreement. 

6.2.3 Sc inti I lator efficiencies 

In section 3.3.2 the method for calculating the scinti I lator coun­

ter efficiencies was discussed. The counter efficiencies affect the 

angular distributions in particular because the efficiencies are posi­

tion dependent. The topology of pairs in the detector is determined 

largely by the value of cos8 and the sum of ¢lab and ¢; hence the por­

tion of the detector i I luminated is strongly dependent on the angular 

variables. An inefficiency in the detector which is position-dependent 

wi I I therefore affect the angular acceptance quite strongly. As dis­

cussed in section 3.3.2 the counter inefficiencies were determined from 

tracks from prescaled level 1 triggers. The overall efficiencies were 

quite good but dependent on the position along the counter. Initially 

the counter efficiencies were calculated using tracks of a quality which 

would not be as high as the quality of tracks in the final sample. This 

resulted in poor agreement in shape between the data and Monte Carlo 

i I luminations such that at smal I lxl the acceptance was underestimated 

by 15-20%. This problem was determined and corrected; the final results 

shown here are based on counter efficiencies which were determined as 

accurately as possible. However, si.nce the resulting angular distribu­

tions changed by 2o or so, we assign a systematic error to the final 

results which reflects our confidence in the counter efficiencies. This 

is the largest source of systematic error for the angular distribution 

results, and affects A more thanµ and v. 
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6.3. Results 

In this section the results on the dimuon angular distributions are 

discussed. To begin, the kinematic cuts and cosB-¢ grid used are de­

scribed. Then the results from fits for X, µ, and v in the CJ frame as 

functions of the kinematic variables are presented with comparisons to 

the generated Monte Carlo spectra. Results in three reference frames 

are then presented and compared with those of NAlO and NA3 at CERN. We 

then examine the question of parton intrinsic transverse momentum as 

determined in the angular analysis, followed by a comparison of higher­

twist and first-order QCD predictions with the results, including a test 

of the analog of the Callan-Cross relation, 1-X=2v. 

6.3.1 Kinematic cuts 

In general the grid in cose and ¢ used in the fits 1s 10 by 10 

eel Is; near the phase space edges some fits use a 5 by 5 grid due to 

poor statistics. Cells with acceptance less than 0.75~ are eliminated; 

this results in eliminating the bins with cosO near -1 and¢ near~ and 

the bins with cos9 near ~1 and ¢ near 0. To eliminate the region where 

we are uncertain about the background subtraction we cut the accepted 

data, simulated background, and accepted Monte Carlo events above 

lcos8l=0.9, but keep al I generated events to preserve the integral over 

the bin, and to project the fit points. These cuts eliminate around one 

quarter of the bins (but not one quarter of the data). The binning used 

is 10 regions in each of x , m , and pT, with the I imits 0.2(x (1.0, 
~ µµ ~ 

4.05(m (8.55 CeV, and O.O(pT(5.0 CeV. Also in al I the results shown µµ 
here we use only events with xF)O. 
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6.3.2 Overview of results; comparison with Monte Carlo 

Figures 59 and 60 show the projected cosO and ¢ distributions along 

with curves from the fits to the data. The cosO distributions are shown 

in regions of x to i I lustrate the change in A at high x which may be 
~ ~ 

due to high twist (see section 6.3.6). The¢ distributions are plotted 

in regions of pl; one sees clearly the cos2¢ dependence characteristic 

of the v term increasing with Pr· The curves are from the parameters 

found in the fit to each region. 

Figures 61 to 63 (and table 10) show the results for the angular 

coefficients A, µ, and v in the t-channel (GJ) frame as functions of x~, 

mµµ' and Pr· The curves represent the generated Monte Carlo spectra in 

the GJ frame integrated over the indicated kinematic intervals. The CJ 

data points show very good agreement with the generated spectra in al I 

three variables, and so this source of systematic disagreement is evi­

dently minimized. Little change was seen in the coefficients as a re­

sult of altering the source spectra in any case. The systematic errors 

included in the error bars shown include the effect of a 5% error in the 

Monte Carlo acceptance. For A a systematic error due to uncertainty 1n 

the counter efficiencies has been included with a magnitude 0.15(1-x~). 

Generally speaking the cj data show I ittle or no deviation from 

A=l, except at high x~. The CS and UC points tend to I ie above A=l in 

al I three variables. This would seem to indicate that WL<O in these 

frames, which is theoretically not al lowed. To check the basic consis­

tency of the data one can transform the CJ and UC points to the CS frame 

as described earlier 1n section 6.2.1. The translated points agree with 

the CS frame results to within lo as expected. 

The results for µ show quite a significant departure from µ=0 in 

the CJ frame, decreasing with x and m but increasing with Pr· The 
~ µµ 

same is generally true of the results for v as wel I. Forµ, however, 

the UC results are opposite in sign to the CJ results as expected. We 

shal I examine these behaviors in more detai I in the fol lowing sections. 
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Figure 59. Result for GJ cose distributions in regions of x~ for 

4.05(mµµ<4.95 GeV. Curves are from fit to cosB-¢ plane. 
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Figure 60. Result for GJ; distributions integrated over the range 

-0.6(cos8(0.6 in regions of pl for 4.05(m (8.55 GeV. Curves are from µµ 
fit to cose-¢ plane. 
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Figure 61. Result for A, µand v as a function of x~ in the CJ 

frame; curves are for generated Monte Carlo. 
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Figure 63. Result for X, µ and v as a function of Pr in the CJ 

frame; curves are for generated Monte Carlo. 
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6.3.3 Comparison with NA3, NAlO 

Figures 64 through 66 show comparisons of the results from this 

experiment for X, µ, and v with those of NA310 and NA1011 in the 

Col I ins-Soper frame as a function of the kinematic variables. The re­

sults for v as a function of Pr show the best agreement among al I three 

determinations. The rest of the plots show a good deal of scatter. 

This experiment has better statistics than NA3; this is reflected in the 

size of NA3's error bars. Also, while NAlO has more statistics their 

acceptance in cosO is too narrow to permit a precise measurement of X. 

The results of this experiment tend to agree better with NA3 than NAlO 

in general. Also, as noted earlier, great care has been taken in this 

experiment to remove systematic uncertainties due to acceptance corre­

lations, scintillator inefficiencies, and beam angle. 

6.3.4 Comparison with 1-X=2v 

As noted in chapter 1, a general relation which is predicted to 

hold 1n al I frames is that 1-X=2v. The only expected modification to 

this relation comes from intri.nsic transverse momentum of quarks in the 

hadrons; the modified version is 

1 - X = 2v + 

For reasonable values of the intrinsic transverse momenta the quantity 

2v-(1-X) rs approximately -0.1. Figure 67 shows this quantity as a 

function of the three kinematic variables, in the three reference 

frames. Clearly the relation is violated in al I three frames except at 

large x~ and small Pr· Qua I itatively this violation was seen in the 

NAlO data at large Pr· Figure 66 shows this most clearly; v increases 

while X stays roughly constant as Pr grows. The imp I ications of this 
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1 1 Figure 64. Comparison of results from this experiment, NAlO, and 

NA310 for ~, µ and v as a function of x~ in the CS frame. 



162 

2.00 _,_ _________ ........___.__.____.__--I-

A 

1.00 iti_i __ J_frt---
• • + + 

• E615 D NA.3 b. NA.10 
0.00 -----------..--------

4.00 6.50 9.00 
mµµ. (GeV) 0.50 ________ __..___,...__..__........___.__ ___ _ 

µ 

0.00 :_.~+ !1.---+-~~t---

• E615 c ~3 b. NA.10 
-0.50 -1---.....-...--""T"""---r-.--""T"""---r-.--~--+-

4 .oo 6.50 9.00 
mµµ (GeV) 

Figure 65. Comparison of results from this experiment, NAl0, 11 and 

NA310 for X, µ and v as a function of mµµ in the CS frame. 
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Figure 66. Comparison of results from this experiment, NAl0, 11 and 

NA310 for A, µand v as a function of pT in the CS frame. 
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Figure 67. Test of the relation 1-A=2v in the three kinematic 

variables, in the range O.O(pT(5.0 GeV, 4.05<mµµ<8.55 GeV, 0.2<xw<l.O. 
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violation are not clear; the relation is related to the spin 1/2 nature 

of the colliding partons. Thews has sugested that one way for this to 

happen is for there to be multiple gluons in the interaction. 33 

6.3.5 QCD predictions 

Figure 68 shows the results for A, µ, and v in three frames as a 

function of p=pr/mµµ· Qua I itatively the results forµ and v are in 

accord with the predictions of the first-order QCD calculations. 6 Spe­

cifically the increase in µ and v with Pr and 1/m is anticipated by µµ 
the models. However, a detailed comparison of these results with the 

theoretical predictions 1s not possible because the dependence of the 

angular coefficients on xF is not predicted by the models. Also, the 

fact that the decrease in X observed as a function of Pr is too small to 

satisfy the analog of the Cal Ian-Gross relation 1-A=2v cal Is into ques­

tion the meaningfulness of the theoretical predictions. Nevertheless 

the increase inµ and v with Primµµ is striking, and too large to be 

explained by the contribution from intrinsic transverse momentum. (See 

section 1.2.2.) 

6.3.6 Higher twist 

In chapter 1 the effect of higher-twist effects on the cose distri-
7 butions at large x~ was discussed. The model of Berger and Brodsky was 

presented; to reiterate they showed that as x~-~1, 

. 2e sin 

and thus at high x~, WL dominates over WT. The implications of this 

model for the structure functions were addressed in chapter 4. The 



µ 

166 

1.00 -l-4--1-t-
4.0S<rn,.<8.55 GeV 0.20<><..ftoo f 
oru ACS +UC 

0.00 -+---r-...----r----i--.-----r--....---r--....-~ 
0.00 0.30 

p 
0.60 

0.75 _ ___.____._ ____ ...__..___..........____.__ 

-~-; __ :_~_-it __ f _ 0.00 
+ + 

4.05<rn,.<8.55 GeV 0.20<><,.<tOO t 
oru ACS +UC 

-0.75-+----.--.....--------r--.......... --..-.....---+-

JI 

o.oo 0.30 
p 

0.60 

1.00 -+-____.,_...____._____, _ _.____.__~_.__--+-+-

0.00 • -+---------------
4.0S<m,.,<8.55 GeV 0.20<><,.<tOO 

OGJ ACS +LJC 
-1.00 -+---..-.....----------~--------.....---.---+-

0.00 0.30 
p 

0.60 

Figure 68. Results for A, µ, and v as a function of p:pT/mµµ 1n 

all three reference frames. 
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conclusion there was that the predicted (1-x~) 2 behavior in the pion 

structure function was not seen (see figure 38), but there was some 

evidence for the term proportional to 1/m2 , with <kT2>=0.6±0.2 GeV2 
µµ 

The model predicts a much more striking effect in the angular distribu-

tions; namely, that A should change from near A=l at low xw to A=-1 as 

xw-~1. 

Figure 69 shows A in the t-channel (GJ frame) as a function of x~ 

for the mass range 4.05(m (4.95 GeV. The mass range used here is lower 
2 µµ 

to enhance the 1/mµµ effect. The data clearly show that X decreases at 

large xw. Two curves are shown in figure 69. The solid curve is based 

on a modified version of the Berger-Brodsky prediction in which 

. 2e 
Sin 

where P=l.22 as measured in the structure function analysis. Here the 

figure shows that the assumption we have made agrees well with the data. 

The other curve in the figure shows the pure Berger-Brodsky prediction; 

clearly the prediction does not match the data wel I. Both curves use 
2 2 <kT>=0.8 GeV ; the pure 

only by letting <k~> be 
7 authors suggest. 

Berger-Brodsky curve can be made to fit the data 
2 on the order of 0.1 GeV , much lower than the 

The 1/m2 dependence 1s illustrated in figure 70, in which the µµ 
result for X in the highest bin in x is shown as a function of m . w µµ 
Once again the data are in good agreement with the modified form of the 

Berger-Brodsky prediction, shown as the sol id curve. However the 

statistics are insufficient to verify the 1/m2 behavior. The dashed µµ 
curve shows the prediction of the pure form of the model CP=2); clearly 

these data favor the model of the solid curve. 

Thus we conclude that there is indeed significant evidence 1n sup­

port of longitudinal polarization at large x~. This may be due to 

higher-twist effects although the form of the structure function must be 

modified from the Berger-Brodsky (1-x ) 2 prediction. The experimental w 
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disagreement with NA3 (see figure 5 and figure 64) is probably due to 

the difference in the mass range used in the comparison; NA3's result 1s 

from the range 4.5<mµµ<8.5 GeV. Comparison of figure 69 with 61 shows 

that restricting attention to a lower mass range enhances the effect. 

Also, work in progress on the analysis of the lower mass region of this 

experiment has indicated that the trend shown in figure 70 is enhanced 

at lower mass. The actual source of the effect must be left as a 

question. 
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TABLE UJ 

ANGULAR DISTRIBUTION FIT RESULTS 

frame "" n~ x"' rang• m,.,,. rang• PT range ~ er.A /II' .. ,. v d"'" X
1
/dof prob • 

low high low high low high 

GJ 6 6 ". 28 ". 44 4.16 8.66 8 . 88 6 • 08 1.82 8.16 8.42 eJ.88 8.38 "· 19 21.38/ 18 8.187 
GJ 18 Ul ". 44 8. 62 4.86 8.66 8 . 88 6 • 88 8. 89 8 .14 0.24 eJ.06 0.18 eJ.07 94.86/ 74 0.062 
GJ U!I 18 eJ.62 0.68 4.06 8.66 0.08 6.00 1.01 0.13 0.32 e.06 0.28 0.06 86.48/ 77 8. 248 
GJ 10 10 0.60 0.68 4.06 8.66 0 • 00 6 • 00 0.94 0.14 0.21 0.06 0.11 0.07 183.78/ 78 0.e21 
GJ 10 10 0.68 0.16 4.06 8.66 0 • 00 6 • 00 e.61 0.12 0. 16 0. 06 0.01 0.06 · 88.89/ 78 0.188 ..... 
GJ 10 10 0. 76 0. 84 4.06 8.66 0 • 00 6 • 00 0. 70 0.11 0 • 28 0 . 06 0 .16 0 .06 116.69/ 79 0 .004 ...... 
GJ 10 10 0. 84' 0. 92 4.06 8.66 0.08 6.08 0.ee 0.16 0.04' 0.06 8 .84 8 .08 189.27/ 81 0. 828 ..... 
GJ 6 6 8 . 92 1. 88 4'.06 8.66 8 • 08 6 . 00 0.34 9.22 -0.02 0.12 -8.86 8.16 21.4'9/ 18 8.266 

GJ 10 10 0 • 28 1. 88 ... 86 ... 60 8 . 88 6 • 88 8.86 8.10 8.36 8.83 8. 36 8. 84' 84.3"/ 72 8.162 
GJ 18 10 8.20 1."'21 4.6" 4.96 0 • 88 6 • 88 8.84 8.10 8.29 8.86 8.31 8.86 93.46/ 73 0 .864 
GJ U!J 10 8 • 28 1. 80 4.96 6.48 8 . 00 6 • 80 0. 92 8 .13 8.33 8.06 8.36 0.06 84.69/ 76 8.234 
GJ 10 10 8.20 1.00 6.48 6.30 0 • 00 6 • 08 t.09 e.14 e.32 8.86 0 • 38 8 • 06 79.14/ 74 0.328 
GJ 18 10 0 • 20 1. 00 6.3" 7.20 0.00 6.88 1 • 00 8 • 20 8.26 8.87 0.16 8.89 126.46/ 77 8. 888 
GJ 6 6 8 • 20 1. 08 7.28 8.66 8 • 08 6 • 80 1.23 8.62 0.16 8.21 8.87 8.29 7.33/ 17 8.979 

GJ 18 18 8 • 28 1 • 08 4.86 8.66 8 • 80 8 • 6" 1.ll 8.14 0.16 0.ea 8. 88 8 • 86 99.28/ 72 8.818 
QJ 10 18 8.28 1.88 4.86 8.66 8.6" 1.88 8.98 e.11 8.26 8.84 8.19 8.84 98.88/ 72 8.831 
GJ 18 18 8.28 1.88 4.86 8.66 1. 88 1 • 68 1.88 8.18 8.39 8.86 8.42 8.86 78.39/ 89 8.263 
GJ 18 1" 8.28 1.88 4.96 8.66 1. 68 2 • 88 8.82 8.13 8.38 8.87 8.47 8.88 84.72/ 88 8.698 
GJ 6 6 8.28 1.88 4.86 8.66 2.88 2.68 8.48 8.13 8.49 8.18 8.84 8.16 28.28/ 18 8 .838 
GJ 6 6 8.28 1.88 4.86 8.66 2.68 3.88 8.47 8.29 8. 34 8. 26 8.76 8.48 14.72/ 18 8.646 



TABLE UJ, CONT. 

fr•me "• n~ x. r•nge m,.,. r•ng• ".T nnge " er,. ,. err .,, er._ 'X}dof prob • 
low high low high low high 

cs 6 6 I. 28 I. 44 4.86 8.66 8."8 6.88 1.29 1.28 ·8.21 1.88 8.22 8.89 16.58/ 14 8.348 
cs 18 11 1.44 li!J.62 4 .es 8.66 e.• s.• 1.24 e.21 8.11 8.e& 8.12 8.87 82.98/ 88 8.849 
cs 11 18 li!J.62 li!J.81 4.86 8.66 8.18 6."8 1.29 8.19 e.11 8.e& 1.19 8.18 88.81/ 73 8.888 
cs 18 18 e.ee 1.88 4.86 8.66 8."8 6."8 1·.88 8.16 8.83 8.86 8.87 8.87 88.66/ 78 e.399 
cs 18 11 eJ.68 8.78 4 .86 8.6& e.ee s.ee 8.79 8.13 e.8& e.84 _,, • 83 8 • 88 93.67/ 79 8.128 ~ ...., 
cs 18 18 8. 76 8. 84 4.86 8.66 8 . 88 6 • 88 8.92 8.17 ". 88 ". 84 8.89 e.ee 189.88/ 78 e.eie ~ 

cs 18 1" 8 .84 8. 92 4~86 8.66 8.88 6.88 8.88 8.28 -8.18 8.87 8.12 8.87 88.81/ 79 8.216 
cs 6 6 8.92 1.88 4.86 8.66 e.ee 6.ee -8.84 8.26 -8.84 8.18 -8 • 83 8 • 28 14.41/ 17 8.838 

cs UI 18 e.20 1.88 4 .86 4. 68 8.ee 6.H 1.28 e.12 8.21 8.83 8.23 8.84 72.46/ 88 8.333 
cs leJ 10 e • 20 1 • 08 4. 68 4. 96 8.88 6."8 1."8 8.14 8.89 8.84 8.19 8.84 88.19/ 88 8.471 
cs 10 18 0. 28 1.88 4. 96 6 .48 8.ee 6.ee 1.28 8.18 8.16 8.86 8.28 8.88 78.23/ 71 e.683 
cs UI 18 8. 20 1.88 6. 48 8. 39 8 • 88 6 • "8 1.38 8.18 8.111 e.ee 8.28 8.88 88.26/ 72 8.889 
cs 18 UI 8 . 28 1. 88 8.39 7.28 8 • "" 6 • 88 1.16 8.28 8 • llJl 8 • 87 8.13 8.18 189.77/ 78 8. 818 
cs 6 6 8 • 28 1 • 88 7.28 8.66 8 • 88 6 • 88 1.82 8.41 8.86 8.24 8.18 8.26 8.68/ 18 8.989 

cs lli!J 18 8. 28 1 • "" 4.86 8.66 8 • 88 8 • 68 1.17 8.14 8.87 8.83 8.8e 8.84 182.82/ 78 8.826 
cs 18 18 8 • 20 1 • e0 4.86 8.66 8 • 68 1 • fJC!J 1.17 8.14 8.12 8.84 8.13 8.83 78.91/ 72 8. 278 
cs 18 18 8. 28 1.88 4.86 8.66 1. 88 1 • 68 1.33 8.13 8.16 8.84 8 • 38 8 • 86 88.61/ 89 8.494 
cs 18 18 " . 28 1 • fJC!J 4.86 8.66 1.&8 2 .88 1.81 8.18 8.18 8.86 8 • 34 8 • 88 88.98/ 78 8.616 
cs 6 6 8. 21 i. 0e 4.86 8.66 2.e8 2.68 1.11 8.31 8.22 8.12 8.46 8.21 16.67/ 14 ,, • 348 
cs 6 6 8.21i!J 1.H 4.86 8.66 2.68 3.88 1.88 8.44 8.38 8.32 8. 71 8.38 19.74/ 18 8.232 



TABLE 18, CONT. 

fr"eme "• "ti lCir r"enge m,.,. r"enge Pr r"enge >. '"' /'4 
,,,... ..., .. ,, ':l~dof prob. 

low high low high low high 

UC 6 6 8. 28 8. 44 4. 06 8.66 e.e8 6.00 1.46 9.&e -e. u e.11 8.24 8.18 7.54/ 18 8.873 
UC 1" lei f!l.44 f!l.62 4.86 8.66 e.00 s.8e 1.21 9.19 -8.19 0.e4 0.14 e.es 87.36/ 74 0.u1 
UC 18 18 0.s2 e.e0 4.86 8.66 0.ee 6.88 1.12 8.18 _., . 18 " • 84 0.23 0.08 78.69/ 73 8.668 
UC 18 18 8.80 0.88 4.86 8.66 e .00 6 .ee 1.13 9.17 -8.14 8.88 8.11 8.88 89.34/ 74 8.832 
UC UI 18 ".68 ". 76 4.86 8.66 

" . "" 6 . "" 
8.81 9.14 -8.18 8.86 Ill • f!l8 8 . 86 181.42/ 73 8.818 

UC 18 18 8.78 8.84 4.86 8.66 0.00 6.1110 0.87 e.16 -9.95 0.e& e .0e e .ea 98.33/ 72 ". "21 
UC 18 18 0.84 0.92 4.86 8.66 0 .00 6 .00 9.88 e.11 -8.19 0.es 0.14 e.01 108.89/ 72 8 .8f!l8 
UC 6 6 ". 92 1.00 4.f!l6 8.66 8.00 6.ee -0.04 e.24 -8.18 0.f!J& 8.f!l3 8.14 26.86/ 18 8.12'4 

.... 
UC 18 18 8.28 1.08 4,86 4.68 0 .e0 6 .88 t.18 e.16 -e • ea 8 . 83 9.21 8.83 87.f!l6/ 89 8.644 ...... 
UC 18 18 8.28 1.88 4.68 '4.96 f!l.88 6.88 1.19 8.14 -0.12 8 .84 8.28 8.84 86.14/ 71 e.121 "1 

UC 18 18 8.28 1.88 4. 96 6 .48 8.88 6.88 1.29 8.18 -8. 11 8 • es 8.28 8.86 183.13/ 74 e.814 
UC 18 18 8. 28 1.88 6.48 8.30 8 . 88 5 • 88 1.38 8.15 -8 . 89 8 • 84 8. 24 8. 86 188.84/ 74 ".888 
UC 18 18 8 . 28 1. 88 8.38 7.28 8 .ee s .88 1.H 8.19 -8. 19 8 . e1 ". 22 8.89 84.17/ 74 8.198 

.uc 6 6 e.20 1.ee 7.28 8.66 8.ee 6.H 1.1110 e.41 -8.es 0.u 8.11 9. 24 11. 79/ 17 8.818 

UC 18 18 8 • 28 t. ee 4."6 8.66 111.eJe 0 .6111 1.14 8.16 -8.82 9.84 -8 • 82 8 • 84 92.43/ 78 8.897 
UC 19 18 8.29 1.ee 4.86 8.66 8 • 69 1. 89 1.16 111.12 -f!l.84 8.83 0.11 9.83 92.13/ 78 9 .1e1 
UC 18 U!I ". 28 1. 88 4.e& 8.66 1.88 1.69 1.3 .. 9.13 -0. 13 e . 03 "· 29 9.86 78.83/ 73 e.367 
UC 18 UI e. 20 t. ee 4.1116 8.66 1. 68 2 . 88 1.18 8.18 -8.18 8."6 9.33 8.88 87.98/ 78 8.647 
UC 6 6 8 . 28 1 • 88 4.86 8.66 2 . 88 2 . 68 1.29 8.61 -e . 83 e . 11 8.34 8.28 14.73/ 14 8.397 
UC 6 6 e. 28 i. ee 4."6 8.66 2.se 3.00 2.88 8.87 -9.47 9.19 9.74 8.25 28.78/ 13 8.979 



CHAPTER 7 

CONCLUSIONS 

The goal of any program in physics is to extend our knowledge of 

the nature of matter. This is accomplished by making measurements and 

observations of physical phenomena and describing them in terms of math­

ematical models based on physical principles. In this analysis the 

emphasis has been on the former, yet the language which has been used 1n 

analyzing and presenting these results has (inevitably) originated in 

the models. In this chapter the results of this experiment are reviewed 

with an eye toward pointing out the advances in our understanding of the 

fundamental physics issues brought about by this work. 

Though the basic Drell-Yan model for the hadronic production of 

dimuons fai Is to account for al I the features of the process, this very 

failure al lows one to test ideas in dimuon production based on QCD. 

These ideas are rooted in the central feature of QCD, that of asymptotic 

freedom. This feature allows calculations in QCD to be carried out 1n 

perturbation theory, provided the energy scale is large enough. Do the 

results presented in this analysis provide a means of testing these 

ideas? 

In chapter 4 the measurement of the dimuon cross section was ana­

lyzed in terms of the hadronic structure functions. Here, under the 

assumption of the Drel I-Yan model it was shown that the structure func­

tions of the pion and nucleon could be extracted and were found to be 1n 

excel lent agreement with the results of previous determinations from 

other dimuon experiments. In the case of the pion this experiment pro­

v ides the most precise me~surement of the high x shape of the pion 

structure function. In the case of the nucleon the result was found to 

be in very good agreement with results from deeply-inelastic neutrino 
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scattering, except at the lowest value of xN (or high x~ and low mass). 

Nevertheless, it was shown that if the assumed shape for the pion struc­

ture function below x~=0.2 is reasonable then the observed total cross 

section was a factor of 2.7-2.9 times too high. This observation was 

also in very good agreement with previous results, and raised several 

questions. Is the K factor explainable in terms of QCD "corrections?" 

Is it sti I I meaningful to speak of the structure functions as process­

independent parton momentum distributions? 

In the leading-log approximation, QCD predicts that the dimuon 

cross section is given by the basic Orel I-Yan formula where the hadron 

structure functions acquire a well-described Q2 dependence. In this 

approximation, however, there is no large factor correcting the total 

cross section. To first order in a , perturbative QCD predicts that the s 
ratio of the dimuon cross section to that of the leading-log prediction 

should be 1.6-1.8, roughly independent of mass and xF. In the analysis 

in chapter 4 the differential cross section was analyzed with respect to 

the leading-log approximation for the structure functions. The nucleon 

structure function was taken from DIS, and a fit for the Q2-evolved pion 

was performed. This fit found improved agreement, as evidenced by the 

increase in the likelihood of the fit, but when the data were compared 

with the mass spectrum p~edicted from the fit the ratio (K factor) of 

the data to LLA showed an increase as a function of mass from a "base 

level" of about 2.7. The O(a) prediction anticipates a rise in K (ex-s 
tracted in this way) with mass, but the observed base level and increase 

are much larger than the predictions. Thus we conclude that higher­

order QCD corrections are important in the description of this process. 

Given this effect, one immediately questions whether we have effectively 

absorbed an xF-dependence of the K factor into our fit for the pion 

structure function as well. The observed (1-x~) 1 · 2 behavior at high x~ 

may mask an anticipated5 underlying (1-x~) 2 structure function multi­

plied by an xF-dependent K factor. The problem is experimentally unan­

swerable without a prediction of the K factor as a function of mass and 

x to al I orders in a . s 
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The last point of the preceeding paragraph may also be related to 

the observed anomalously high value 1n the nucleon structure function at 

high x~ and low mass (low xN). The assignation of the effect to the 

pion structure function or the nucleon structure function is ambiguous; 

for brevity we shat I refer to the excess as a low xN effect. Does this 

effect come from higher-order QCD corrections? It is important to re­

member that the anomaly is not explainable in terms of high-twist ef­

fects, at least as parameterized in our analysis, or the anomaly would 

have been 'absorbed" by that term in the pion structure function. How­

ever, this conclusion may not be accurate if there are important mass­

dependent corrections at low xN. It is important to try to measure the 

cross section at lower mass, to see whether this anomaly persists at 

lower x~, or is a high-xF effect. This work is underway, but made dif­

ficult by the presence of the; resonances. 

Another, perhaps equally important, test of QCD is whether the 

shape of the observed Pr spectra can be explained by the perturbative 

predictions. No detailed comparison with the predictions has been made 

in this analysis; the data have been presented in order to faci I itate 

such work. The results presented here show very good agreement with 

other measurements and with the general expectations. 

Perhaps the most important contribution of this experiment 1s the 

prec1s1on measurement of the kinematic dependence of the angular distri­

butions. The change in the cose distribution at large x shows that 

longitudinal photon polarization 1s not negligible in this kinematic 

region, and must play a role in our understandirig of the underlying 

dynamics. The dramatic and quite beautiful increase of the cos~ and 

cos2~ terms in the angular distributions as a function of p1 /mµµ points 

to the importance of higher-order QCD processes in dimuon production. 

However the failure of the analog of the Cal Ian-Gross relation cal Is 

into question a basic assumption made in carrying out perturbative QCD 

calculations of the angular distributions. The measurements presented 

here should provide a critical test of our understanding of this pro-

cess. 
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This analysis has presented only a fraction of the information 

available in this experiment. Analysis of the~+ data wi II be crucial 

in determining the origin of effects such as the low mass/high x~ anom­

aly. Comparison of the~+ structure function to that of the ~- might 

provide an important clue as to whether the effect is associated with 

the K factor. Analysis of the angular distributions below 4.0 GeV wi I I 

better characterize the change in the angular coefficients. Finally, 

comparisons between different energies may shed light on questions 

regarding the scaling behavior of the cross section. 
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APPENDIX A 

KINEMATIC CORRECTIONS TO x?r AND xN. 

We wish to interpret x?r and xN as the fractional momentum carried 

by a quark within a pion or nucleon, respectively. Such a notion breaks 

down as the total momentum of the hadron approaches zero; the definition 

must be made in the "infinite momentum frame" where the colliding had­

rons have negligible mass. We derive here the expressions for xw and xN 

in terms of the kinematics of the collision. 

~ Let x; and x~ be the longitudinal momentum fractions of quarks in 

the •ion and nucleon respectively, in the~ £!l!:. center of mass 

system. Then we have 

Since 

we get 

* * Thus as s-~oo, x -~x and x -~x and we get 
7r 7r 7r 7r 
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1n the infinite momentum frame. We need one other relation to define x~ 

and xN. Now let x; and x~ be the longitudinal momentum fractions in the 

initial state hadron center of mass system. If pl is the longitudinal 

momentum of the virtual photon in this system and p the pion momentum, n 
then 

case 1) (p ) = fS/2 L max 

case 2) 

The first case reflects that naively the photon can have momentum up to 

one half of the center of mass energy. The second case takes into 

account the mass of the recoi I system (which must be at least a nucleon 

mass for baryon number conservation), the mass m
1 

of the virtual photon, 

and the Pr of the virtual photon, each of which reduces the maximum vir­

tual photon longitudinal momentum. In the limit m
1

))mN, we find 

case 1) XF = x~-xN 

case 2) 
xn-xN 

XF = 
( 2 2 Jl/2 (1-T) - 4pr/s 

The extra terms in case 2) remain because as s grows, Pr and m
1 

can 1n 

principle grow with it. Case 2) represents the "kinematical ly 

corrected" definition of x~ and xN, though the most commonly used 

definition is case 1). The two definitions are equivalent in the I imit 

740 and pT~o. 



APPENDIX B 

STRUCTURE FUNCTION TABLES. 

In this appendix several tables with detai Is of the structure 

function analysis are presented. Table 11 shows the distribution of raw 

events in the x~-xN plane, and table 12 shows the same distribution for 

the simulated background events. The normalization constant between the 

background and raw data is 0.14; that is the number of background events 

in the table is multiplied by 0.14 to obtain the estimated number of 

background events in a given bin. The acceptance in each cell in the 

x~-xN plane is shown in table 13. From these three tables one may 

calculate the structure functions, given the integrated luminosity from 

table 6. 

The three tables fol lowing show the main results of the structure 

function analysis. Table 14 gives the differential cross section 1n xF 

and mµµ' and tables 15 and 16 give the pion and nucleon structure 

function results. 
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)( .. 8.86 8.87 8.89 8.11 

8. 21 
8.23 
0·.25 
8.27 
8.29 
8. 31 
8.33 231 
8.36 279 
0.37 256 
8.39 238 271 
8. 41 265 199 
8.43 369 192 
". 46 319 192 
8. 47 324 179 
8.49 279 141 
8. 61 383 266 163 
8.53 339 237 159 
0.55 ·439 23" 147 
8 .67 483 192 128 
8.69 418 284 132 
8.61 449 163 183 
0.63 433 178 98 
8.66 487 176 93 
8.67 376 147 48 
8.69 338 143 88 
8. 71 336 139 61 
8.73 438 328 149 47 
8.76 '483 277 119 46 
8. 77 437 285 122 42 
8.79 468 218 86 48 
8.81 458 226 84 28 
8.83 437 168 88 28 
8.86 418 144 46 19 
8.87 417 187 66 38 
8.89 337 97 28 14 
8.91 284 86 24 17 
8.93 284 68 22 7 
e:9s 162 61 22 8 
8.97 118 22 11 1 
8.99 73 16 2 6 

TABLE 11 

DISTRIBUTION OF EVENTS IN x -x PLANE 
rr N 

xN 

0.13 0.16 0.11 0.19 0.21 8.23 8.26 8.27 

87 61!1 
74 108 76 87 

116 121 81 68 48 
134 168 98 78 68 46 38 
196 137 184 72 68 -43 28 17 
182 121 78 68 48 38 22 18 
187 189 79 66 64 27 21 18 
173 118 71 46 31 19 14 18 
148 98 88 68 18 28 16 18 
149 103 74 44 23 38 9 13 
124 90 58 40 21 22 13 16 
148 91 83 24 21 28 24 11 
138 85 46 17 18 26 21 21 
181 69 38 19 24 15 19 18 
115 68 35 16 14 28 16 17 
128 53 26 23 18 23 17 18 

98 44 27 22 19 16 9 13 
74 47 36 21 28 18 15 16 
83 29 26 17 28 16 9 
66 30 26 24 12 17 17 
68 32 22 28 16 18 
68 38 21 28 19 13 
41 28 27 16 13 8 
32 22 18 24 14 
38 13 18 19 11 
38 19 16 16 11 
28 18 17 13 
24 14 9 6 
12 18 11 18 
18 18 18 
18 18 13 
18 11 12 
18 9 9 
11 18 9 
18 12 
12 2 

9 8 
4 1 
4 3 
2 1 

8.29 8.31 8.33 8.35 8.37 

16 
11 18 
13 8 18 
18 9 11 9 
11 12 3 7 4 
11 3 8 3 7 
15 6 8 11 

8 7 11 
18 18 
12 

8 .... 
CD 

"' 



TABLE 12 

DISTRIBUTION OF BACKGROUND EVENTS IN x.-xN PLANE 

x,. ... 8.86 8.87 8.89 8.11 0.13 0.1& 8.11 0.19 0.21 8.23 8.26 8.27 8.29 8,31 8.33 8.3& 8.37 

8. 21 6 8 
8 .23 9 6 & 8 
8.26 7 8 8 2 8 
8. 27 8 4 1 2 1 8 8 
8.29 14 .. 8 1 8 1 8 8 
8.31 12 2 1 2 8 8 8 8 8 
8.33 8 8 2 2 " " 8 8 8 8 8 
8.36 13 2 2 8 " 8 " 8 8 8 8 " 8.37 12 1· 2 8 " " 8 8 8 8 8 8 " 8.39 8 8 4 1 1 " 8 " " " " 8 " " " 8.41 18 & 1 2 " 8 8 " " " " " " " 8 
8.43 18 1 " " " " " " 8 8 8 " " " ..... 
9;45 8 8 2 1 1 " " " " 8 8 " 8 co 
8.47 3 3 8 8 8 8 8 8 8 " 8 8 CJ) 

8.49 3 1 8 " 8 8 8 " 8 8 " 8. 61 11 6 2 " " 8 8 " 8 " 8 8 
8.63 18 5 2 8 8 8 " 8 8 8 8 
8.66 18 3 1 1 " 1 8 8 8 " " 8.57 8 3 " " 8 8 " 8 8 " 8.69 9 3 1 8 8 " " " 8 " 8.81 18 3 2 " 8 8 " 8 " 8.83 7 2 8 " " 8 8 8 " 8.86 16 4 8 8 8 e 8 8 e 
8.87 18 1 2 8 8 8 1 8 
8.89 4 1 2 8 e " e e 
"· 71 

15 2 1 fJ fJ " e " 8. 73 21 6 5 2 8 " 8 fJ 
8. 76 27 11 3 8 fJ " fJ " 8.7i 21 7 3 .. 8 " e fJ 
8.79 32 8 2 1 8 fJ 8 
9.81 29 7 2 1 fJ fJ 8 
8.83 22 8 2 e " 

., fJ 
8.8& 28 7 " 8 8 • " 8.87 24 4 1 8 8 " " 8.89 18 5 8 1 8 8 
8 .91 11 1 1 8 8 8 - ' -
8.93 18 3 8 " 8 ., 
8.95 13 3 8 8 8 1 
8.97 21 2 1 e e e 
8.99 28 .. 2 " " " 



x,.. 9.96 9.97 0.99 8.11 

"· 21 9. 23 
9.25 
9.27 
9.29 
9. 31 
8.33 .917 
9.36 .928 
9. 37 .929 
8.39 - .917 ."33 
8.41 - .927 ."34 
Ill. 43 - ."37 ."37 
9.46 .941 ."38 
9.47 .943 ."38 
8.49 - .846 .eJ43 
eJ.61 .1!129 .1!147 .846 
8.63 .fJ41 .85" .fJ43 
". 66 .fJ63 ."68 • fJH 
". 67 .988 ."64 .fJ48 
fJ.69 .fJ78 .fJ67 • fJH 
9 .81 ."81 .082 .864 
9.63 .087 .084 .063 
0.86 .094 .073 .060 
9.87 .U'1 ,fJ78 .862 
8.89 .184 .079 .063 
9.71 .110 .888 .862 
9. 73 .878 .121 .991 .fJ57 
8. 76 .1!194 .126 .899 .981 
8.77 • 188 •• 129 • 1"2 .066 
9.79 .118 .131 .183 .087 
9. 81 .136 .138 .182 • 979 
8.83 .164 .136 .198 .974 
9.86 .187 .137 • 991 .878 
9.87 .175 .144 .192 ."99 
9.89 .182 .148 .999 .989 
8.91 .178 .138 .1"6 • "89 
9.93 .181 .189 .117 • 999 
9.96 .187 .148 .126 .892 
fJ.97 • 287 .171 .111 .996 
8.99 .327 .271 .196 .128 

TABLE 13 

ACCEPTANCE IN •.-xN PLANE 

.,,, 
9.13 9.16 8.11 9.19 8.21 8.23 8.26 8.27 9.29 8.a1 8.33 8.3& 8.37 

• 1188 .i!JH 
• "94 ."99 .911 • 919 
.912 .912 .912 ."12 .912 

• "99 .016 .915 ."14 .912 .915 .913 
.918 • 929 .917 .918 .91& .917 .913 .91" 
.821 • 929 .818 .818 .918 .917 • 918 • "98 .811 
.823 ."22 .822 .919 .829 .913 ."99 .811 .912 .812 
."26 .823 .821 ."22 .919 .913 • 818 .816 .916 .916 .919 
• 927 .• "26 .923 ."21 .918 .912 .916 .918 .916 .918 .912 .913 
."31 .929 .926 .823 .917 .917 ."21 .818 .919 .818 .818 .928 .922 
.932 • 939 ."28 .817 .918 .921 • 92111 .11124 • "29 .919 .11119 .919 .818 
.11135 .832 .928 .818 .915 • "29 .823 .923 .921 ."21 ."21 .914 
.935 ."38 .926 .919 .928 .928 .824 .11122 .11117 .11123 .917 
.938 ."31 .923 .921 . 929 .1!124 .924 .e22 .919 .926 
.1!141 .11!136 .828 .1!122 .11122 .828 .838 .823 .827 
.1!139 .838 .1!121 .822 .928 .11133 .829 .026 ."31!1 
.fJ41 .929 .fJ22 .1!124 . 928 ."3& .fJ2& .828 
.fJ41 .fJ28 .fJ24 .fJ29 ."39 ."32 ."38 .924 
.fJ42 .fJ28 .fJ24 ."32 .828 ."34 .832 
• e37 • eae .fJ23 ."3& ."37 ."33 .922 
.037 .027 .832 ."38 ."32 ."32 
.838 .831 .837 .11!136 .037 .049 
.033 .834 .833 .041 .034 .039 
• 932 • 11!131 .844 • 848 .842 
• 036 • 11!138 .11!138 .11141 .041 
.fJ41 ."38 .848 .fJ48 .942 
."37 .832 .838 .fJ48 
.848 .948 .944 .862 
• 948 • 943 .839 ."62 
.948 .836 .944 
.942 .944 .949 
.069 .963 .946 
.963 ."68 ."68 
.es3 • "69 • 949 
.981 ."67 
.978 ."63 
.988 .968 
.898 .838 
.983 .887 
.141 .922 

.... 
CD ...., 
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TABLE 14 
DIFFERENTIAL CROSS SECTION IN xF AND f7 

mµµ range (GeV) xF range d2o/dxFdf7 

low high low high (nb/nuc I eon) 

4.05 4.55 0.00 0.10 6.41 0.44 
4.05 4.55 0.10 0.20 5.66 0.35 
4.05 4.55 0.20 0.30 5.21 0.30 
4.05 4.55 0.30 0.40 4.03 0.23 
4.05 4.55 0.40 0.50 3.15 0.18 
4.05 4.55 0.50 0.60 2.12 0.12 
4.05 4.55 0.60 0.70 1.57 0.13 

4.55 5.05 -0.10 0.00 3.41 0.33 
4.55 5.05 0.00 0.10 3.56 0.27 
4.55 5.05 0.10 0.20 3.13 0.21 
4.55 5.05 0.20 0.30 2.87 0.18 
4.55 5.05 0.30 0.40 2.21 0.14 
4.55 5.05 0.40 0.50 1.74 0.11 
4.55 5.05 0.50 0.60 1.40 0.09 
4.55 5.05 0.60 0.70 0.92 0.06 
4.55 5.05 0.70 0.80 0.66 0.05 
4.55 5.05 0.80 0.90 0.31 0.08 

5.05 5.55 -0.10 0.00 2.133 0.213 
5.05 5.55 0.00 0.10 2.149 0.178 
5.05 5.55 0.10 0.20 1.901 0.145 
5.05 5.55 0.20 0.30 1. 782 0.125 
5.05 5.55 0.30 0.40 1.580 0.107 
5.05 5.55 0.40 0.50 1.332 0.089 
5.05 5.55 0.50 0.60 0.864 0.059 
5.05 5.55 0.60 0.70 0.695 0.046 
5.05 5.55 0.70 0.80 0.341 0.025 
5.05 5.55 0.80 0.90 0.176 0.016 
5.05 5.55 0.90 1.00 0.009 0.003 
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TABLE 14, CONTINUED 

mµµ range (GeV) xF range d
2
CT/dxFdf.T 

low high low high (nb/nuc I eon) 

5.55 6.05 -0.20 -0.10 1.042 0.170 
5.55 6.05 -0.10 0.00 1.159 0.136 
5.55 6.05 0.00 0.10 1.239 0.122 
5.55 6.05 0.10 0.20 1.146 0.102 
5.55 6.05 0.20 0.30 1.248 0.100 
5.55 6.05 0.30 0.40 1.036 0.080 
5.55 6.05 0.40 0.50 0.852 0.066 
5.55 6.05 0.50 0.60 0.618 0.049 
5.55 6.05 0.60 0.70 0.433 0.034 
5.55 6.05 0.70 0.80 0.241 0.021 
5.55 6.05 0.80 0.90 0.099 0.011 
5.55 6.05 0.90 1.00 0.012 0.003 

6.05 6.55 -0.10 0.00 0.765 0.126 
6.05 6.55 0.00 0.10 0.954 0.126 
6.05 6.55 0.10 0.20 0.904 0.101 
6.05 6.55 0.20 0.30 0.626 0.071 
6.05 6.55 0.30 0.40 0. 714 0.072 
6.05 6.55 0.40 0.50 0.650 0.062 
6.05 6.55 0.50 0.60 0.448 0.044 
6.05 6.55 0.60 0.70 0.279 0.028 
6.05 6.55 0. 70 0.80 0.144 0.016 
6.05 6.55 0.80 0.90 0.056 0.009 
6.05 6.55 0.90 1.00 0.002 0.001 

6.55 7.05 -0.20 -0.10 0.352 0.092 
6.55 7.05 -0.10 0.00 0.485 0.085 
6.55 7.05 0.00 0.10 0.679 0.090 
6.55 7.05 0.10 0.20 0.490 0.061 
6.55 7.05 0.20 0.30 0.597 0.068 
6.55 7.05 0.30 0.40 0.554 0.062 
6.55 7.05 0.40 0.50 0.436 0.049 
6.55 7.05 0.50 0.60 0.303 0.037 
6.55 7.05 0.60 0.70 0.188 0.025 
6.55 7.05 0.70 0.80 0.105 0.015 
6.55 7.05 0.80 0.90 0.035 0.007 
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TABLE 14, CONTINUED 

mµµ range (GeV) xF range 

low high low high 

7.05 7.55 -0.20 -0.10 
7.05 7.55 -0.10 0.00 
7.05 7.55 0.00 0.10 
7.05 7.55 0.10 0.20 
7.05 7.55 0.20 0.30 
7.05 7.55 0.30 0.40 
7.05 7.55 0.40 0.50 
7.05 7.55 0.50 0.60 
7.05 7.55 0.60 0.70 
7.05 7.55 0.70 0.80 
7.05 7.55 0.80 0.90 

7.55 8.05 -0.20 -0.10 
7.55 8.05 -0.10 0.00 
7.55 8.05 0.00 0.10 
7.55 8.05 0.10 0.20 
7.55 8.05 0.20 0.30 
7.55 8.05 0.30 0.40 
7.55 8.05 0.40 0.50 
7.55 8.05 0.50 0.60 
7.55 8.05 0.60 0. 70 
7.55 8.05 0.70 0.80 
7.55 8.05 0.80 0.90 

8.05 8.55 -0.20 -0.10 
8.05 8.55 -0.10 0.00 
8.05 8.55 0.00 0.10 
8.05 8.55 0.10 0.20 
8.05 8.55 0.20 0.30 
8.05 8.55 0.30 0.40 
8.05 8.55 0.40 0.50 
8.05 8.55 0.50 0.60 
8.05 8.55 0.60 0.70 
8.05 8.55 0.70 0.80 
8.05 8.55 0.80 0.90 

d2a/dxFd.fT 
(nb/nuc I eon) 

0.433 0.096 
0.321 0.065 
0.400 0.060 
0.411 0.053 
0.438 0.052 
0.309 0.038 
0.262 0.032 
0.178 0.026 
0.137 0.021 
0.083 0.013 
0.016 0.005 

0.281 0.081 
0.256 0.057 
0.289 0.051 
0.318 0.049 
0.330 0.044 
0.259 0.034 
0.286 0.036 
0.158 0.023 
0.128 0.020 
0.085 0.016 
0.011 0.004 

0.080 0.038 
0.176 0.045 
0.182 0.035 
0.273 0.043 
0.207 0.032 
0.207 0.031 
0.131 0.021 
0.101 0.017 
0.080 0.015 
0.053 0.013 
0.010 0.006 
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TABLE 14, CONTINUED 

mµµ range (GeV) xF range d2o/dxFd.JT 
low high low high (nb/nuc I eon) 

10.55 11.05 -0.10 0.00 0.0191 0.0201 
10.55 11.05 0.00 0.10 0.0300 0.0163 
10.55 11.05 0.10 0.20 0.0964 0.0318 
10.55 11.05 0.20 0.30 0.0500 0.0189 
10.55 11.05 0.30 0.40 0.0602 0.0172 
10.55 11.05 0.40 0.50 0.0371 0.0127 
10.55 11.05 0.50 0.60 0.0125 0.0060 
10.55 11.05 0.60 0.70 0.0138 0.0090 

11.05 11.55 0.00 0.10 0.0343 0.0220 
11.05 11.55 0.10 0.20 0.0482 0.0170 
11.05 11.55 0.20 0.30 0.0403 0.0187 
11.05 11.55 0.30 0.40 0.0264 0.0119 
11.05 11.55 0.40 0.50 0.0170 0.0070 
11.05 11.55 0.50 0.60 0.0232 0.0135 
11.05 11.55 0.60 0.70 0.0055 0.0034 

11.55 12.05 -0.10 0.00 0.0132 0.0141 
11.55 12.05 0.00 0.10 0.0076 0.0079 
11.55 12.05 0.10 0.20 0.0137 0.0146 
11.55 12.05 0.20 0.30 0.0081 0.0084 
11.55 12.05 0.30 0.40 0.0197 0.0090 
11.55 12.05 0.40 0.50 0.0103 0.0064 
11.55 12.05 0.50 0.60 0.0084 0.0064 
11.55 12.05 0.60 0.70 0.0065 0.0052 

12.05 12.55 0.00 0.10 0.0350 0.0243 
12.05 12.55 0.10 0.20 0.0277 0.0227 
12.05 12.55 0.20 0.30 0.0105 0.0079 
12.05 12.55 0.30 0.40 0.0057 0.0059 
12.05 12.55 0.40 0.50 0.0349 0.0227 
12.05 12.55 0.50 0.60 0.0066 0.0073 

12.55 13.05 0.00 0.10 0.0139 0.0156 
12.55 13.05 0.10 0.20 0.0200 0.0164 
12.55 13.05 0.20 0.30 0.0097 0.0074 
12.55 13.05 0.30 0.40 0.0188 0.0126 
12.55 13.05 0.40 0.50 0.0131 0.0077 
12.55 13.05 0.50 0.60 0.0056 0.0062 
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TABLE 15 
PION VALENCE STRUCTURE FUNCTION 

0.21 0.226±0.033 
0.23 0.252±0.029 
0.25 0.221±0.021 
0.27 0.248±0.019 
0.29 0.217±0.016 
0.31 0.195±0.015 
0.33 0.231±0.016 
0.35 0.208±0.011 
0.37 0.205±0.014 
0.39 0.215±0.014 
0.41 0.186±0.013 
0.43 0.207±0.014 
0.45 0.193±0.013 
0.47 0.191±0.013 
0.49 0.172±0.012 
0.51 0.185±0.012 
0.53 0.168±0.011 
0.55 0.171±0.011 
0.57 0.153±0.010 
0.59 0.154±0.010 
0.61 0.141±0.010 
0.63 0.1392±0.0095 
0.65 0.1310±0.0092 
0.67 0.1130±0.0082 
0.69 0.1112±0.0081 
0.71 0.1074±0.0079 
0.73 0.0987±0.0075 
0.75 0.0826±0.0064 
0.77 0.0817±0.0065 
0.79 0.0733±0.0062 
0.81 0.0688±0.0059 
0.83 0.0551±0.0050 
0.85 0.0486±0.0046 
0.87 0.0502±0.0051 
0.89 0.0363±0.0040 
0.91 0.0307±0.0035 
0.93 0.0213±0.0029 
0.95 0.0173±0.0025 
0.97 0.0093±0.0018 
0.99 0.0047±0.0021 
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TABLE 16 
NUCLEON STRUCTURE FUNCTION 

0.05 0.279±0.015 
0.07 0.238±0.013 
0.09 0.229±0.013 
0.11 0.223±0.013 
0.13 0.213±0.013 
0.15 0.200±0.013 
0.17 0.205±0.013 
0.19 0.164±0.011 
0.21 0.165±0.012 
0.23 0.167±0.013 
0.25 0.164±0.015 
0.27 0.166±0.017 
0.29 0.148±0.018 
0.31 0.125±0.020 
0.33 0.135±0.025 
0.35 0.152±0.036 
0.37 0.113±0.041 



APPENDIX C 

CDHS AND CCFRR STRUCTURE FUNCTION PARAMETERIZATION 

The parameterization of the CDHS nucleon structure functions here is the 

one used by NAlO in their structure function analysis. 2° For the struc­
ture functions we write 

V a p a' 
xNup(xN) = AuxN(l-xN) (l+7xN ) 

V a p+l · a' 
xNdp(xN) = AdxN(l-xN) (l+7xN ) 

s 6 
xNup(xN) = A5 (1-xN) 

The exponents evolve with Q2=m~µ' for example a=a(s) where 

We use the values 

s = ln~[ln(m~µ/A2)] 
ln(m26A2) 

2 2 m0 = 5.0 CeV 

A = 0.3 CeV 

a = 0.3543+0.4122s 

a'= l.5760+2.0170s 

p = a.a3ao+2.asaos 

1 = ll.57 

o = 1.411-1.13a5+13.2252-4.99ss3-1.as54 

A= co.so1sa+o.23ooss+o.061a4s52)/2.a s 
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By valence normalization we get 

2/Au = B(a,p+l) + 7B(a+a',P+l) , 

1/Ad = B(a,p+2) + 7B(a+a' ,p+2) , 

where B(x,y):f (x)f(y)/f(x+y) is Euler's beta function. 

For the CCFRR structure function we have the parameterization of 

Purohit34 in which 

v b c 2 
xNup(xN) = a xN(l-xN) Z(xN,Q) 

V , b c+l 2 
xNdp(xN) = a cdxN(l-xN) Z(xN,Q) 

s 2 2 
xNup(xN) = 2/5 xNF1(xN,Q) - 1/5 xNF3(xN,Q) 

where 

Z(xN,Q2) = 1 + (g-h.JX) log10 [Q2/(10 GeV2)] 

2 f 2 
xNF1 (xN~Q) = 1/2 d(l+exN)(l-xN) Z(xN,Q) 

xNF3(xN,Q
2
) = a (l+cd(l-xN))x~(l-xN)cZ(xN,Q2) 

and by valence counting we get 

2 2 1 2 2 B(b,c+l)(l+g log10 [Q /(lOGeV )]-B(b+2,c+l)(l+g log10 [Q /(lOGeV )] 
Cd-

2 2 1 2 2 B(b,c+2)(1+g log10 [Q /(lOGeV )]-B(b+2,c+2)(1+g log10 [Q /(lOGeV )] 

The parameters have the values a=2.3691, b=0.5348, c=2.5473, d=l.6489, 

e=0.7607, f=2.5761, g=0.3324, h=0.9512. 



APPENDIX D 

ANGULAR DISTRIBUTION PARAMETERIZATIONS 

The angular distributions can be written in three ways: 
2 

tda 3[ 2 A0 2 A2 2 ] 
- - = - l+cos 8 + - (1-3cos B) + A1sin28cos¢ + - sin 8cos2; , 
o dO 161f 2 2 

3 
------ [1 + Xcos28 + µsin28cos¢ + ~sin28cos2;] 

41r(X+3) o dO 

The following relationships exist among the coefficients: 

4A0 X:::l---
2+A0 

WT-WL 
). =--

WT+WL 

2WL 
Ao = 

2WT+WL 

2(1-X) 
Ao = 

>.+3 

WL = 2A0 

WT 2-A0 

WL = 1->. 

WT l+X 

w/3 
µ=--

WT+WL 

2w13 

).+3 

w6 = 2A1 

WT 2-A0 

w6 = 2µ 

WT l+X 
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2A2 
ll = --

2+Ao 

2W6h 
ll = --

WT+WL 

4Wh6 
A2 = 

2WT+WL 

4v 
A =-

2 >.+3 

whh = !1__ 
WT 2-A0 

WM,=~ 
l+X 
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The angular distributions in the Monte Carlo generation were given 

by the fol lowing parameterization: 

2 where p:p~/mµµ and with the constants e=o.3 GeV , a=0.37, P=l.22, and 

7=0.8 GeV . 




