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Enagonio, Janice (Ph.D., Physics) 

Measurements of Neutron Production of Lambdas and Antilambdas 

Thesis directed by Associate Professor John P. Cumalat 

We report measurements of the ratio of A 's to A 's in the region of 

low Feynman x (0 ~ Xf ~ 0.15), for two different values of mean center 

of mass energy .JS. The measurements were made with a broadband 

neutron beam in the Proton East area of the Fermi National Accelerator 

Laboratory. A two - magnet multiparticle spectrometer equipped with 

proportional wire chambers was used to obtain a large sample of A 's and 

A 's . The beam energy for each event -was reconstructed using hadronic 

and electromagnetic calorimetry. 

We present distributions of the A to A ratio as a function of x f , 

for fixed .JS. We also report an analysis of the ratio at x f = 0 as a function 

of .JS, using our own data as well as previous measurements. The data are 

compared to a simple phenomenological model based on the assumption 

that low - x f A 's should contain either one beam valence quark ( valence 

- sea - sea production) or none (sea - sea - sea production), whereas 

A 's should be produced only by sea - sea - sea processes. We find that 

this model describes the most important features of the data quite well: 

it explains the predominance of A 's over A 's , even at x 1 = 0, for 

finite .JS , and the increase of the A to A ratio with increasing x f is also 

predicted. However, some inconsistencies in the comparison of data to 

theory are noted. We conclude that further theoretical work is needed to 

describe hyperon and antihyperon production in this kinematic region. 
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CHAPTER 1 

INTRODUCTION 

Our present understanding of the hadronic interactions has its 

roots in the 1960's, when the quark model was proposed to explain the 

observations of a large variety of "elementary" particles in cosmic rays 

and high energy accelerator experiments. In the following years, the 

consequences of the quark model were worked out. Many of the most 

important developments were purely theoretical; an attack was made 

on the problem of quark confinement, and a field theory of the strong 

interactions, called quantum chromodynamics or QCD, was developed. In 

the sphere of phenomenology, the comparison of theory and experiment, 

there were two main areas of progress. In spectroscopy, attempts were 

made to predict the masses of the hadrons; rather impressive successes 

were eventually achieved in the charmonium system and in systematizing 

the masses of the lowest- lying mesons and baryons. In addition, however, 

a dynamical understanding of the interactions of quarks was needed. 

The phenomenology of quark interactions is difficult because the 

strong interaction coupling constant is of order 1 in the experimentally 

accessible " low Q2 " regime. As a result, perturbation expansions anal

ogous to those used in quantum electrodynamics are of dubious validity 

at best. Nevertheless, considerable progress was made. Leptons could 

be used as probes of hadrons; in electroproduction, deep inelastic lepton 

scattering, and Drell-Yan production of high mass lepton pairs, a basic 

understanding of the structure of hadrons and the interaction of quarks 

and leptons was obtained. 
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In addition, there was the even more difficult problem of the 

interaction of hadrons with hadrons. In high energy ( > 100 GeV ) 

hadronic interactions, the experimental data generally consists of so -

called inclusive cross sections: If A, B, and C are any particles, we 

consider the invariant cross section for the process 

A+B-+ c+x, 

where X is any collection of additional particles. It is often of interest 

to examine inclusive cross sections as a function of various kinematic 

variables in the interaction center - of - momentum system (CMS). For 

example, one might measure the distribution of the produced particles C 

versus Pt, the momentum of C transverse to the beam axis in the CMS. 

Similarly, particle distributions as a function of longitudinal momentum 

Pl are often considered; for this purpose, a useful variable is the fractional 

momentum, called Feynman x or Xf, which is defined by 

PCMS 
X 

- _,_l __ 
f = CMS 

P1,maz 

Here pf MS is the mom~ntum of C parallel to the beam direction, as mea

sured in the CMS, and pf!:fa~ is the maximum longitudinal momentum , 

permitted by energy - momentum conservation. 

The theoretical problem of hadronic interactions is to use QCD 

to (ideally) predict or {in practice) at least systematize the properties 

of inclusive cross sections and kinematic distributions. In Chapter 2, I 

briefly discuss one example, the description of low - Pt hadroproduction 

at high x f in terms of QCD counting rules. 
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The experiment described in this thesis, Fermi National Acceler

ator Laboratory E400, was designed to measure inclusive cross sections 

for the hadronic production of charmed particles, and also to contribute 

to our understanding of the spectroscopy of charm. The hadronic charm 

cross section is small; it is predicted to be perhaps 10 to 50 µbat our en

ergies, compared to the total hadronic cross section of 40 mb. In order to 

avoid very restrictive triggers which might severely bias the data sample, 

the experiment was designed to record extremely large numbers of events; 

about 60 million neutron - nucleon interactions were logged. To enrich 

the total sample with charm, which preferentially decays to strange par

ticles, a charged kaon trigger was applied on line. In practice, this trigger 

preferred either charged kaons or protons in certain momentum regions. 

As a result, we obtained a large sample (about 200,000 total) of A 'sand 

A 's decaying via the modes 

Inclusive production of A 's and A 's in the so-called fragmen

tation region (Feynman x ~ 0.25) has been thoroughly studied experi

mentally !1
-

41 However, as explained in Chapter 2, the kinematic region 

near x 1 = 0 - the so - called central region - should be quite different. 

In E400, the spectrometer's acceptance for A 's peaks at x I near zero, 

so that with our large A sample, we obtain excellent statistics on low 

x 1 A 's and A 's . Although some measurements of A and A production 

in the central region have been made previously !~-101 there has been no 



4 

high-statistics study which permits the measurement of the variation of 

the cross sections with x I at low x I . As we will see, the comparison 

of A 's to A 's reported here provides an interesting application of our 

theoretical ideas about hadronic production of baryons. 

Moreover, the measurement reported in this thesis lays the 

groundwork for a comparison of low x I hadroproduction of charmed ver

sus strange baryons. As I will explain in more detail in Chapter 2, the 

comparison of A 's to A 's at low x I allows us to isolate the contribution 

of single valence quark production (valence - sea - sea) for A 's from the 

(sea - sea - sea) production of A's. In E400, we also obtained a sample1111 

of~~ (quark content (cdd)) and ~~ (quark content (cdd)). The~~ 'sin 

our data are also predominantly at low Xf • Thus, by comparing the 

~~ particle plus antiparticle system to the A - A system, we might learn 

something about the differences and similarities of the hadroproduction 

of charmed versus strange quarks. 



CHAPTER 2 

A MODEL FOR 
PRODUCTION OF A 's AND A 's AT LOW XF 

In this chapter, I will discuss some theoretical approaches to the 

description of hadronic interactions. I begin with a brief explanation 

of the parton model of hadrons, and what is known - from deep in-

elastic lepton scattering and Drell-Yan lepton pair production - about 

the structure functions which describe the distribution of partons in the 

hadrons. I then discuss QCD processes in the central region, and intro

duce a simple model !121 due to T. DeGrand, which is useful in comparing 

A and A production at low Xj • 

Currently, we picture hadrons as clusters or bags of partons, 

which are the quarks and gluons of QCD. As an example, we can consider 

the Drell - Yan production 1131 of high-mass lepton pairs. This example 

will serve to introduce some needed terminology and definitions, and will 

also lead us into the model for low x f production of A and A which we 

will use for fitting the E400 data. 

Consider the production of electron or muon pairs e+ e- orµ+µ-, 

with invariant mass M1+1- > 4 GeV /c2 , by a hadronic beam incident on a 

nuclear target. In the parton model, this process is pictured as occurring 

via the annihilation of a quark in the beam or target with an antiquark 

in the other hadron (see Figure 1 (a)). This figure also shows the QED 

diagrams for two related processes, deep inelastic lepton scattering and 

electroproduction of qq pairs. 



6 

(a) 

p 

( b) 

(c) 

FIGURE 1. QED Diagrams for Drell-Yan Dilepton Production and Re
lated Processes : (a) Drell-Yan dilepton production ; (b) deep inelastic 
lepton scattering ; ( c) e+ e- -+ qq 
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In the parton model, the hadronic beam and target are made up 

of so-called valence and sea quarks, as well as the gluons which are the 

intermediary bosons of the strong interaction. The valence quarks are 

the quark - model components of the hadrons in question; for example, 

in 7r-p-+ µ+µ- + X, the beam valence quarks are (ud) and the target 

valence quarks are (uud). The sea partons are the virtual qq pairs and 

gluons produced by QCD vacuum polarization. So the sea associated with 

any hadron will include, in addition to the gluons, all the light quarks uu, 

dd, and ss. In principle, charm and heavier quarks should also be present, 

but will be strongly suppressed relative to the light quarks because they 

are more massive - successful hadronic interaction models assume that 

ss pairs are also somewhat supressed relative to u and d quarks. Thus, 

in the Drell-Yan parton subprocess qq -+ z+ z-, the q can be a valence 

quark for pion or antiproton beams; otherwise, it must be a sea quark. 

The cross section for the parton subprocess follows simply from 

QED: 

(2.1) 

where Q2 is is the 4-momentum of the (virtual) intermediary photon 

and eq is the charge of the quark q. To embed this cross section in the 

hadronic interaction, we need to relate the subprocess kinematics to that 

of the overall hadronic interaction. If P1, P2 are the 4-momentum of the 

hadrons, and pq, Pii the 4-momenta of the q and q, we define xq, Xq by 
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Then the photon's invariant mass (which is of course also the invariant 

mass of the dilepton pair) is given by 

The hadronic interaction's CMS total energy squared is 

In making the approximations, we have assumed that M 2 and s are much 

greater than the beam and target masses; for M ~ 4 Ge V / c2 in Fermilab 

fixed t~get or ISR experiments, the assumption is a good one. Thus, we 

find 

It is also useful to define the dimensionless parameter 

M2 
T= -=XqXq. 

s 

(2.2) 

(2.3) 

At this point, we need to introduce the structure functions J { (Xi), 

which describe the probability that parton i in hadron I carries a frac-

tion Xi of the hadron's momentum P1. We will use structure functions 

normalized so that, when summing over all partons i in I, we obtain all 

the hadron's momentum : 

L j xfi(x)dx = 1 
i=all partons 

Note that, in this equation, we sum over both quarks and gluons. 
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I will say more about the functional forms of the fi later in this 

chapter. For the present, we just assume that there are some such func-

tions, characteristic of the particular hadrons under consideration. 

In that case, the cross section for the hadronic interaction is just 

that - given by equation (2.1) - for the parton subprocess, summed 

over all quark pairs and integrated over x, with ab - function to insure 

the equality (2.2) : 

du + _ 47ra2 ~ 2 1 
dQ2 (h1h2--+ l l X) = 3Q2 ~ eq Ne 

1 1 

x j dxq j dxqf:(xq)fj(xq)b(xqxqs - M 2
) 

0 0 
(2.4) 

Here we have divided by Ne, the number of quark colors, because only 

a q and q of opposite color can annihilate to form the colorless photon. 

Also, note that this sum is only over the charged quarks, not the gluons, 

because the parton subprocess in this case is a QED interaction. 

We can write the b - function as 

2 1 1 
b(xqxqs - M ) = ;b(xqxq - r) = Q2 xqxqb(xqxq - r), 

so equation (2.4) becomes 

du + _ 47ra2 1 ~ 2 
dQ2(h1h2--+ l l X) = 3Q4 Ne~ eq 

1 1 

x j dxq j dxqxqxqf:(xq)fi(xq)b(xqxq - r) 

0 0 
(2.5) 
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This result is an example of how the structure functions appear 

in a parton model calculation of a real, measurable hadronic interac-

tion cross section. It follows from equation (2.5) that the cross section 

Q4 du/ dQ2 depends not on Js, the CMS energy, but only on the di

mensionless quantity T = M 2 / s; we say that scaling obtains. Drell -

Yan scaling is well verified experimentally over the energy range from 

Fermilab fixed target experiments ( Js :::::::: 20 Ge V) to the CERN ISR ( 

Js:::::::: 60 GeV) - see, for example, Reference 14. 

Also, by measuring the Drell - Yan cross sections for various 

incident beams, and the deep inelastic scattering cross sections shown 

in Fi~re 1 (b ), the structure functions can be extracted. One of the 

standard works on this subject is that of Buras and Gaemers 1151 
, who 

extracted the parton distributions from deep inelastic scattering data. 

The Buras and Gaemers fits also include the effect of so - called scaling 

violations - the fact that the structure functions, which we have so far 

assumed to depend only on the momentum fraction x, also must depend 

on Q2 because of higher - order QCD processes. References to earlier fits 

to the structure functions can be found in Reference 15. Figure 2 shows 

the Buras and Gaemers results for valence and sea quarks and gluons in 

the proton. The parameter s in these plots is a function of Q2 : 

where Q~ is some reference value of the momentum transfer and A is the 

QCD mass scale, A :::::::: 0.1 - O.o Ge V. 
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FIGURE 2. Structure F\inctions of the Proton Versus Xj,Q2 (from Ref

erence 15) 
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Figure 2 shows that the valence quarks' structure functions peak 

at x ::::::: 1/3, as one would expect since the proton's three valence quarks 

tend to share the total proton momentum approximately equally. Ac

tually, the peak is somewhat lower than 1 /3, which is reasonable since 

some of the momentum is taken by sea partons. The sea quark and 

gluon distributions occur on average at much lower x than that of the 

valence quarks. The sea partons have a bremstrahlung - like spectrum; 

the number density fi(x) grows like l/x as x -+ 0, so that the physical 

momentum fraction xfi(X) goes to a constant value. If one sums over the 

quark structure functions obtained from deep inelastic scattering, it is 

found that only about half the proton momentum is accounted for; thus, 

gluons actually carry about 50 % of the proton's momentum. 

We now turn to an application of these ideas to the A - A system. 

First, we should note an assumption that will be implicit in what follows: 

namely, that the valence d - quark distribution in the neutron is the same 

as the valence u - quark distribution in the proton, and vice versa; also, 

that all the sea parton distributions for protons versus neutrons are the 

same. Thus, the structure functions of our beam neutrons are assumed 

to have the same general shape as those obtained from deep inelastic 

scattering of leptons by protons. 

To produce a A or A, we must create an ss pair. For A's, quark 

content (sud), we must also produce the needed ii and d from the sea. 

For A 's , containing (sud), the u and d quarks may come either from the 

valence quarks or out of the sea. For A 'sin the forward ( x I > 0 ) region, 
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we expect that most such valence quarks will be associated with the beam 

rather than the target. A 's at relatively high x f will contain more valence 

quarks, since these are the only partons which individually tend to carry 

a substantial fraction of the neutron momentum. Since A 's cannot be 

made from valence quarks, the A to A ratio RAJ... ( x f ) decreases rapidly 

with increasing x f . This is the so-called fragmentation region, in which 

A 's usually include at least one valence quark ("vss" production), and 

- for sufficiently high Xf - often two ("vvs" production). 

In this thesis, I concentrate on low x f or central region A and 

A production; however, at this point I will briefly discuss hyperon pro

duction in the fragmentation region, x f ;;:::: 0.2. Hadroproduction in the 

fragmentation region has been the subject of a great deal of theoretical 

effort. A brief review of the various approaches, with many references to 

the literature, can be found in Chapter 6 of Reference 16; a more detailed 

review is given in Reference 17. 

In applying the parton models to the fragmentation region, one of 

the most useful concepts is that of counting rules !180190200161 
The fundamen-

tal idea is that, in the limit as x -+ 1, the valence quarks in the hadropro

duced particle would carry all the momentum of the beam hadron. As 

this limit is approached, all the other beam quarks - called spectator 

quarks - must have vanishing momentum. Thus, the structure function's 

behavior in this limit should be 

f(x)cx(l-x)P, x-+l. 
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The exponent /3, /3 ~ 0, is related to the number n 8 of spectator quarks 

whose fractional momentum must vanish. For instance, in the case of 

high x I p --+ A production, the proton's d quark and one of its u quarks 

are assumed to end up in the A . This leaves one spectator beam quark, 

the other u, so ns = 1. A common counting rule 1161 is that f3 = 2n8 - 1, 

so we predict that f(x) ex (1 - x )1. This is quite close to the measured 111 

fragmentation Xf distribution for A 's , Ed3u/dp3 ex (1 - x)0·65 • For 

p --+ A, there are three spectator beam quarks, so this version of the 

counting rules would predict f3 = 2n8 - 1 = 5; the measured value 11
'
41 is 

7 - 7.5. There are various formulations of fragmentation counting rules, 

based qn QCD arguments which are not always completely convincing. 

Qualitatively, however, the approach is useful; (l -x )f3 distributions do fit 

the invariant cross sections for most hadroproduced light quark mesons 

and baryons, and the exponents f3 are found to be significantly larger for 

hadrons containing fewer beam valence quarks. 

As we will see in Chapter 5, high energy production of A and 

A in the low x I region are very nearly equal. We find that, in our data, 

more A 's than A 's are produced at x I = 0, but only slightly more, with 

RAA (xi = 0) ~ 1.5. Previous experiments 1~-
91 at lower ..jS find much 

larger values of the ratio at x I = 0. We present a simple phenomenological 

model which attempts to explain the dependence of RAA on the incident 

beam energy, and to give a useful parametrization of RAA as a function 

of x I in the low - x I region. 

Using QCD to calculate low - Pt A and A hadroproduction "from 
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a s 

a s 

s s 

s s 

FIGURE 3. Diagrams for Production of an SS Pair by QCD Fusion 

FIGURE 4. Example of the (VSS) Production of a A in the Proposed 
"Drell-Yan" Model 
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first principles" is not possible. The Q2 scale is so low that perturbation 

methods cannot be applied. Our model simply attempts to feed the x -

dependence of the structure functions into a parametrization of RAA , 

along with the reasonable supposition that (sss) and (vss) processes are 

dominant in this region. 

We make two fundamental assumptions : 

(1) The hadronic interaction creates an initial state of well - de

fined mass M 2 , which fragments to produce a A and/or A and other 

particles as necessary to conserve quantum numbers. In some cases, such 

as the qq annihilation or gluon - gluon fusion processes shown in Fig

ure 3 , this is a color-singlet state such as a gluon, in close analogy to 

the Drell - Yan process. In the case of diagrams like that of Figure 4 , 

M 2 is the mass of a diquark system. In general, there is some function 

w( M 2 ) which describes the smearing of the mass about a central value; 

our assumption is equivalent to the statement that 

(2) The hadronization of M 2 does not affect. the x I distribution 

of the resultant A or A ; the final x I distribution is governed entirely by 

the initial x I of the M 2 system. 

Obviously, these assumptions are not necessarily realistic. How

ever, for this process, for which a rigorous QCD calculation is out of the 

question, they do provide a reasonable starting point. 

If assumptions (1) and (2) are true, the kinematics of the cross 
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sections for the various contributing ( vss) and ( sss) processes are all for

mally identical to those for Drell - Yan dilepton production. Thus, we 

have a series of cross sections for various processes ( qq annihilation, gluon 

- gluon fusion, diquark formation, and so forth) with each taking the form 

da 
dQ2dx/nN-+ A+ X) 

1 1 

ex: j dx1 j dx2x1x2fi(x1)h(x2)6(x1x2 - r)6(x1 - (x1 - x2)) 
0 0 

The second 6 - function has been added because, according to assumpqon 

(2) above, the Xf of the final hyperon is just the sum of the individual 

parton _(or diquark) momentum fractions: Xf = x1 - x2. 

The 6 - functions imply 

from which we obtain 

+x1 
x1 = -

2
-+ 

-xi 
x2 = -

2
-+ (2.6) 

:r;2 

For x f = 0, we have the simple result x1 = x2 = .JT. For T ~ T, we 

obtain x1 -+ x f, x2 -+ 0 - i.e., the x f of the hyperon comes entirely 

from the momentum fraction of the diquark. 
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This gives us a very simple prediction for the ratio of A to A at 

x J = 0. For any given process in our model, the invariant cross section is 

proportional to x1fi(x1)x2f2(x2). At low Xf, the valence quark structure 

functions are well - parametrized1211 by xfv(x) ex ..fi, while the sea par

tons have xfa(x) ex (1-x)P with p::::::: 7. A's are assumed to be formed by 

both (vss) and (sss) processes, while A 's are formed only through (sss). 

This means that, in the A cross section, we have terms of the form 

and 

For A 's , we have only the (sss) processes. It follows that the ratio of 

A 's to A 's , RhA , is given by 

For Xj = 0, we have x1 = ../i = ./M2 /s, so that 

(2.8) 

Here D1, D2, and M 2 are parameters which we will obtain by fitting to the 

data. Physically, D2 is the power q of the beam's sea quark distribution 

in equation (2. 7). D1 is somewhat more complicated. In some sense, it 

measures the relative "amount of valence quark versus sea quark" in the 

beam particle; however, it also depends on the relative contributions of 

the ( vss) and ( sss) processes to the A production cross section. 
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For 0 :5 x I ~ 0.15, we rewrite equation (2. 7) as 

(2.9) 

In equation (2.9), x1 is defined by equation (2.6), and Ci, C2, and M 2 

will be our fit parameters. Note that, physically, the parameters C1 and 

D1 have the same meaning - namely, the ratio A/ B in equation (2.7). 

In Chapter 5, we perform separate fits for RAA (xf = 0) versus s ("fixed 

Xf, varyings") and for RAA (xi) versus Xf at a given value of s ("fixed 

s, varying Xf "). These separate fits will allow us to check the prediction 

of the model that C1 = D1 and C2 = D2. 

Equation (2.9) has a rather inelegant form, but - since M 2 / s 

and x}/4 are of the same order for 0 :5 Xf :5 0.15 - simplification of the 

square root terms is not possible. The function (2.9) describes a fairly 

slow growth of RAA with x I , approximately following the ,,/X behavior of 

the valence quark's structure function at low x. Unfortunately, the pres

ence of the M 2 / s term complicates matters somewhat, for two reasons. 

First, as we will see in Chapter 5, C1 and M 2 are correlated; for example, 

at Xf = 0, we have RAA(x1 = 0) = l+C1(M2 /s) 114, and only the product 

C1(M2 ) 114 can be determined. A second problem is the assumption that 

M 2 has a single well - defined value for all events; in practice, this is at 

best an approximation, and any smearing in M 2 will tend to wash out 

the Xf - dependence of equation (2.9). However, equation (2.9) does give 

a reasonable parametrization to fit our low - x I data, incorporating the 

physically intuitive idea that RAA should grow with x I with a functional 
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dependence driven by that of a single valence quark's x - distribution. 



CHAPTER 3 

THE EXPERIMENT: 
APPARATUS, TRIGGER, AND DATA TAKING 

Figure 5 shows the E400 spectrometer. The experiment's coor-

dinate system is also shown in the figure. The z coordinate is along the 

beam, y is the vertical direction, and x is horizontal. Charged particle 

momenta were measured with two large analysis magnets and a system 

of multiwire proportional chambers (MWPCs ). Both magnets bend in y; 

they were run with opposite polarity. Ml, the upstream magnet, had an 

angular acceptance of 100 mrad x 200 mrad and a transverse momentum 

kick of 400 Me V / c. M2 had an angular acceptance of 40 mrad x 50 mrad 

and a transverse kick of 580 Me V / c. The two - magnet system was used 

to give a relatively large overall angular acceptance while at the same 

time permitting good momentum resolution on the higher - momentum 

tracks which passed through M2. The measured resolution of the spec-

trometer was up/P = 0.0002p(GeV) for tracks traversing both magnets, 

and up/P = 0.0014p(GeV) for tracks passing only through Ml. Multiple 

scattering added on average an equal error at 20 Ge V / c. 

The five MWPCs downstream of Ml were fairly standard de-

tectors, with wire spacings ranging from 2 to 3 mm. This portion of the 

spectrometer will be referred to as the main spectrometer. The main spec

trometer can be divided into the region which detected particles passing 

through M2 - known as the inner spectrometer - and the region, called 

the outer spectrometer, which measured the low - momentum and/ or wide 
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- angle tracks which only passed through Ml. 

Upstream of M 1 and the main spectrometer was the so - called 

vertex region. This section included the experimental production target. 

In addition, it was instrumented with various electronic counters used 

in forming the event trigger, and with a high resolution (wire spacing 

250 microns) vertex MWPC designed to isolate secondary charm decay 

vertices. The vertex chamber was also used to provide additional con

straints in fitting tracks through the main spectrometer and to improve 

the position resolution of the primary event vertex. Finally, it assisted 

in the identification of tracks from neutral vees, such as K2's and A 's , 

which decayed further downstream, forming main spectrometer tracks 

which were not associated with vertex chamber wire hits. 

In addition to the MWPCs, the experiment contained various 

Cerenkov counters, calorimeters, and scintillation and proportional tube 

counters. The Cerenkov counters (CO, C2, and C3 in Figure 5 ) were 

used to identify electrons, protons, pions, and kaons. The calorimetry 

included an electromagnetic lead - scintillator calorimeter (OE) in the 

outer spectrometer; there were also a lead glass array (LG), a large steel 

- scintillator hadron calorimeter (HC) and a smaller tungsten - scintillator 

hadrometer (BD) in the inner spectrometer. The counters included two 

small scintillators (TO and Tl) just downstream of the target, and a wall 

of scintillators (H x V) subtending the inner detector; the T and H x V 

counters were used to make the lowest - level hadronic interaction trigger. 

Muon identification was provided by two sets of counters. The outer muon 
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counters (Oµ) were situated behind the iron yoke of Ml. Muons in the 

inner detector were identified by two banks of scintillation counters (µH 

and µ V), and two planes of gas - filled single-wire proportional tubes 

(PT). The inner muon detectors were protected by walls of concrete and 

steel at the back of the spectrometer. 

The data analyzed in this thesis were taken in the broadband 

neutral beam in the Proton East Area at Fermi National Accelerator 

Laboratory. The neutral beam was produced by protons from the Teva-

tron Accelerator incident on a beryllium target. A system of sweeping 

magnets and collimators removed charged particles and created a wide 

- momentum - bite 0° beam of photons, K2 's, and neutrons. The pho

ton contamination was removed by a series of lead flippers placed in the 

neutral beam. The K2 contamination was small and had a substantially 

lower energy spectrum than the neutrons 1221 
, so that K2 -induced events 

were easily vetoed by trigger conditions on the total event energy. 

Our data, taken in December - June 1984, included Tevatron runs 

at both 400 Ge V and 800 Ge V primary proton energy. In addition to data 

taken with the normal neutron secondary beam, various special samples 

were recorded. The lead flippers in the beam could be easily removed, so 

that the photon component was accepted. Using the resultant beam, we 

obtained e+ e- pair data for calibration of the Cerenkov counters, silicon 

active targets, and electromagnetic shower detectors. By closing a heavy 

steel collimator in the beam line, we could also obtain a diffuse muon 

beam which illuminated the entire spectrometer. Muon data were used 
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to align the wire chambers and Cerenkov counters, and measure the single 

- track efficiencies of the MWPCs. We also used the muon runs for gain 

adjustments and calibrations of the calorimeters. 

Data were recorded on 6250 bpi magnetic tapes using a Digital 

Equipment Corporation PDP-11/45 computer. The data acquisition sys

tem used four parallel FASTBUS memory buffers to permit the desired 

high rate of data - taking. (Some details of this system can be found in 

Reference 23.) The neutron flux was approximately 1.5 x 107 per 20 -

second pulse for the 800 Ge V running. One data tape contained about 

40,000 events and could be written in 10 to 15 minutes when conditions 

were stable. In the 1984 run, a total of about 60 million hadronic inter

actions were recorded. 

I will now give more detailed descriptions of those spectrome

ter elements which are relevant to the A analysis reported in this the

sis. These include the target region and vertex chamber, the main spec

trometer MWPCs, the lead glass array, and the beam dump and hadron 

calorimeters. I will then discuss the experiment's trigger. 

3.1 The Target Region and the Vertex Chamber 

The target region and the vertex chamber are shown in Figure 

6. The target itself consisted of four sections of three different materials, 

longitudinally separated from each other by 2.5 cm of vacuum, to allow 

A-dependence measurements. In order from upstream to downstream, 

the target sections included 300 microns of tungsten, 2000 microns of 

silicon, 4000 microns of beryllium, and 600 microns of silicon. Each of the 
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silicon sections was an active target, composed of a number of 200 micron 

wafers instrumented for charge readout. Altogether, the targets included 

about 12.53 of a radiation length, with about 93 of this coming from the 

tungsten target. The general arrangement of the sections was designed 

to minimize the effect of multiple scattering on the vertex resolution for 

each target segment, so the longer radiation length targets were placed 

more downstream. The most downstream silicon wafers were used in a 

second - level interaction trigger, as explained in Section 3.4. The four 

sections of the target together comprised 1.93 of a hadronic interaction 

length . 

. The vertex chamber was designed to give the best possible res

olution on the primary event vertex and secondary vertices from charm 

decay. Details of the chamber's design, construction, and performance 

are given in Reference 24. The vertex chamber had a signal wire spacing 

of 250 microns, and consisted of three sets of signal wire planes inter

spersed with cathode and ground planes. Each set included one plane of 

vertical wires to measure the x (non - bend) view, as well as one plane 

each of u and v wires at ±30° from the horizontal, which measured the 

bend view. The chamber's active area was 22 cm2 ; it comprised 0.73 of 

a hadronic interaction length and 0.83 of a radiation length. To reduce 

the problem of wire breakage in case of sparking, the cathode planes were 

resistive; they were constructed of Kapton sheets sprayed with colloidal 

graphite. The anodes were 7 .6 micron diameter rhenium - tungsten wire. 

The chamber was operated at 2 atomospheres of pressure with a gas mix-
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ture of argon - isobutane - methylal - freon. Operating voltages on the 

signal planes ranged from 5.0 to 5.5 kV. Single - track efficiencies on each 

plane of about 95% were maintained through most of the experiment's 

data - taking. 

3.2 The Main Spectrometer Wire Chambers 

The sizes, wire spacings, and z - locations of the main spectrom

eter's MWPCs are given in Table 3.1. Each of these chambers included 

an x-plane of vertical wires as well as one u and one v plane to measure 

the bend view. In the main spectrometer chambers, the u and v wires 

were at an angle of tan-1(0.2) from the horizontal. Some details of the 

chambers' physical construction can be found in Reference 25. Single -

track efficiencies of at least 99% were maintained on most of the planes, 

with a few planes showing slightly lower efficiencies. 

In addition to the usual individual wire readout, the main spec

trometer chambers were instrumented with Time Recorder Modules 

(TRMs ). Each chamber was divided into about 32 groups of wires, of 

varying widths depending on track density. The 8 to 32 wires within a 

group were electronically OR'd together, and drift timing was done on 

the OR'd output. The effective time resolution was theoretically about 

10 nanoseconds. This drift time information was used in the final E400 

track fitting analysis, in an attempt to improve the momentum resolu

tion; in practice, we found little evidence of significant improvement. The 

more important application of the TRM system was in the online track 

multiplicity triggers, described in Section 3.4. 
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Table 3.1 

E400 Main Spectrometer Multiwire Proportional Chambers 

Chamber Plane Wire Spacing Z Position 

x 2mm 

PO u 2mm -162" 

v 2mm 

x 2mm 

Pl u 2mm -128" 

v 2mm 

x 2mm 

P2 u 2mm -74" 

v 2mm 

x 2mm 

P3 u 2mm +6411 

v 2mm 

x 3mm 

P4 u 2mm +271" 

v 2mm 

Z positions: 011 corresponds to the bend plane of M2. 
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3.3 The Calorimetry 

The inner detector was instrumented with three calorimeters, 

which allowed a measurement of the total energy on the event. Two 

of the calorimeters were also used in the energy trigger (see Section 3.4). 

3.3. l The Lead Glass 

The most upstream detector was a lead glass array, LG in Fig-

ure 5, used for measurement of electromagnetically showering particles 

(photons and electrons). The lead glass array (Figure 7) consisted of 58 

2f' x 2f' x 23" blocks of SF2 glass surrounded by 62 15 cm x 15 cm x 46 

cm blocks of SF5 glass. The small blocks were instrumented with RCA 

6342A.2" photomultiplier tubes, and the large blocks with RCA 8055 511 

tubes. 

A multiparticle spectrometer used in a high - rate hadronic ex-

periment like E400 must be designed to cope with large numbers of high 

energy, small - angle hadrons. These include noninteracting beam parti

cles, fast forward neutrons from diffractive events, and protons produced 

by charge exchange. If these hadrons were permitted to interact in the 

lead glass, they would initiate hadronic showers, possibly resulting in 

saturation problems in the central counters and probably causing severe 

radiation damage to the glass. To avoid these problems, the center of 

the LG stack had a 2f' x 511 beam hole. Particles which passed through 

this hole were counted in the beam dump calorimeter (BD in Figure 5), 

which was designed to withstand the high rate and large pulse heights 

from high - momentum forward hadrons. 



31 

///////;;; 
/ 
~ 

76.2 cm v 
v 

~ 
~ 

~ r 105 cm ~,;.5.7cm 

FIGURE 7. The Lead Glass Array 



32 

In order to use the lead glass in the energy trigger, the counters 

were " gain balanced"; that is, their high voltages were set so that all 

counters had approximately the same energy to pulse height calibration. 

Muons passing through the lead glass produce Cerenkov light, with in

tensity approximately independent of the muon's energy. By comparison 

with e+e- calibration data (see below), the muon pulse height in our 

lead glass blocks was found to correspond to that of a 500 - 600 Me V 

electromagnetic shower. The gain balancing for the energy trigger was 

performed online using these muon signals. 

A more precise calibration was obtained offiine using e+e- pairs 

produ<;ed in special calibration runs with photons, rather than neutrons, 

in the beam. Five sets of e+ e- calibrations were taken through the course 

of the experiment. Separate calibrations were performed using each of 

these data sets, but stability from one set to the next was generally 

excellent. 

To take the calibration data, the Pb attenuators normally placed 

in the beam line for neutron running could be removed; the 0° neutral 

beam was then composed primarily of photons rather than neutrons. 

The usual target assembly was pushed out of the active region of the 

spectrometer, and a Pb target was placed in the photon beam so that 

copious e+e- pairs were produced. Downstream of the lead target was 

a dipole magnet, called the G2 magnet, which was oriented so that the 

pairs were bent in the horizontal direction. The same BM109 magnet 

which served as the downstream analysis magnet was used to bend the 
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pairs apart vertically. By choosing appropriate ratios for the transverse 

momentum kicks of these two magnets, a swath of pairs could be spread 

over the face of the lead glass at any desired orientation in the x - y plane. 

A special multiplicity-logic trigger selected events with two and only two 

tracks in the back of the spectrometer. 

Thus, each lead glass block was illuminated with electrons or 

positrons, whose momentum could be determined offi.ine with the usual 

tracking and momentum analysis. For each block, we determined a cali-

bration constant C; such that the reconstructed shower energy was equal 

to the electron or positron momentum; that is, 

Here H; is the pedestal-subtracted ADC pulse height associated with 

lead glass block j, and Ptrack is the reconstructed momentum of the track 

pointing at the lead glass block j. 

In practice, because of finite energy and momentum resolution, 

one must average over a sample of events to obtain valid constants C;. 

Also, one must take into account the fact that showers usually spread 

over several blocks, not just one. Thus, the offi.ine calibration program 

had to use an iterative procedure to obtain a final calibration for all the 

counters. 

Initial estimates of the calibration constants were made from the 

muon runs described at the beginning of this chapter. It was assumed 

that a muon deposited 500 MeV in the big blocks and 630 MeV in the 
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small blocks; by examining the muon peaks in each block, starting values 

for each of the C; were obtained. The subsequent improvements to the 

calibration used the pair data. To insure a clean e+ e- sample, events 

were first required to have two and only two tracks found by the recon-

struction program. These tracks were further required to verticize in the 

x view at the center of the 0 2 magnet, and to have an invariant mass 

consistent with zero. The calibration program then determined which 

lead glass block was struck by each of the tracks. For the 15 cm blocks, 

the track was required to strike within a radius of 1.311 from the center of 

the block; for the 2f' blocks, the track had to strike within 0.511 of the 

block ~enter. The program also made a fiducial cut of 211 around the beam 

hole. The program then summed the pulse heights of the blocks neigh-

boring the "principal" struck block, obtaining the quantity Eneighbors by 

assuming the starting values for the neighboring blocks' calibration con-

stants. From Eneighbors and Pirack, the value of C; for the principal block 

which gave (Eprincipal + Eneighbors)/ Pirack = 1 was calculated and his

togrammed. At the end of the program, the mean values of these C; 

histograms were determined, and used as the new starting values of the 

calibration constants. The procedure was iterated until convergence was 

obtained. 

Figure 8( a) and (b) show typical E / P plots for individual big and 

small lead glass block~. The resolution ( u E / E) was found to be about 

..j~;~eV) for the small blocks and ..j~~°ftev) for the large blocks. It was 

significantly worse for the blocks immediately neighboring the beam hole. 
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This is apparently due to shower leakage into the hole, as well as the fact 

that these blocks suffered some radiation damage during the experiment. 

3.3.2 The Beam Dump Calorimeter 

The beam dump calorimeter (BD in Figure 5) was used to mea

sure the energy of small-angle particles which pass through the beam 

holes in the lead glass and hadron calorimeter. As shown in Figure 9, 

this calorimeter consisted of 19 111 slabs of tungsten interleaved with 1/811 

scintillators. The 9 upstream and 10 downstream scintillators fanned into 

two light pipes which were instrumented with EMI 9954 211 photomulti

plier tubes. 

·The beam dump calorimeter was designed to give good stability 

and linearity over a wide dynamic range in a high rate environment. The 

photomultiplier tubes had low resistivity rubidium - cesium photocath

odes; this assured that high surface currents would not cause a significant 

voltage drop across the photocathodes. The PMT bases included a solid 

state amplifier for the :final stages of amplification. The bases were found 

to be stable for rates up to 10 MHz, with linearity to about 5% for output 

pulse heights of 0 to 400 mV. 

The beam dump calorimeter was gain balanced online with mini

mum - ionizing muons, which gave momentum - independent pulse heights 

from ionization energy loss in the scintillator leaves. An offiine calibration 

was also performed, separately for the 400 GeV and 800 GeV samples, 

because the counter gains were reset for the higher energy. Within these 

two samples, the gains of the BD counters were found to be extremely 
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stable. The calibration sample was selected from normal neutron data. 

Events were chosen in which 

(1) One and only one charged track pointed through the holes in 

the LG and HC detectors. 

(2) All other tracks had lxl > 511 and IYI > 5" at the z of the BD. 

With this sample, the two calibration constants C1 and C2 were 

determined by a standard Lagrange multiplier minimization of the ex-

press1on 

C1H1 + C2H2 = 1 
Pt rack 

where ~gain the Hi are the pedestal-subtracted ADC pulse heights. 

(3.1) 

One further question concerns the response of the BD to photons. 

This issue is of concern because a 71'"
0 produced at a very small angle so 

that the resultant photons pass through the lead glass array's beam hole 

might be expected to carry a substantial fraction of the event energy. The 

e+ e- pair data, taken for lead glass calibration, was used to investigate 

this problem. It was found that the BD calibration constants, determined 

using hadrons, are also valid for electromagnetic showers in the BD. 

3.3.3 The Hadron Calorimeter 

The hadron calorimeter (HC in Figure 5) measures the event's 

hadronic energy. This detector, shown in Figure 10, consisted of 10 pairs 

of modules; each module included 12 steel layers interleaved with scin

tillator sheets which fanned into a 511 Amperex 58AVP photomultiplier 

tube. The HC had a 511 diameter round beam hole. 
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Gain balancing of the HC was performed with minimum - ionizing 

muons, just as for the beam dump calorimeter. The procedure for offi.ine 

calibration of the hadron calorimeter was also similar to that used for 

the BD. The primary data set was a series of special runs in which the 

lead glass was pushed out of the spectrometer's active area. Events were 

then selected by requiring that one and only one track point at a given 

module. A fiducial cut requiring that the track be at least 5" from the 

edge of the given module was made, and no other track was permitted 

to strike within 511 of the module. The calibration constants were then 

determined, according to equation (3.1), for each front-to-back pair of 

modules. 

The gains of the H C counters were found to vary significantly 

over time. The pulse heights of muons in the counters, visible on the 

special muon calibration runs, were used to correct for this effect. 

A final issue relating to the HC calibration is that of hadronic 

energy deposition in the lead glass. The lead glass is most sensitive 

for particles which initiate electromagnetic showers, including photons 

(which come principally from 71'0 decays) and electrons. The lead glass 

calibration was based on electrons, so the energy - to - pulse height cali

bration constants are appropriate for electromagnetic showers. However, 

hadronically - showering particles - charged pions, kaons, or baryons -

may also deposit some energy in the lead glass. A hadron entering the 

detector has some probability to interact and initiate a hadronic shower. 

Most of the resultant particles will pass through the lead glass and be 
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counted in the hadron calorimeter, since the lead glass is only about 1.5 

hadronic interaction lengths. 7r
0 's and electrons produced in the initial 

hadronic shower will themselves shower electromagnetically, so their en-

ergy will appear as pulse height in the lead glass. However, hadronic 

energy can also be expended in nuclear excitation and slow neutrons; 

this energy will not be measured by the calorimeters. The latter effect is 

statistical; it depends on whether or not the primary hadron does interact 

in the lead glass and, if so, how much of the resultant hadronic shower 

energy goes into processes which are not visible. 

In order to determine at least some kind of average correction for 

energy _loss of hadrons in the lead glass, we compared the response of the 

hadron calorimeter on normal data to its response on the special data set 

which had the lead glass removed from the spectrometer. On normal data, 

the calibration constants were determined in the same manner as before, 

except that the energy ELG,track deposited in the lead glass was taken 

into account. That is, rather than choosing the calibration constants to 

minimize expression (3.1), we instead minimized 

C1H1 + C2H2 = 1. 
Ptrack - E LG,track 

It was found that the calibration constants determined by this method 

were about 5% lower. This correction was incorporated not in the in-

dividual HC calibration constants, but as an overall multiplier in the 

expression for the HC contribution to the event energy sum. 
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3.4 The Trigger 

3.4.1 The Master Gate 

The experiment's trigger consisted of three levels, of increasing 

complexity. The lowest - level trigger, called the master gate, was in

tended to be a "minimum bias" interaction trigger. It was based on two 

small scintillation counters in the vertex region, and two large banks of 

scintillators in the inner spectrometer. The vertex region counters, called 

TO and Tl in Figure 5, were placed just downstream of the vertex cham

ber. The inner spectrometer hodoscopes, called the H x V counters, were 

placed just upstream of the lead glass. The dimensions of these counters 

are shown in Figure 11. A master gate required the coincidence of hits 

in TO and Tl, the target counters, as well as two charged particles in 

the inner spectrometer. The two - charged - particle requirement was 

enforced with a scintillator coincidence called (H x Vhbody· (H x Vhbody 

was defined by two coincidences of overlapping H and V counters - so 

that, altogether, four of the counters had to fire. Thus, the master gate 

logic can be written as 

MG:= TO· Tl· (H x Vhbody 

For the 800 Ge V data, TO was removed from the spectrometer, in order 

to reduce the multiple scattering material in the experiment. At that 

point, the master gate was redefined as MG= Tl· (H x V)2body· 
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3.4.2 The DC Logic 

The second - level trigger, called the DC logic, was based on a 

set of logical conditions called buslines. The buslines described certain 

characteristics of the event which were relevant for triggering, such as 

the calorimetric energy, the charged track multiplicity (derived from the 

MWPCs' TRM bands), whether the most downstream active target seg

ment had fired, muon counter information, and so forth. Some of the 

buslines available in E400, including all those which are relevant to this 

analysis, are listed in Table 3.2. Some of these buslines were used to form 

the main experiment trigger, and others were used for special calibration 

triggers .. Busline 16, called "Prescale > O" in Table 3.2, was a signal ne

cessitated by certain features of the electronics used to form the master 

gate; a discussion here would be excessively technical. The other buslines 

used in the main experiment trigger will be explained below. 

The buslines were available as logic levels on a backplane bus. 

These levels comprised the input to a group of modules, called pin logic 

modules, which are shown in Figure 12. The pin logic modules produced 

output signals based on logical ANDs, ORs, and NOTs of the busline 

conditions. For instance, the main experiment trigger was Pin 4, which 

for the data used in this thesis included buslines 1, 2, 7, and 16, with 16 

used as a veto condition : 

Pin 4 = 1 · 2 · 7 · f6 

We also took data under a minimum bias interaction trigger, Pin 2, in 
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Table 3.2 

E400 DC Logic Buslines 

Buslines Description Definition 

1 Main Spectrometer (Po12 2: 4) • (P34 2: 2) 

Charged Multiplicity 

.2 Event in Target Silicon 33 On 

6 e+e- (Po12 2: 1) • (P34 2: 2) • (Po12 < 4) 

in Inner Spectromete1 

7 ETOT HIGH ETOT PAD 2: 4 

10 2 Muons >1 Muon From 

µH,µV Logic 

16 Prescale >0 Deadtime Condition 
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order to investigate possible biases of the Pin 4 trigger : 

Pin 2 = f6 

Thus, Pin 2 was equivalent to the master gate requirement. Other pins 

were used as triggers for calibrations and special data samples. 

Another important feature of the pin logic modules was that their 

outputs could be prescaled. In normal data - taking during E400, both 

Pin 2 and Pin 4 events were recorded on tape as they came in, except 

that the much more frequent Pin 2 events were suppressed by a prescale 

factor of 128 - 256. As a result, a standard data tape included both 

"charni trigger" and "minimum bias" events, with each event flagged 

as to which pin logic module had accepted it. The fraction of Pin 2 

events was generally about 5% - 10%, depending on the exact prescale 

setting and the intrinsic probability of satisfying the Pin 2 versus Pin 4 

conditions. 

I will now discuss the formation and performance of each of the 

buslines used in the Pin 4 trigger. Busline 2 was based on the most 

downstream of the silicon target wafers, called Silicon 33. The purpose 

of the Busline 2 requirement was to eliminate events from downstream 

of the targets (for instance, in the target counters TO and Tl) or outside 

the targets' transverse dimensions (for instance, in the vertex chamber's 

cover plates). A logic diagram for this busline is shown in Figure 13. 

The Silicon 33 wafer was divided into four horizontal strips, which were 

electrically isolated from each other. After an initial amplification, the 
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analog signals from the strips were discriminated. Based on calibrations 

using e+ e- pairs from the photon beam, the discriminator thresholds 

were set at levels corresponding to 1 to 2 minimum - ionizing particles. 

The busline was then formed from the logical OR of the four discriminator 

outputs. 

To check the performance of this busline, we made offi.ine studies 

of Pin 2 events which verticized in the target volume. The busline had an 

efficiency of 95%, essentially independent of charged track multiplicity, 

for events with multiplicity greater than 6. The multiplicity distributions 

of A and A events are shown in Figure 14. It is clear that biases in the 

A to A _ratio due to this trigger requirement are negligible. 

Busline 1 was a charged particle multiplicity requirement based 

on the TRM bands in the main spectrometer wire chambers. For each 

chamber Pi, arithmetic logic modules calculated the median multiplicity 

N Pi of the x, u, and v planes : 

Npi = MEDIAN(NPix,NPiu,NPiv) (i = 0, 1,2,3,4) 

Then, conditions were formed on arithmetic functions of certain com

binations of the N Pi, , as shown in Table 3.2. For instance, Busline 1 

included the requirements 

and 

MINIMUM(Np3,Np4) ~ 2 
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The purpose of this particular multiplicity busline was to enhance charm 

events, which presumably have somewhat higher multiplicities than the 

average inelastic hadronic event. The efficiency of Busline 1 was also 

studied oflline with Pin 2 events. The busline was found to be 97% effi

cient, independent of multiplicity, for charged track multiplicities greater 

than 6. Thus, as for the silicon target busline, biases in the A results due 

to the multiplicity trigger condition are negligible. 

Finally, we must consider Busline 7, known as ETOT HIGH. The 

quantity called ETOT was, by definition, the sum of weighted counter 

pulse heights from the lead glass array and hadron calorimeter. Thus, 

ETOT ·is something of a misnomer, for it was not really the total event 

energy. Energy deposited in the outer detector, completely outside the 

main spectrometer, or in the beam dump calorimeter was ignored. By far 

the most important of these neglected components was the beam dump 

calorimeter energy, which was often a substantial proportion of the real 

total energy. Conceptually, the ETOT busline is best regarded as a per

pendicular energy, rather than total energy, trigger. The primary moti

vation for the energy trigger was to veto K2 - induced events, since the 

K2 spectrum was much softer than the neutron spectrum. Any photon 

- induced contamination would also be vetoed. A secondary motivation 

was the idea that charm cross sections might rise substantially with beam 

energy. 

Figure 15 shows (very schematically) how the ETOT HIGH 

busline was formed. For each of the counters in the lead glass array 
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and hadron calorimeter, the photomultiplier base picked off a signal from 

the PMT's last dynode, as well as the anode. The anode signals went 

directly to the ADCs, which digitized the pulse heights so that they could 

be logged to tape. The dynode signals were used in the trigger. 

First, the linear sums of all the pulse heights were formed, sepa

rately for each of the three detectors contributing to ETOT - the small 

LG blocks, the big LG blocks, and the HC. As explained in Section 3.3, 

the counter high voltages were set so that a given muon energy deposi

tion gave the same pulse heights for all counters within each of the three 

detectors. Next, it was necessary to perform gain balancing between the 

detectqrs. To do this, the pulse heights of single muons in each of the 

linear sums were compared. For the two lead glass detectors, conversion 

of the single muon pulse heights to the equivalent energy of an electro

magnetic shower was established using the offiine e+ e- calibration. For 

the hadron calorimeter, the conversion of muon pulse height to absolute 

energy in GeV was calculated theoretically, from the known dE/dx loss 

of the muons in the scintillator leaves. As shown in Figure 15, appropri

ate attenuation factors were applied to each of the sums, so that a given 

pulse height in any of the detectors was equivalent. The linear sum of 

these three quantities was then formed, defining ETOT: 

Here the ai are the appropriate attenuation factors, and EB and ~ both 

denote linear pulse height sums. 
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ETOT was digitized by a fast eight-bit analog - to - digital con

verter, called a Pulse Area Digitizer or PAD. The PAD output was input 

to an eight-bit comparator, which set the ETOT HIGH busline if the PAD 

output exceeded a given threshold. The choice of the threshold value was 

based on the assumption that the peak of the ETOT spectrum, which 

could be displayed online, corresponded to the known peak of the neutron 

spectrum in Ge V. 

One can study the response of Busline 7 on Pin 2 events as a 

function of the offiine reconstructed sum of the total energy deposited in 

the lead glass and the hadron calorimeter. Figure 16 shows the response 

of Busline 7 on the 400 GeV and 800 GeV data samples used in my 

analysis. The 50% efficiency thresholds are 175 Ge V for the 400 Ge V 

data and 265 Ge V for the 800 Ge V sample. The curves are quite sharp, 

indicating that the online gain balancing of counters within each detector, 

and between the detectors, was reasonably accurate. 

However, the efficiency of the transverse energy busline is not 

as well correlated with the offiine reconstructed total energy Eror AL 

(see Section 4.6). EroTAL includes energy deposited in the beam dump 

calorimeter and outside of the inner detector. The response of Busline 

7 versus EroTAL is shown in Figure 17; the busline's efficiency grows 

relatively slowly with increasing total 'energy. The effect is of concern 

for this analysis, because of possible correlations between x I acceptance 

and the event energy. The effect of the perpendicular energy trigger 

was studied by Monte Carlo techniques; the study and its results will be 
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FIGURE 16. Efficiency of Busline 7 Versus Offiine Reconstructed Trans
verse Energy : (a) 400 Ge V Sample ; (b) 800 Ge V Sample 
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explained in Chapter 4. 

3.4.3 The Cerenkov Counters and the M7 Heavy Particle Trigger 

The third - level trigger selected events with heavy particles -

either kaons with momenta between 20 and 40 GeV /c or protons in the 

range from 40 to 75 GeV /c. This trigger used a programmable hardware 

• (26] (27] 
tngger processor called the M7 . 

To describe the Level III trigger, we must begin with a brief dis-

cussion of the Cerenkov counters, shown as CO, C2, and C3 in Figure 5. 

C2 and C3 each had 34 cells, with an identical x - y geometric layout. 

The geometry and numbering scheme are shown in Figure 18. Just down-

stream of C2 was a scintillation counter hodoscope, CH2, which was used 

in the M7 trigger. CO also had 34 cells, but with a different geometry, 

which is shown in Figure 19. 

The thresholds for pions, kaons, and protons are listed in Table 

3.3. In the inner spectrometer, kaons could be uniquely identified from 

20 to 40 GeV /c using only information from C2 and C3; similarly, these 

two counters permitted unique proton/antiproton identification from 20 

to 75 GeV /c. CO was not used in the trigger, but was used in the offi.ine 

analysis to provide particle identification in the outer spectrometer. In 

addition, CO extended the range of identification for inner tracks; using 

information from all three counters, protons and kaons were uniquely 

identified down to 10 Ge V / c. It should be noted that all statements 

about unique identification are really true only for isolated tracks. When 

the light cones from two tracks overlap, more hypotheses are possible; 
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Table 3.3 

Cerenkov Counter Thresholds (in Gev / c) 

Particle:: co C2 C3 

Type 

7r 2.8 10.8 5.7 

K 9.9 38.2 20.2 

p 18.8 72.6 38.3 
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thus, the offiine reconstruction might call a 25 GeV /c inner track "kaon 

- proton ambiguous" even though, in principle, C2 and C3 should be 

sufficient to distinguish K's from p's in this range. 

The M7 trigger algorithm began with the requirement 

that is, there had to be at least one set of the 34 aligned cells which had 

a hit in the hodoscope behind C2, associated with a cell in C2 which 

was off, while the associated cell in C3 was on. The four center cells 

(16,17,18, and 19 in Figure 18) were not considered, since track density 

and the resultant confusion were relatively high in this region. 

If the Cerenkov conditions were satisfied, a search for an associ

ated MWPC track was made, based on the TRM band information from 

P3 and P4. In each chamber, the three bands had to satisfy the (x,u,v) 

triplet constraint. In the x view, the track was required to come from the 

target; in they view, it was assumed to come from the target, permitting 

a momentum calculation which used a sudden - bend description of the 

magnet M2. The requirement IPI > 20 Ge V / c was imposed; the mo

mentum cut was necessary because pions with momenta between 6 and 

11 GeV /c also satisfied the M7 Cerenkov counter conditions. When any 

track - cell combination satisfying these requirements was found, further 

calculations were aborted and the event was accepted. Details on the 

algorithm and the performance of this trigger can be found in Reference 

28. 
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Referring to the Cerenkov thresholds of Table 3.3, one can see 

that the M7 trigger condition 

(CH2 on)· (C2 off)· (C3 on)· (IPI > 20 GeV /c) 

can be satisfied by either a kaon with 20 GeV /c < IPI < 40 GeV /c or 

a proton with 40 GeV /c < IPI < 75 GeV /c. The Level III trigger was 

originally designed to enhance selection of events containing the Cabibbo 

- allowed decays of charmed mesons to kaons. However, the M7 trigger 

was effectively a heavy particle, as opposed to kaon, trigger. In practice, 

it turned out to be a good trigger for A 'sand A 's , since the proton or 

antiproton from the hyperon decay often fell in the range from 40 to 75 

GeV /c. 

It is necessary to check whether the trigger introduces biases in 

the measurement of the A to A ratio reported in this thesis. If the A or 

A itself satisfied the trigger, it would probably be safe to assume that 

the trigger response would be the same. However, not all the A 'sin the 

analyzed sample have a proton in the accepted range. In such cases, the 

M7 trigger conditions must have been satisfied either by an accidental, or 

by another heavy particle on the event. Thus, one might naturally won

der whether A events are more likely to include charged kaons opposite 

the baryon, whereas A events might be more likely to have a A oppo

site. In that case, it is not obvious that the M7 trigger would have even 

approximately the same response to the charged kaons (with some given 

momentum distribution and geometric acceptance) as to protons from 
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decay of another A on the event (which would have a different accep

tance and momentum distribution). In principle, the Level III trigger 

could introduce serious biases. 

The approach adopted was to generate an event - by - event soft-

ware correction for the M7 trigger acceptance. The probability that the 

M7 fired on a given event was found to be well - correlated with the offiine 

reconstructed particle identification information. Because of accidental 

firings, there was also a strong dependence on the event's overall charged 

track multiplicity. The overall probability PM1 that the M7 fired was 

parametrized by the function 

PM1 = 1 - II ( 1 - Pi )N; (3.2) 
i=l,5 

In this formula, the product is over five chosen categories of particles in 

the offiine analysis - definite kaons and protons, certain classes of p/K 

ambiguous tracks, and so - called 7r's, which are all tracks not included in 

one of the other categories. The 7r's are correlated with accidental firings. 

The Pi are corresponding probabilities, obtained by fitting to the data, 

that an individual track in the given category will fire the M7. The five 

categories, and their corresponding probabilities, are listed in Table 3.4. 

For the first four entries in the table, the Pi are assumed to be constants. 

For the 7r category, a linear dependence on multiplicity is assumed, since 

the accidental rate is found to be strongly correlated with multiplicity. 

To fit for the parameters Pi, and confirm the validity of the cho-

sen parametrization, we used a sample of Pin 2 events, on which the M7 
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Table 3.4 

M7 Trigger Acceptance Correction 

Category i Offiine Cerenkov Momentum Range Pi 

Decision ( GeV /c) 

1 Definite kaon p>21 0.33 

2 Ambiguous 10 <p< 21 0.082 

kaon/proton 

3 Ambiguous p > 21 0.29 

kaon/proton 

4 Definite proton p > 40 0.25 

5 ;r• All p 0.03 + 0.00125 •N:;; 

* See text 
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decision was made and recorded as usual, but was not used in deciding 

whether the event should be logged to tape. Figure 20 (a) shows the 

fraction of the unbiased events which triggered the M7 versus the predic

tion function PM1. Figure 20 (b) shows the predicted and actual firing 

probabilities as a function of the offiine reconstructed number of heavy 

particles. Agreement is not perfect, but the parametrization does appear 

to work reasonably well, even for events with a large number of heavy 

particles. 

Given the correction function PM1, it is possible to weight events 

in a mass plot or distribution by the triggering probability - just as 

one would do, for example, with a geometric acceptance correction. This 

approach was not used in my analysis, since the weighting function in

troduced additional complications in the error analysis. However, for all 

results reported here, it has been checked that PM1 - corrected results do 

not differ, within our quoted errors, from uncorrected results. 



CHAPTER 4 

THE DATA ANALYSIS 

There were four major production programs run during the over

all E400 data analysis. These programs were termed Pass 1, Pass 2, 

Pass 3, and the first-level skim. In addition to the general production 

programs, the A analysis reported in this thesis used a special event se

lection and A cleanup program called LMDSEL. In this chapter, I will 

give a brief outline of the general E400 analysis. This will be followed 

by a more detailed explication of those parts which are relevant to my 

analysis, and a description of the LMDSEL selection criteria. 

Pass 1 involved the reconstruction of charged tracks in the spec

trometer from the wire chamber hits. No events were thrown out at 

the Pass 1 level, except for those few (about 2%) in which either no 

tracks were found, or there were more than 30 wire hits recorded in a 

single main spectrometer MWPC plane. The momentum of tracks which 

passed through both Ml and M2 was determined in Pass 1, although this 

measurement was improved with the addition of magnetic corrections in 

the subsequent passes. 

Pass 2 had a large number of different functions. The pri

mary event vertex was found from main spectrometer tracks (this vertex, 

known as the BOBKAT vertex, should be distinguished from the higher

resolution vertex found in Pass 3 using tracks fit through both the main 

spectrometer and the vertex chamber). The momentum of stubs - those 
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tracks passing only through the upstream magnet - was then determined 

by the "unstub" algorithm. Pass 2 also included particle identification; 

the Cerenkov counter information was used to distinguish electrons, pi

ons, kaons, and protons, and the muon counters were used to identify 

muons. This program then performed the pattern recognition and mo

mentum analysis for neutral vee decays (K~-+ 7r+7r- and A0 -+ p7r). 

Certain charged hyperon decays of the type charged-+ charged + neu

tral (such as E± -+ n7r± and E+ -+ p+7r0 ) were also identified; these 

decay topologies were referred to as kinks. Pass 2 also included an analy

sis of the silicon active target information; and the total energy deposited 

in the lead glass was summed, for later use in reconstruction of the event 

energy. Finally, Pass 2 flagged events which were to be selected by the 

first-level skim. 

All events except those which Pass 1 had already suppressed were 

also written out from Pass 2. After Pass 2, the first-level skim selected 

about 1/4 of these events for further processing. Skimmed events included 

those with a clean K~ or A , a kink, a high-Pt muon, </> -+ K+ K

decays, or various combinations of two heavy particles. The first-level 

skim also selected for certain specific charm final states, such as events 

which had a definite kaon and a K 7r7r invariant mass near the n+ mass. 

The output tapes from this skim were then submitted to a third analysis 

program, Pass 3. The primary purpose of Pass 3 was to perform track 

reconstruction including the vertex chamber hits, then find a new primary 

vertex (called the D5 vertex) with improved resolution, and search for 
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secondary vertices from charm decays. Pass 3 also included an improved 

momentum-finding algorithm for all tracks, and reconstruction of the 

event energy. 

The A 's used in my analysis were selected from Pass 2 output 

tapes, using the program LMDSEL which will be described in Section 4.5. 

The selected events were then analyzed by the standard Pass 3 program, 

independently of the Pass 3 analysis of the first-level skim output tapes. 

This divergent analysis path was necessary to include the combinatoric 

background in a ±100 MeV /c2 p7r invariant mass cut around the.A mass; 

the first-level skim had selected only A 's within M.ti. ± 20 MeV /c2 for 

most qf the neutral vee types. 

I will now discuss, in greater detail, the parts of the programs 

which are relevant to the low-x I A analysis. These include track re

construction, BOBKAT vertex reconstruction, neutral vee finding, and 

reconstruction of the event energy. 

4.1 Main Spectrometer Track Reconstruction 

There were four main categories of tracks found in the E400 anal

ysis. Tracks which had hits in PO and passed through the downstream 

magnet M2 were termed 5-chamber tracks. (There is a small subcategory 

of these which had hits in P3 but not in the most downstream wire cham

ber, P4; these were called 4-chamber tracks.) The second major category 

were those, called stubs, with hits only in PO, Pl, and P2. Stubs were 

mainly low-momentum particles which were swept out of the spectrome

ter by the higher kick of M2. There were also a few stubs which resulted 
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when the track-finding program failed to associate the P3 and P4 hits 

with the hits upstream of M2. The third major category, called D5-only 

tracks, were low-momentum and/or wide-angle tracks which did not even 

pass throµgh the upstream magnet Ml. Finally, there were tracks from 

decays downstream of the first wire chamber which did not have hits in 

PO. These tracks included those from reconstruction vees (neutral vees 

decaying between PO and P2), P34 vees (neutral vees decaying between 

P2 and P3), and kinks. 

Stubs and 5-chamber tracks were found in the Pass 1 or RCON 

program. A description of an earlier, but quite similar version, of RCON 

can be· found in Reference 29. RCON first found projections in the x, v, 

and u views. These projections were then matched up using the (x,v,u) 

constraint. The permitted number of missing hits, or hits shared between 

more than one track, depended on the track type; tighter constraints 

were imposed on those tracks, such as the stubs, which were fit through 

relatively few wire chamber planes. The program then performed a linear 

least squares fit using a matrix inversion technique, and a x2 cut was 

made on the fit quality. For tracks passing through both magnets, the 

fit function was a 5-parameter description of two lines intersecting at the 

bend plane of M2. The parameters were: 

(1) xo: the x-coordinate at M2's bend plane 

(2) x': the x-slope 

(3) y0 : they-coordinate at M2's bend plane 

( 4) y1
: the y-slope upstream of M2 
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(5) 8y': the change in slope, in the y view, between the track 

segments upstream and downstream of M2 

Stubs were found by a similar algorithm, using hits that were 

not used in 5-chamber tracks. Stubs included one fewer fit parameter, 

since the M2 bend angle is irrelevant. 4-chamber tracks were found by 

extrapolating stubs into P3 and searching for hits which appeared to 

be associated with the stub in question; if such hits were found, a refit 

including all the hits was performed and a x2 cut was made. Reconstruc

tion vees were also found by RCON. However, since they were refound 

by the Pass 2 program, the reconstruction vee pattern recognition and 

fitting·will be described in the section on neutral vee finding. 

In practice, RCON was somewhat more complicated than the 

above description indicates. First, arbitration between tracks with shared 

projections had to be performed. In addition, there were various mag

netic corrections. The finite length of M2 meant that the sudden bend 

approximation implied by the above parametrization required a correc

tion. The existence of so-called off-field components B 11 , Bz in addition 

to the main component Bx of M2, the existence of a fringe field of Ml 

downstream of PO, and the fact that M2's field extends past P2 and P3, 

all led to additional magnetic corrections. Finally, there was the fact 

that the components of B were not constants, but functions of x, y, and 

z. All these effects were treated as higher-order corrections to the linear 

least squares fits described above. Each complete track fit thus had to 

include several iterations, so that momentum-dependent magnetic correc-
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tions could be made after the first-order track momentum was determined 

by the initial fit. 

A further complication was that stubs' momentum cannot be 

determined until the event vertex is found and/or the vertex chamber 

tracking is performed, since some information upstream of Ml is required 

in order to find Pstub· Thus, the momentum-dependent Ml fringe field 

correction for stubs actually had to be made at the Pass 2 level. In fact, 

we did not achieve our final understanding of the magnetic fields and 

corrections until after the Pass 1 production run was complete, so all 4-

and 5-chamber tracks and stubs were refit in the Pass 2 program, and a 

final refit of the main spectrometer tracks was actually made in Pass 3 as 

well. It was the Pass 2 track descriptions which were used in the neutral 

vee finding for the low-x I A analysis. 

The RCON program's track - finding efficiency, and its proba

bility of producing spurious tracks, were studied with the E400 GEANT 

Monte Carlo. The Monte Carlo was a computer program designed to 

simulate the experiment. The program was based on the CERNLIB 

GEANT package ~
301 First, a standalone event generator program pro

duced hadronic events, which consisted of some particle of interest (such 

as a A or charmed quark - antiquark pair) plus two back - to - back 

Feynman - Field hadronic jets ~
311 These events were passed through 

the GEANT program, which simulated the propagation of the particles 

through the detector, including the effects of magnetic fields, multiple 

scattering materials, particle decays, and so forth. The GEANT package 
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also calculated the positions at which particles struck the various detec

tors, and generated digitized detector hits. Finally, the program used 

these hits to write output tapes in essentially the same format as the 

E400 data tapes. The output fake data tapes could be passed through 

RCON and the other analysis programs to investigate the performance 

of the programs. 

The Monte Carlo study of RCON found that the tracking effi

ciency was a fairly strong function of multiplicity. For 5-chamber tracks, 

the efficiency ranged from 97% at a multiplicity of 3 to 90% at a multi

plicity of 15. For stubs, the efficiency was 98% at a multiplicity of 3 and 

dropp~d to 87% at 15. In addition, the RCON and Pass 2 programs did 

not permit more than 20 tracks of all types, including those from down

stream decays, to be found. Events which hit this 20 - track limit were 

saved and written out by the Pass 2 program, but were dropped from 

the analysis after Pass 2. (There was also a limit on the total number of 

MWPC hits, which was imposed during data acquisition rather than by 

the ofHine software.) 

The Monte Carlo was also used to estimate the probability of 

finding spurious tracks. ( It should be noted that, because Monte Carlo 

events had a slightly lower mean multiplicity than real data, the spurious 

track problem might be slightly worse than this study indicates.) The 

Monte Carlo study found that fewer than 1 % of the events had a spurious 

5 - chamber track, and about 8% of the events had one or more spurious 

stubs. 
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4.2 Neutral Vee Finding 

The Pass 2 neutral vee finding algorithms had two purposes. 

First, they had to perform vee pattern recognition; that is, the selection 

of pairs of tracks which verticize downstream of the primary interaction 

vertex. Also, the routines had to determine the decay point and 3 - vector 

momentum (P:r, Py, Pz) of the parent neutral particle - or, alternatively, 

the vector momenta (P1:r, Ply, Piz) and (P2:r, P2y, P2z) of the two charged 

daughters at the vertex (xd, Yd, Zd) of the vee's decay, from which the 

parent vee's momentum vector is determined by momentum conservation. 

Five different types of neutral vees were found in the E400 anal-

ys1s: 

(1) Track - track vees: vees composed of two 5 - chamber tracks 

(2) Track - stub vees: vees with one prong a 5 - chamber track 

and the other a stub 

(3) Stub - stub vees: vees composed of two stubs 

( 4) Reconstruction vees: vees which decayed between PO and P2, 

with each track having hits in the spectrometer downstream of M2 

(5) P34 vees: vees which decayed downstream of P2, with each 

track having hits in P3 and P4. 

These vee types are shown in Figure 21. The stub - stub and 

P34 vees were not used in my A x f analysis, so I will not discuss them in 

detail. 
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4.2.1 Track - Track and Track - Stub Vee Finding 

The track - track and track - stub vees verticize between the event 

vertex and PO. Thus, these vee - finding algorithms must be able to recog

nize decays in the magnetic field of Ml. The Ml field was mapped using 

the Fermilab Ziptrack facility. The Ziptrack data was used to generate a 

look - up table of magnetic field integrals. 

The field integrals were used in a set of magnetic trace routines, 

which traced a track of known initial momentum from any initial point 

( xo, yo, zo) in (or on the edge of) the field to any final z location z F. 

The tracing routines used in the Pass 2 track - track and track - stub 

algorithms FNDTTV and FNDTSV took account only of the principal 

Lorentz force component Fy ~ -Bxvz. Actually, Maxwell's equations 

also require the existence of off - field components By, Bz, which for 

most of the Ml field volume are found to be much smaller than the 

main component Bx. The off - field components lead to smaller forces 

in the x and z directions, and an additional Bzvx term in Fy. These 

additional terms are ignored in the tracing routines used by FNDTTV 

and FNDTSV. Since Vy is much less than Vz for tracks accepted by the 

spectrometer, the term Fz cc Bxvy is also neglected.· The dependence of 

Bx on y was ignored, although the x - dependence was included. Thus, 

the y-coordinate of the track at zp, yp(zp ), is determined by the trace, 

while xp is obtained by straight - line extrapolation of the initial x - slope 

x~ at xo : 

yp(zp) =BT RACE(xo, yo, zo, Po, zp) 
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where BT RACE is a trace algorithm incorporating the path integral of 

the Lorentz force component F11 = -Bx(x,z)vz. 

Before describing the algorithms FNDTTV and FNDTSV, we 

must introduce one more concept - that of track attachment. The prob

lem of vee pattern recognition is that of recognizing pairs of tracks with 

a common vertex. Tracks produced at the primary event vertex, rather 

than by the decay of a neutral, tend to verticize in pairs at the event ver

tex. To prevent the vee algorithms from selecting all these vees, the track 

- track and track - stub routines check whether the tracks in question ap

pear to point back to the event (BOBKAT) vertex (Xv, Yv, Zv)· For 5 -

chamber tracks, the track momentum is determined by the bend in M2. 

Thus, one can extrapolate these tracks to Zv in both x and y, obtaining 

x( Zv) by straight - line extrapolation and y( Zv) from the magnetic trace. 

A 5 - chamber track was called attached if the impact parameter 

J(x(Zv) - Xv) 2 + (y(Zv) - Yv)2 < 0.08" 

For stubs, one can only extrapolate in x, so the attachment criterion for 

stubs was 

4 - chamber tracks were treated as stubs by the vee routines. The given 

attachment criteria correspond to two standard deviation cuts on the 

resolution of tracks and stubs at the BOBKAT vertex. 
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Track - track and track - stub candidates were classified as zero

attached, one-attached, or two-attached depending on how many of the 

tracks in the candidate were attached to the event vertex. Two-attached 

candidate pairs were dropped at the beginning of the vee routines. Al

though there were some A 'sand K2's in the two-attached category, they 

had much poorer signal - to - background, and the computer time and 

output buffer space required to retain the two-attached vees would have 

been prohibitive. One-attached and zero-attached vees were found and 

saved by Pass 2. 

I will now describe the FNDTTV and FNDTSV algorithms. The 

track - track routines considered all pairs of 5 - chamber tracks of opposite 

sign, dropping candidate pairs with both tracks attached. An initial 

guess for the vee decay vertex, Zd1, was generated from the x view. Each 

track was then traced to Zdl and an improved estimate of the vee decay 

vertex, zd2, was generated. zd2 was obtained by minimizing the closest 

approach of the tangents to the two tracks at zd1. The tracks were then 

traced to the new decay point, and another minimization was performed; 

the process was iterated until convergence was obtained. At this point, 

candidates which had Zd2 less than 3" downstream of the event vertex Zv 

were dropped. Again, this cut was made because there are many tracks, 

not associated with real vees, which tend to verticize in pairs near the 

event vertex. 

For candidate pairs which passed the zd2 cut, the tracks were 

then traced to Zd2. Their momentum vectors at the decay point were 
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calculated. Finally, the candidates were required to survive a cut on the 

x - y plane distance of closest approach of the vee's two prongs. The cut 

was DC A < 0.211
• This completed the FNDTTV algorithm. The vees 

were then submitted to the vee arbitration algorithm (see below). 

The track - stub vee algorithm considered all pairs of one 5 -

chamber track and one stub, with 4 - chamber tracks being treated 

as stubs. Again, candidate pairs with both tracks attached were not 

considered. The z-vertex of the candidate pair, zd, was found from the 

x view. Since the stub's momentum is not known independently of its 

vertex of origin, no further improvement in the vee vertex is possible, 

within this algorithm, for track - stub candidates. As for the track -

track vees, Zd was required to be at least 311 downstream of the BOBKAT 

vertex. A loose cut requiring Zd to be upstream of the downstream end 

of the permitted track - stub vee decay volume was also made at this 

point. For candidates which survived the z cuts, the 5 - chamber track 

- whose momentum is of course already known - was traced to Zd. The 

correspondingy of the track at Zd, Yd, was taken to be they of the neutral 

vee decay point. An iterative algorithm determined the stub momentum 

which would cause the stub to be successfully traced back to (Yd, zd)· 

At this point in the algorithm, the sign of the stub's charge has been 

determined, so a cut requiring opposite signs for the two prongs was 

imposed. The 3-vectors of the stub and track at the decay point were 

calculated, and the parent neutral was extrapolated back to the BOBKAT 

vertex. Because of the large number of track - stub vee candidates which 
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survived the preceding cuts, an additional cut requiring that the parent's 

impact parameter to the event vertex be less than 2" was imposed. This 

cut was set, using a Monte Carlo study, to permit efficient reconstruction 

of A 's produced from the decay of 3 and n hyperons. The candidates 

which remained were sent on to the vee arbitration algorithm. 

4.2.2 Track - Track and Track - Stub Yee Arbitration 

In many cases, pairs of vees found by the FNDTTV and FNDTSV 

routines had one prong in common. A computer algorithm was written to 

select which vee, of any pair with a shared track, was most likely to have 

come from a real decay; the other vee was then eliminated from the stack 

of found vees. This so - called arbitration algorithm used a rather com

plicated tree based on several criteria: the distance of closest approach 

of the two vee prongs to each other, the distance of closest approach of 

the parent vee to the event vertex, and the distance in z between the vee 

decay vertex and the event vertex. There was no arbitration based on 

the mass of the parent neutral. 

After the track - track vees were found, they were arbitrated so 

that no track - track vees had any prong in common. Then the track -

stub vees were found, and arbitrated so that no pair of these vees shared 

a leg. Finally, track - track and track - stub vees were arbitrated against 

each other. 
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4.2.3 The Reconstruction Vees 

The reconstruction vees were neutral vees which decayed in the 

region of the spectrometer between PO and P2. These vees are important 

to the A analysis for two reasons. First, since higher - momentum vees 

were more likely to decay dqwnstream, the reconstruction vees substan

tially improved our acceptance at higher x f . Second, the momentum 

vectors of these vees are determined independently of the Ml magnetic 

field, so that M2 's Pt kick could be uniquely determined by requiring 

reconstruction vee K~'s to have the correct mass. 

Since the reconstruction vee decay region was essentially field -

free, ~o magnetic trace was required to find these vees. This fact made 

the vee pattern recognition conceptually simpler. However, the two tracks 

of the vee had less redundancy than 5 - chamber tracks. For example, 

for a vee decaying downstream of Pl, each track had at most 9 hits, as 

compared to 15 hits for a 5 - chamber track. A more serious problem was 

that individual track momentum resolution for these downstream decays 

was poorer, because the upstream slopes were less constrained. To obtain 

better vee resolution and signal-to-background, the reconstruction vee fits 

were based on a fit to the vee as a whole, imposing the constraint that 

the two prongs of the vee must have a common 3-space vertex. Thus, the 

fitting procedure involved determining a total of 13 parameters: the five 

track parameters (x intercept Xo and slope x'' y intercept Yo and slope y'' 

and y bend angle 6y' - just as for 5 - chamber tracks) for each track, plus 

the three parameters (xd, Yd, Zd) of the vee decay point. The equations 
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of constraint 

' 1 ) Y =-(yd -yo 
ZJ 

' 1 x = -(xd - xo) 
Zd 

(4.1) 

are true for each track individually, so the fit's number of degrees of 

freedom is reduced by 4. An additional advantage of this method was 

that one obtained a x2 for the fit, which was directly related to the 

probability that the neutral vee hypothesis was correct. 

The reconstruction vee search proceeded as follows. The program 

looked first for vees decaying between PO and P2 (FORTRAN subroutine 

P123), then for vees decaying between Pl and P2 (subroutine P234). 

Each of these subroutines had basically the same flow. Single - track 

projections were found in the x view. The x hits were matched up with u 

and v hits to form track candidates, and single- track fits were performed. 

At this point, the algorithm made a loose x2 cut on the single - track 

fits. Track candidates which survived this cut were paired up to make vee 

candidates, which were submitted to the constrained fit routine LSQ2. 

In LSQ2, the vee constraints of equation (4.1) were imposed by 

the method of elimination of variables ~
321 The eliminated variables were 

taken to be the x and y slope for each of the tracks. The fit for the 

remaining parameters was then performed by a matrix inversion method 

quite similar to that used in the Pass 1 individual track reconstruction. 

After a given candidate had been fit, those with unacceptable fits were 

removed from the analysis. Candidates which survived this cut were then 
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sent to an arbitration algorithm, which insured that no x - projection was 

used in more than one vee. 

4.3 Reconstruction of the Event Vertex 

In this section I will describe the algorithm which found the 

BOBKAT vertex from main spectrometer tracks. Actually, two sepa

rate BOBKAT vertex fits were performed, at different points in the Pass 

2 program. Initially, the vertex was found starting from the bank of all 

main spectrometer tracks. This was the vertex used in calculating track 

attachment, and other cut or arbitration variables used in the neutral 

vee algorithms. After the vees were found, the BOBKAT algorithm was 

repeated, but this time the program did not permit tracks which had 

been assigned to good neutral vees to be included in the new vertex. It 

was this final vertex which was written to the output buffer and used as 

the BOBKAT vertex in subsequent stages of the analysis. 

In either case, the algorithm began with a bank of Ne eligible 

tracks. The vertex was found by minimizing the quantity 

Here Xi(Zv) and Yi(Zv) are the positions of track i at Zv, obtained using 

the magnetic trace. The weights <Tix and Uiy are characteristic of the track 

type (5-chamber track, 4-chamber track, or stub), not of the individual 

track. The Ui were determined based on the resolution of tracks of the 

given type to a special event vertex found from tracks fit through the 

vertex chamber alone, ignoring information from the main spectrometer. 
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The algorithm found the best Xv, Yv, and Zv by minimizing X~· 

An iterative procedure was used to insure that tracks which did not really 

come from the vertex were not included in the final fit. First, the program 

calculated the distance of closest approach of each track i to the vertex 

(Xt, Yj, Zt) found from all other eligible tracks. The track with the 

greatest miss distance was then removed from the eligible track list, if 

and only if its miss distance was greater than 2.5u from (Xt, Yj, zt). 

The remaining eligible tracks were used to calculate new sets of vertices 

(Xt, Yj, zt), and the worst track was again removed if it failed the 

miss distance cut. This process was repeated until the program found 

that ~l tracks in the current eligible track list were retained. A final 

minimization, using all tracks remaining in the eligible track list, yielded 

the BOBKAT vertex (Xv, Yv, Zv). 

4.4 '!rack Reconstruction Using the Vertex Chamber 

Pass 3 performed track fits based on the full set of wire chamber 

hits in both the vertex chamber and the main spectrometer chambers PO 

- P4. These were called linked tracks. D5 - only tracks were also found 

in Pass 3. 

Track reconstruction in the vertex chamber was a rather compli

cated process. This was largely because: 

(1) The track multiplicities and densities were higher in the vertex 

region than the main spectrometer. A related consideration was that the 

vertex chamber tracks formed straight lines in both views, since there 

was no magnetic field to produce a momentum - dependent kink; as a 
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result, different tracks tended to be more similar to each other than was 

the case in the main spectrometer. 

(2) For all tracks, the vertex chamber had at most three points 

in each view. 

(3) The vertex chamber had per - plane single - track efficiencies 

of only about 95%; in order to obtain good track - finding efficiency, it 

was necessary to permit up to 3 missing hits. 

Because of these factors, a track - finding algorithm like that used 

in Pass 1 for the main spectrometer would have resulted in a prohibitively 

large number of projections. Consequently, the vertex at which the track 

was formed was used as an additional constraint in the projection - find

ing. Projections were initially found only if they passed through the so 

- called target volume, a volume centered on the BOBKAT vertex with 

x and y dimensions of about 2 times the resolution ( u ) of a track at 

the vertex; these projections also had to be associated with a primary 

vertex found from vertex chamber tracks. Projection - finding in the ver

tex chamber was thus closely intertwined with the finding of the high -

resolution primary vertex, and the program fl.ow became somewhat com

plicated. After projections included in the primary vertex were found, 

the remaining unused vertex chamber hits were used to find additional 

projections. Then the program attempted to link main spectrometer 

tracks with vertex chamber projections to create linked tracks. All main 

spectrometer tracks were traced back through Ml. For the link, the mag

netic trace routine included all Lorentz force components, and took into 
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account the variation of B as a function of x and y to fourth order. After 

each main spectrometer track had been traced back, it was matched up 

with sets of (x,u,v) vertex chamber projections to form candidate tracks. 

For these candidates, the program performed least squares fits includ

ing all wire chamber hits, in both the main spectrometer and the vertex 

chamber. The candidate track with the best fit was retained as a linked 

track. 

Some main spectrometer tracks did not give acceptable fits with 

any (x,u,v) set of the vertex chamber projections. In that case, the track 

was classified as unlinked. Monte Carlo studies found that the efficiency 

of the program for linking main spectrometer tracks was better than 993. 

In the data, the number of unlinked tracks varied from about 53 on low 

- multiplicity events to 153 at high multiplicities. Thus, most of the 

unlinked tracks in the data were either spurious tracks, or tracks from 

neutral vees which decayed downstream of the vertex chamber. This 

was the motivation for the criterion, used in selecting A 's for the ratio 

analysis, that good neutral vees should include at least one track which 

failed to link in the vertex chamber. 

4.5 Lambda Cleanup and Sample Selection 

The purpose of the A cleanup and sample selection program, 

LMDSEL, was to choose a sample of clean A 'sand A 's for use in the 

analysis of x I distributions reported in this thesis. Our data contained 

about 200,000 total A 's and A 's , most of which had x I < 0.2, the region 

of main interest for my analysis. As we will see, even for 0.2 ~ x I ~ 0.4, 
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where we were able to compare our results to previous measurements, 

systematic rather than statistical errors limit our measurement. Thus, 

the primary LMDSEL selection criteria were simplicity and cleanness 

of the resultant sample, rather than efficiency for retaining the largest 

possible sample. 

Two data samples were initially selected: good neutron data 

tapes from the 400 GeV run, and those from the 800 GeV third en

ergy trigger data set. The latter data set was chosen because, of the four 

800 GeV samples, it had the most stable running conditions and fewest 

hardware malfunctions. Also, except for a change in the energy trigger, 

it had_ the same trigger criteria as the 400 Ge V sample. Events were 

selected which had the event vertex within the target volume, had the 

Pin 4 trigger bit set, and satisfied a cut on EMAIN, the reconstructed 

event energy. This condition was 150 GeV < EMAIN < 440 GeV for the 

400 GeV sample and 280 GeV < EMAIN < 880 GeV for the 800 GeV 

sample. The lower limit was made to insure that the events were induced 

by neutrons rather than K2 's or photons. The upper limit eliminated a 

small fraction of events (about 5%) for which the reconstructed energy 

was unphysically large, even allowing for a reasonable estimate of the 

resolution on EMAIN. 

On events which satisfied the above criteria, A 's and A 's were 

selected provided that : 

(1) The vee fell in the zero - attached track - track or track - stub 

categories, or was a reconstruction vee. 
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(2) If the vee was in the reconstruction vee category, it shared 

no more than 4 hits with any vee selected in the track - track or track 

- stub categories on that event. For reconstruction vees, some cuts on 

the permitted number of adjacent hits and hits shared between the two 

prongs of the vee were also made. An explanation of these cuts here 

would be excessively technical. 

(3) If the vee was in the track - track or track - stub categories, no 

more than one of the tracks was permitted to link in the vertex chamber, 

and the Pass 2 main spectrometer fit x2 / DOF of each track was required 

to be less than 0.3 squared wire spacing units. 

Figure 22 (a) shows the prr invariant mass on a subsample of 

the selected events, for all vees found by the Pass 2 program. Figure 22 

(b) shows the prr mass, for the same events, for vees which passed the 

LMDSEL vee cleanup cuts. After the event selection and vee cleanup, we 

were left with approximately 30,000 A 's and 10,000 A 's from the 400 

GeV data, and 20,000 A's and 10,000 A's in the 800 GeV sample, in the 

region 0 ::; x I ::; 0.2. 

4.6 Reconstruction of the Event Energy 

To obtain distributions as a function of x I , we must be able to 

measure the beam energy. Because the experiment was performed with a 

broadband neutron beam, there were two complications which were not 

present in most partic~e physics experiments : 

(1) Since the beam was neutral, its energy could not be measured 

by standard analysis magnet techniques. 
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(2) Because it was a broadband beam, we had to determine, not 

only the average beam momentum, but the energy on an event-by-event 

basis. 

Actually, there are averaging techniques for obtaining kinematic 

distributions given only a knowledge of the beam spectrum, without an 

event-by-event energy measurement. However, we did not really have 

a measurement of our beam spectrum independent of the methods de

scribed here for obtaining it event-by-event. Moreover, averaging meth

ods might cause difficulties when applied to small samples. Although our 

statistics in the low x I region were excellent, this was not the case for 

our fr<!-gmentation region data, which provide the main test of the cor

rectness of our x I determination. Thus, the method we used to obtain 

x I distributions was that of determining the beam energy on each event 

of interest. 

Essentially, the measurement was made simply by summing up, 

for each event, the energy deposited in all the different detector elements. 

The total measured energy was defined by 

EroTAL = E1a + EBD + 1.05Enc + 1.5EsruB + 10 GeV 

Here E1a is the energy reconstructed in the lead glass, and EBD and 

Enc are the reconstructed energies in the beam dump calorimeter and 

hadron calorimeter respectively. Esru B is the sum of the reconstructed 

momenta of all stubs. 

The factor of 1.05 multiplying Enc corrected for invisible 
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hadronic energy deposited in the lead glass. This correction was dis

cussed in the Chapter 3 section on calibration of the hadron calorimeter; 

it is thought to arise from the deposition of hadronic energy in the LG 

through nuclear excitation and the creation of slow neutrons, which will 

not produce light in the lead glass. Since the amount of energy lost 

through these processes fluctuated event-by-event, the correction is not 

rigorously valid; the goal was simply to avoid an overall systematic un

derestimate of the energy. 

The factor of 1.5 mu ti plying Esru B also requires some explana

tion. The basic idea of the formula for EroT AL was that only the energy 

of particles in the inner detector - i.e., those which pass through both 

magnets - will be summed by the inner calorimeters LG, HC, and BD. 

These counters were sensitive to both charged and neutral particles. The 

energy of particles in the outer detector can be estimated by adding up 

the momenta of the stubs; however, this procedure will count only the 

energy in charged particles. Assuming that the number of 71"0 's as a func

tion of momentum is the average of the 71"+ and 71"- distributions, the 

quantity l.5Esru B should give a reasonably good estimate of the energy 

in the outer detector. 

However, we had also to take account of the energy of particles 

which did not even pass through the upstream magnet. This energy was 

estimated using a Monte Carlo calculation based on the Feynman - Field 

hadronic event generator referred to in Section 4.1. The missing energy 

was found to be approximately independent of beam energy. As the beam 
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energy increases, the average energy of tracks at a given relatively large 

angle in the interaction center-of-mass system does increase concurrently. 

However, at higher beam energies, the Lorentz boost to the lab system 

pushes these wide-angle tracks further forward, so that more of them will 

make it at least through the first magnet and into the stub region. The 

latter two effects compete, and the result is an approximately constant 

energy loss upstream of the first magnet. The Monte Carlo study found 

that this energy loss was about 10 Ge V. 

Figure 23 shows the reconstructed event energy for the 400 Ge V 

and 800 Ge V Pin 2 data. The shapes are qualitatively similar to pre

viously published measurementsl331 of neutron production by protons at 

0° in this energy range. We compared the peak energy of our spectrum 

to that found in the previous experiments, all of which found that the 

p -+ n spectrum peaks at x I = 0.8. In principle, smearing due to the fi

nite resolution of the calorimetry system tends to move the reconstructed 

peak to lower x I . A Monte Carlo correction for this effect was calcu

lated, assuming an overall calorimetry resolution of 215%/VE; details of 

the event energy Monte Carlo are given in Section 4. 7. We found that, 

with this resolution, the shift of the peak is small. Thus, we can com

pare the peaks of the spectra in Figure 23 to the expected value of x I = 

0.8. Our spectra peak at Xf = 0.75 ± 0.03 for the 400 GeV sample, and 

Xf = 0.74 ± 0.03 at 800 GeV. This comparison provides some check on 

the quality of our energy reconstruction, and indicates that in fact the 

measurement is better than one might perhaps expect. It does appear 
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FIGURE 23. Reconstructed Event Energy : (a) 400 GeV sample; (b) 
800 GeV sample 
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that we may underestimate the energy somewhat. If we regard the dis

crepancy of measured versus predicted peak x f as indicating an overall 

systematic offset in the energy, the error would correspond to about 20 

Ge V for the 400 Ge V data and 40 Ge V for the 800 Ge V data. 

There are obviously several substantial sources of error present 

in our determination of the event energy. The Monte Carlo calculation of 

the energy lost outside the detector acceptance was found to be somewhat 

model-dependent; we estimate that this could give a systematic shift of 

as much as 20 Ge V in Eror AL. Energy leakage through the back of 

the calorimetry system was difficult to estimate without another detailed 

Monte Carlo study, but could also be of order 10 GeV. Muons, which were 

not stopped in the calorimeters, must be responsible for invisible energy 

on some events. Finally, there is some possibility of systematic errors in 

the calibrations, particularly of the HC. The calibration data used for 

this detector were of relatively poor quality, since it was not possible to 

eliminate events in which one or more neutral tracks, in addition to the 

relevant charged track, deposited energy in the modules being calibrated. 

There was also a hardware malfunction in one of the HC modules (HC 5 

in Figure 10) which made this module particularly difficult to calibrate. 

Again, systematic errors of 10 - 20 GeV due to HC miscalibration would 

not be surprising. 



95 

4. 7 Reconstruction of the A to A Ratio in the Fragmentation Region 

Previous experiments 11
•
2

·•
1 have measured the Xf distributions of 

A 's and A 's produced by incident protons in the fragmentation region. 

Although our analysis focuses on the low x I region, comparison of our re

sults in the fragmentation region to the previous measurements provides 

an important overall check of our neutral vee and event energy recon

struction. In this section, I will discuss our fragmentation region results 

and the implications for our measurement of RAA at low x I . 

In our data,most of the A 's , and particularly A 's , lie in the 

kinematic region x I < 0.2 . Recall that dN / dx is proportional to 

( 1 - x r)7 Ix I for A with x I > 0.2 . This is a very rapidly falling function; 

for example, dN / dx decreases by a factor of 15 between x I = 0.2 and 

Xf = 0.4. Moreover, the acceptance of our spectrometer also decreases 

with x I in this region. 

Figure 24 shows a Monte Carlo calculation of the A acceptance 

as a function of A momentum PA for our 400 GeV sample. For PA greater 

than 80 Ge V, the acceptance begins to decrease. This decrease occurs 

mainly because the higher - momentum vees are less likely to decay up

stream of P2, where the vee - finding program can pick them up. To set 

the scale, note that (Ebeam) is about 300 GeV for the 400 GeV sample 

and we can approximate x I by PA/ Ebeam ; thus, we find that this accep

tance decrease begins at an x I of about 0.27, or within the first bin of the 

FNAL hyperon group's data~21 In the 400 GeV sample, there are about 

10,000 A 's and 1000 A 's in the x I region from 0.2 to 0.4. ( For the 



w 
u 
z 
<X ..... 
Cl. 
w 
u 
u 
<X 

96 

0.14 

0.12 

0.10 

0.08· 

0.06 

0.04 

0.02 

o...._ ......... ..__~....__~.....__~.....__~......._~......_~.....J....~.....I 
0 25 50 75 100 125 150 175 200 

LAMBDA MOMENTUM (GeV/c) 

FIGURE 24. Momentum Acceptance for A --+ p7r (for the 400 GeV 
sample, after LMDSEL cleanup) 



97 

800 GeV sample, (Ebeam) is about 550 GeV, and thus there is virtually 

no acceptance for A 's in the fragmentation region. ) Finally, it may be 

noted in Figure 24 that there is also a low - momentum cutoff in the ac-

ceptance; this cutoff results from the zero - attached requirement, which 

tends to reject small A decay distances and therefore low momentum. 

Figure 25 shows the invariant p - 7r mass for vees in the A mass 

region, for the x f bin at 0.25. p+ - 7r- and p- - 7r+ combinations are 

plotted separately. As we will see in Chapter 5, the low x f A and A signals 

can be fit with a complicated 11-parameter function which appears to 

give a good description of the signal and the phase space background 

underneath it. Such fits prove unsuccessful for the fragmentation region 

data, which has both significantly worse statistics and poorer signal -

to - background. Instead, we fit the fragmentation region signals with 

a single Gaussian, with the total number of events N 8 as one of the 

parameters, so that the fit directly yields the estimated error 8N8 on 

As shown in Figure 25, the phase space background under the 

A signal is zero at the kinematic limit m =mp+ m71' = 1.0789 GeV /c2 • 

It rises approximately linearly for small values of lm-1.07891, then turns 

over and reaches an approximately constant value for large m - 1.0789. 

A simple function which has the same properties was chosen to fit this 

background : 

Nbackground __ C-;4::::::( m=-=1=.0=7=8=9=G=ev=/=c=
2
:;:) 

- Ji.+ Cs(m -1.0789)2 
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FIGURE 25. Typical A --. p7r Mass Plots for a Single XI Bin in the 
Fragmentation Region : (a) A--. p+7r- ; (b) A--. p-7r+ 
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Here C4 and Cs are fit parameters. The fits were performed with the rou

tine HFIT (based on the MINUIT package) in the CERNLIB HBOOK [J•J 

package. The results are shown in Figures 26 (a) (A's) and 26 (b) (A's). 

The A fits give x2 / DOF ~ 1 , showing that the fitting procedure is ad-

equate within the statistical limitations of the data. For A 's , we find 

much worse fits yielding x2 / DOF ~ 5 in some cases. This reflects the 

much better statistics in the A sample. In principle, more complicated 

fits could be used for the A 's , with their better statistics. In practice, it 

was thought better to treat the A 's and A 's in the same way. Also, as we 

will see, there are far more serious sources of error in the fragmentation 

region .analysis than those arising from the fitting procedure. 

However, because of the poor values of x2 / DOF obtained for 

these fits, the parameter errors must be treated carefully. Usually, when 

parameters are obtained from a least squares minimization, the one -

standard - deviation error on a given parameter can be estimated by 

finding the change in the parameter which will change the x2 of the fit by 

one unit ( c.f. Reference 35 ). But this error determination procedure is 

only valid for a good minimization (x2 / DOF ~ 1 ); for the fits discussed 

here, we must use another approach. 

Referring to Figure 26 (b ), we note that the HFIT fit tends to 

underestimate the number NA of A events over background. To estimate 

the resultant error in NA, we formed the quantity 

N atim _ 
A = 

i=all mau bina 



101 

where Nfotal is the total number of entries in the i'th mass bin of the 

histogram, and BGi is the background 's contribution to Nfotal' obtained 

from the HFIT fit. By comparing NJ..."'m to the total Nf(FIT obtained from 

HFIT, we obtain some idea of how well we really know the quantity NA· 

It is useful, although not rigorously correct, to think of the quantity NJ...um 

as the number of A 's over background obtained from another fit, which 

was forced to go through each of the data points in the mass histogram; 

we then compare the total from this "fit" to the HFIT result in order to 

estimate the systematic error associated with the fitting procedure. 

This error analysis was performed for each of the fragmentation 

region x f bins, for both A's and A's. For the A's, NJ..."'m was in all cases 

greater than Nf(FIT, with the discrepancy ranging from 8 - 15%. Since 

the systematic errors were much larger than the statistical errors (which 

must be of order VNA_), the discrepancies NJ...v.m - Nf(FIT were adopted 

as the errors on NA. For the A 's , all fragmentation region x f bins gave 

a fit x2 / DOF less than 1.5, reflecting the dominance of statistical rather 

than systematic errors in the A totals; consequently, we chose to use the 

HFIT errors for the A 's . 

Our data were binned in x f for a direct comparison to the data 

of the FNAL hyperon group 121 from 300 GeV pN interactions. Figure 27 

shows the comparison of our data to the previous result. A significant 

discrepancy at high x f is noted, with our data showing a much less rapid 

decrease of RA'Ji.. with increasing x f . 

The origin of this discrepancy was intensively studied, to make 
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FIGURE 27. Comparison of E400 Data to Previous Measurements of 
RAA in the Fragmentation Region 
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FIGURE 28. Monte Carlo Calculation of the Effect of Very Large Energy 
Smearing on Measured R AA 
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sure that it would not affect the measurements of RAA at low x 1 which 

are the principal results of this thesis. There are many possible sources 

of the problem which must be considered. In principle, the spectrometer, 

interaction and multiplicity triggers, track and vee reconstruction, and 

vee selection are completely charge symmetric. There is no evidence in the 

data that this assumption is invalid. A more likely source of the problem 

is some effect which, while behaving in the same way for A 's and A 's , 

would tend to tilt a steeply-falling distribution in x f to a less rapidly 

decreasing function. For example, consider the effect of finite energy 

resolution which results in an approximately Gaussian smearing of the 

measured event energy about its true value on a given event. Recall that 

is decreasing rapidly with x f . Assume that, for an event at a given 

x 1 , the measured energy is smeared symmetrically about its true value. 

But because there are more events at low x f , a given bin of measured 

x 1 has more contamination from events with lower real x f than higher 

real x f . The result is a flattening of the measured spectrum relative to 

the true one. A simulation of this effect is shown in Figure 28 . This 

figure compares a thrown distribution RAJ.. (xf),..,, (1 - Xf )-
6

·
5 to the 

reconstructed distribution, assuming the only error in the reconstruction 

of x I is a large Gaussian smearing in the reconstructed beam energy 

(a smearing of 500% / .../E was used in this figure, just for purposes of 

illustration). 
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The effects which were considered in order to account for the 

high-x I discrepancy were: 

(1) Energy resolution effects. The resolution of our event energy 

measurement is rather difficult to estimate. It depends not only on the 

resolutions of the individual calorimeters, but also on several other effects 

- fluctuations in the amount of energy leaking through the downstream 

ends of the hadron and beam dump calorimeters, in the amount of energy 

taken by neutrals in the stub region, and in the energy lost in wide-angle 

tracks outside the spectrometer. Any systematic error in the calibration 

of one detector relative to the others would also affect the overall resolu-

tion, si~ce different events have different percentages of the total energy 

deposited in the various calorimeters. Thus, we attempted to determine 

the overall energy resolution from the data by fitting a resolution function 

to the energy spectrum. 

Typical calorimeter resolutions can be described 1361 by functions 

of the form 

<1£ X% 
E - JE(GeV) 

We assume that the finite resolution of our event energy measurement is 

due partly to calorimetry resolutions and partly to other effects, which for 

simplicity are assumed to be approximately proportional to the energy. 

In this model, the overall resolution is given by 

A2 ( X )2 
+ yfE(GeV) 

(4.2) 

Equation ( 4.2) was found to give a reasonably good fit to the observed 
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energy spectrum, as shown in Figure 29. The constants obtained from 

the fit were A = 0.09 and X = 300%. 

The value of X is surprisingly large. By fitting the beam dump 

calorimeter's calibration data, we found that that device had a resolution 

of about 1jl. The hadron calorimeter's resolution is more difficult to 

determine, since the calibration data used for the HC were of rather poor 

quality; however, we would expect its resolution to be at least as good as 

that of the beam dump calorimeter - the HC had the same segmenta

tion as the BD ( 0.26 hadronic interaction lengths for both devices ), and 

included more total hadronic interaction lengths (6.4 for the HC as com

pared _to 5.0 for the BD ). The contribution of the lead glass ( IOo/~5%, see 

Section 3.3) is negligible, so we would estimate our calorimetric resolution 

to be 

<1 E -< E-

This estimate is considerably smaller than the value of 37f obtained by 

fitting the measured energy spectrum. Thus, in attempting to under-

stand the fragmentation region results for RAJ.. , we have considered two 

different models, one with the energy resolution given by equation ( 4.2) 

with A = 0.09 and X = 300%, and the other with !If = 2!Jl. 
(2) Momentum resolution effects. The effect of momentum 

smearing on the steeply-falling x f distribution is qualitatively similar 

to that of energy smearing. 

(3) Differential effect of the Er trigger on A 's versus A 's . 
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Referring to Figure 16 , we see that in the 400 GeV sample the trigger 

threshold lies in the range 100 Ge V ~ Er ~ 250 Ge V . For an x 1 of 

0.40, 

EA~ XjEbeam ~ (0.40)(300 GeV) ~ 120 GeV, 

so that the A itself carries a substantial fraction of the energy necessary 

to satisfy the energy trigger. Whether the A does or does not contribute 

to Er depends on whether the proton from the decay (which carries 

most of the A momentum) goes through the holes in the LG and H C 

detectors; this in turn depends on the PT distribution of the A 's . A 

previous measurement 1101 found that A 's have a more forward-peaked 

PT distribution than A 's . Thus, A 's are more likely to be lost in the 

calorimeter holes rather than contributing to Er . This could result in a 

differential triggering efficiency for the two particles. Since the fraction 

of the total Er carried by the vee increases with x f , the overall effect 

might be worse at higher x f . 

( 4) Systematic error in the event energy measurement. The de

tector does not accept all particles in the event, and neutrals in the outer 

detector do not contribute to the measured event energy. Also, there 

can be substantial leakage through the back of the HC and BD detectors. 

These effects tend to give a measured event energy which is systematically 

low. There is also the possibility of the miscalibration of some elements of 

the calorimetry, which could shift the measured energy either low or high. 

H, for some reason, there is a systematic downward shift in the measured 

energy, x f is measured to be higher than its actual value. Again, because 
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dN / dx f is steeper for A 's , more A 's than A 's will be thrown to higher 

x f , and again this would result in RAA being underestimated at high 

Xf • 

In order to study quantitatively how these problems could affect 

the measurement, a simple Monte Carlo simulation program was written. 

This program was distinct from the main E400 GEANT Monte Carlo (see 

Section 4.1 ). The special- purpose A Monte Carlo was simply designed 

to generate a A or A with a given distribution of x f and PT , and study 

how the various resolution and triggering effects listed above would affect 

the reconstructed ratio RAx(xf) . This Monte Carlo lacked the ability 

to digitize hits and write data tapes. Reasonably realistic calculations 

of the A acceptance and resolution had to be obtained from the main 

E400 Monte Carlo and then put into the special A Monte Carlo in data 

statements. However, it was smaller and much faster than the GEANT 

Monte Carlo. Thus, better statistics could be obtained, faster turnaround 

could be achieved when the program was modified, and the problems 

associated with programming and debugging were simplified. 

In the special-purpose Monte Carlo, A and A events were thrown 

with x f and PT distributions measured in the fragmentation region by 

previous experiments. The event energy was thrown with the triangular 

spectrum expected for a zero-degree neutron beam, as explained in Sec

tion 4.6. The vee momentum was obtained from the thrown momentum 

using a momentum smearing function calculated with the E400 GEANT 

Monte Carlo. The vees were randomly rejected as unaccepted according 
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to the acceptance versus momentum curve shown in Figure 24, which 

was also generated using the GEANT Monte Carlo. The reconstructed 

event energy was obtained from the thrown energy assuming Gaussian 

smearing with any desired resolution function. 

The effect of the Er trigger was incorporated as follows. Figure 

16 (a) shows the efficiency of the Er busline versus the measured event 

energy for the 400 Ge V sample. This efficiency curve, obtained from Pin 2 

data, was applied in the Monte Carlo as a trigger simulation. Events at a 

given energy were randomly rejected as unaccepted, with the probability 

of rejection being that of the Figure 16 (a) curve . 

. Finally, the effect of the holes in the HC and LG detectors was 

included. The different PT distributions used for A and A were those 

obtained by Kichimi et al.!
101 

dN I dPT rv exp(-3. 72p}) for A 's' dN I dPT rv 

exp( -2.62p}) for A 's . 

Figure 27 shows the predicted ratio RAJ.., assuming the measured 

Xf distributions of the FNAL hyperon group 121 and no systematic errors 

in the measurement. The overall normalization of number of thrown 

A 's versus A 's in the Monte Carlo was adjusted so that the thrown ratio 

at x I = 0.25 agreed with that of the previous measurement. Figure 30 

(a) shows the Monte Carlo prediction assuming all the above-listed effects 

except for a systematic shift in the event energy. The resolution assumed 

in making this plot was Y. = 2~ ~ The data are still much flatter than 

than the Monte Carlo prediction. In fact, the Monte Carlo predicts that, 

under these conditions, the thrown and reconstructed ratios are very 
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similar, although the reconstructed ratio is slightly lower in the higher 

bins of Xf ( compare Figures 27 and 30 (a). ) We may conclude that 

the effects of the different PT distributions, momentum smearing, and 

energy smearing with this assumed resolution function cannot explain 

the observed discrepancy. 

Figure 30 (b) shows the Monte Carlo prediction when the effect 

of a hypothesized 20 Ge V downward shift in the event energy is included. 

It is seen that RAJi. at high Xf is much smaller, so that the Monte Carlo 

prediction and our actual measured ratio agree within errors. As noted 

in Section 4.6, a systematic shift of this magnitude in the reconstructed 

energy. is quite plausible, and we would expect the measured energy to 

be too low rather than too high since calorimetry leakage and incomplete 

acceptance would both tend to cause a systematic shift in this direction. 

Finally, we considered the other energy resolution model men-

tioned earlier: 

.092 ( 300% ) 2 
+ vfE(GeV) 

(4.3) 

Figure 31 shows the Monte Carlo prediction for R1i11. using this model; 

it also fits the data fairly well. We conclude that the observed flattening 

of RAA in the fragmentation region can be explained by either of two 

models: 

(Model A) An overall resolution function of 2J'P combined with 

a 20 Ge V constant error 

(Model B) A resolution function given by equation ( 4.3) 
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Fortunately, at low x f the effect of errors in the event energy 

reconstruction should be much less serious, because the x f dependence 

of RAA is expected to vary more slowly. Recall that, for x f near zero, 

the theoretical prediction is that x f should vary as x~·5 • As we will see 

in Chapter 5, this prediction is supported by our data. Figures 32 (a) 

and 32 (b) show the results of the Monte Carlo studies including the low 

x f region, for Models A and B. The thrown distribution for these plots 

was 

This function is proportional to x~· 5 at low x f and asymptotically ap

proac~es the measured power law in (1- x f) in the fragmentation region; 

again, the normalization of relative numbers of A 's versus A 's was ad-

justed to give the ratio of the previous 300 Ge V measurement at x f = 

0.25. The plots show the systematic discrepancy between thrown and re-

constructed RAJ... in the fragmentation region which is present in our data; 

however, in the low x f region the thrown and reconstructed distributions 

agree quite well. 

Moreover, there is additional evidence that our measurements in 

the low x f region are reliable despite the discrepancy in the fragmenta-

tion region. Our low x f measurements can be compared with two other 

(2) cl h h [10) measurements, one at x f = 0.25 an t e ot er at x f near zero . 

At x f = 0.25, our value for RAJ.. is 7.2 ± 1.2 while that of the previous 

measurement is 10.0 ± 1.6 . These numbers agree within the quoted er-

rors, although our measurement in this Xf bin may already be showing 
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the trend of underestimating RAJ.. which becomes more statistically sig

nificant at higher x I . The Monte Carlo results shown in Figure 32 do 

predict that RAA should already be slightly underestimated at x 1 = 0.25. 

The low x I measurements reported in this thesis are based only on the 

region Xf < 0.15. 

At x I ~ 0 , we can compare to the measurement of Kichimi et 

al. 
1101 

for the rapidity range 0 $ YCM s $ 0.8 (corresponding to x I ~ 

0.09 ). This group reported RAA = 1.18 ± 0.46 . The error on this 

number must be treated carefully because it is a ratio of small numbers !311 

Recalculating the 90% confidence level interval by the method of James 

and Roos~
371 

we find that the interval is 0.661 $ RAJ.. $ 2.88 . Our low 

x I analysis will be discussed in detail in Chapter 5. However, we may 

briefly note here that, when our data are binned for direct comparison 

with the Kichimi measurement, we obtain 

RAA = 2.39 ± 0.03 O $ YcMs $ 0.8 

Thus, our measurement near x I = 0 is consistent with the previous result. 

In summary, we conclude that 

(1) Measurements with our data of the A to A particle production 

ratio in the fragmentation region show the correct qualitative behavior 

(namely, that the ratio increases with increasing x I ), but are not quan

titatively reliable. 

(2) The problem with our measurements in the fragmentation 

region can be quantitatively explained by assuming a systematic error 
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in our event energy measurement of about 20 Ge V, which is certainly a 

believable error in terms of the method used to measure the event energy. 

An alternative explanation is the assumption of extremely poor energy 

resolution, with the resolution function given by Equation ( 4.3). Such 

errors would not affect the Xf measurements for Xf ~ 0.15 which are the 

principal results of this thesis. 

(3) As an additional check on the validity of our low x f results, 

we have compared our measurements at x f = 0.25 and at very low x f to 

previous results, and find adequate agreement with the other experiments. 





CHAPTER 5 

THE LOW Xp ANALYSIS AND RESULTS 

5.1 Mass Plot Fitting and Determination of Errors 

Our low x f data ( 0 < x f < 0.2 ) differs from that in the frag-

mentation region in two important respects. First, as explained earlier, 

we expect systematic errors in the measurement of the event energy to 

have much less effect on our measurement of the x f distributions at low 

x f . Second, statistical errors in the low x f region are much smaller. 

Because of the high statistics, a fairly elaborate fitting procedure 

is justi£ed in order to count the A 's or A 's in a given x f bin. Figure 33 

(a) shows a typical p+ - ?T'- mass plot for a bin of x f in the 400 Ge V low 

x f sample. The A peak is quite asymmetric; an additional complication 

is that the peak occurs right near the knee of the phase space background. 

Figure 33 (b) shows the same data fit with a single Gaussian plus a two 

- parameter background function, 

N(m) = BC2 exp(-(m - C1)2 /2Ci) + C4(m - 1.0789) (5.1) 
v'2iCa vfl + C5(m - 1.0789)2 

(As before, B is the bin width and the Ci are fit parameters, with C2 

the integrated number of events in the mass peak.) This is the same 

function that was used for the fragmentation region data. As one can 

see, the fit is rather poor, with a x2/DOF of 2.9. Figure 33 (c) shows 

a fit of an 11 - parameter function which was found to give a good fit; 
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the x2 I DOF for this fit is 1.6 . This function includes 5 parameters to 

describe the background : 

N(m)background = C4(m - l.0789)C6 /(1 + Cs(m - l.0789)C7 f 9 (5.2) 

This expression is simply a generalization of the two - parameter threshold 

function used in equation (5.1) to describe the background. The A peak 

is fit with 

(5.3), 

where 

a= Cs+ ((m - C1)/Cu)2 m > C1 

Thus, the peak has a generally Gaussian shape, but the width above the 

mean is different from that below the mean, and each of these widths 

is permitted to vary smoothly with m, according to the " stretching " 

parameters C10 and Cn. 

Figure 34 shows similar results for A 's , for the same x f bin. 

Figure 34 (b) shows the results of the 5-parameter fit, which yields a 

x2 I DOF of 1.4. This x2 I DOF is better than for the A 's ' reflecting 

the fact that statistics for the A sample are poorer. Figure 34 (c) shows 

the 11-parameter fit for the same data, which has a slightly improved 

x2 / DOF of 1.3. 
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With function (5.3), the error analysis becomes rather compli

cated. Since the integral of the function is no longer one of the fit param

eters, the fitter does not directly calculate the error on the total number 

of events. Naively, since the fit's quality as measured by the x2 / DOF is 

apparently quite good, one would expect that the error on our knowledge 

of Nsignal would be purely due to statistical fluctuations, so that the error 

would be 

bNsignal = JNsignal (5.4) 

However, this expectation is not borne out by the data. Figure 35 shows 

the ratio of A 's to A 's assuming that the errors on NA and NA are given 

by equation (5.4). The scatter in the data points is large compared to the 

error bars, indicating that the actual errors have been underestimated. 

The problem appears to be in the division between signal and 

background; the fits are unable to distinguish between signal in the tails 

of the mass peak and the background under the signal. Evidence of this 

problem is exhibited in Table 5.1, which shows the fit parameters for the 

various x I bins in the 400 Ge V low x I sample. Although physically we 

expect that the signal and background shapes for neighboring bins must 

be similar, the fit results for the width and background parameters vary 

a lot. Attempts to simplify the fit function by reducing the number of pa

rameters does not solve this problem. Apparently, better measurements 

of NA and NA cannot be obtained with the signal / background ratio 

present in this data. The errors are actually quite small; one is simply 

working under conditions where the measurement is limited by signal / 
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Table 5.1 

Some Typical Fit Parameters For A-+ p+'lf- At Low Xi 

Width Parameters 

Xi range C3 C10 Cs Cu 

.000 - .013 .004 7 ± .0002 .041 ± .002 .0040 ± .0004 .043 ± .002 

.025 - .038 .0074 ± .0001 .033 ± .001 .0058 ± .0003 .037 ± .0002 

.050 - .062 .0028 ± .0002 .102 ± .004 .0028 ± .0004 .116 ± .020 

.075 - .088 .0028 ± .0003 .096 ± .006 .0040 ± .0005 .082 ± .007 

.100 - .112 .0038 ± .0001 .050 ± .003 .0026 ± .0003 .076 ± .004 

.125 - .138 .0098 ± .0001 .032 ± .0003 .0081 ± .0002 .046 ± .001 

Background Parameters 

X1 range C4 Cs C5 C1 Cg 

.000- .013 13800± 200 2050 ± 60 1.26 ± .OOtl 2.00 ± .01 .63 ± .01 

.025 - .038 12800 ± 400 3300 ± 130 1.22 ± .005 2.12 ± .01 .56 ± .01 

.050- .062 7700 ± 800 840 ± 40 1.50 ± .017 2.58 ± .06 .68 ± .18 

.075 - .088 5200 ± 200 1380 ± 70 1.42 ± .012 2.99 ± .04 .76 ± .08 

.100 - .112 2400±16 1360 ± 270 1.07 ± .038 2.32 ± .03 .52 ± .02 

.125 - .138 2130 ± 40 1130 ± 16 1.16 ± .015 2.36 ± .03 .57 ± .01 



125 

background considerations rather than by statistical fluctuations in the 

event yields. 

However, to obtain valid fits to the x I distributions, improved 

estimates of the errors in NA and NA must be obtained. These errors 

can be estimated as follows. The entire low Xf sample (treating the 400 

GeV and 800 GeV samples separately) is randomly divided into two equal 

subsamples. The subsamples are binned in x I with bins which are twice 

as big as they were in the original analysis (8, rather than 16, bins for the 

range 0 :5 x I :5 0.2 ). This procedure results in two sets of mass plots 

with statistics and signal / background levels which ~e similar to those 

present in the overall sample. Then, the deviations of the first subsample 

from the second are used to estimate the errors on the event numbers. 

In particular, we define the " square root of N errors " 6Rli and 

6R2i, which would be the errors on the ratios R!i and R2i if the errors on 

NA and NA were purely statistical : 

(5.5) 

(5.6) 

If these were good estimates of the actual errors on R1i and R2i, the 

expected variance Vpredicted of the two samples from each other would be 
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We can compare this quantity to the actual variance of the samples : 

If equations (5.5) and (5.6) were correct estimates of the errors, we would 

expect the ratio of Vactual to Vpredicted to be 1. In fact we find that, for 

the 400 Ge V sample, the " error factor " 

Vactual 

Vpredicted 
(5.7) 

This fact confirms the hypothesis that the " square root of N " errors are 

underestimates of the actual errors in the fitting procedure. 

To incorporate these errors in the fitting of the x I distributions, 

a rather non-rigorous procedure was used. For the total sample, the " 

square root of N "error bRi on the ratio Ri, i = 1, 16 was calculated for 

each x I bin. This error was then multiplied by the error factor of equation 

(5.7), so the total error on each Ri is E(bRi)· The error analysis was 

performed separately for the 400 Ge V and 800 Ge V samples. (The error 

factor for the 800 GeV sample was found to be approximately 1, again 

reflecting the poorer statistics in this sample.) While this error analysis 

cannot be rigorously justified, it has the advantages that it is simple to 

implement, and that it does incorporate some reasonable estimation of the 

actual errors in the fit. procedure, derived from the measured deviations 

of the two subsamples. 



127 

5.2 Fits to the Ratio of A to A at Low X 1 

With these scaled values for the errors, we fit our data to the 

theoretical model presented in Chapter 2. There were two analyses to 

consider: "fixed x f , varying s" and "fixed s, varying x 1 ." For s fixed, 

the model predicts 

(5.8), 

where C1 and C2 are parameters to be obtained by fitting the data, and 

XI= Xj + 
2 

x2 M2 
_[+-I. 
4 s 

For x I = 0, varying s, the prediction is 

(5.9) 

If the model is valid, we should obtain D1 = Ci, D2 = C2, M[ = Mi. 

We begin by making some estimates of the values of M 2, D1 (or C1), and 

D2 (or C2). In principle, the parameter M 2 - which is approximately the 

Q2 of the interaction - is unknown in our experiment. This situation is 

in contrast to real Drell - Yan dilepton production, in which the mass 

M1+1- is directly measured. However, we can make a crude estimate of 

M 2 by assuming that, in the central region, the ss system is produced 

approximately at rest in the interaction CMS. In that case, we have 
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The value of D1 depends not only on the sea quark and gluon 

structure functions S(x) and G(x), but also on the relative contributions 

of all the ( vss) and ( sss) QCD processes which contribute to the A and 

A production cross sections. Thus, a meaningful estimate of this param-

eter's magnitude is actually rather difficult to make. We will begin by 

assuming that it is of order 1, but clearly this estimate could easily be 

wrong by a factor of 10. Also, it should be noted that D 1 could have a 

fairly strong Q2 dependence, because the magnitude of the gluon struc-

ture functions xG( x) for x near zero increases significantly with increasing 

Q2
• The latter effect is shown in Figure 2; recall that the parameter s is 

related to Q2 by 

In our model, D2 measures the x - dependence of the sea quark 

and gluon structure functions. A value which is often used 1381 for the sea 

quarks, for relatively low Q2 and x:::::::: 0.1, is xS(x) ex: (1-x)7• For our rel

atively low Q2 , the gluon structure functions appear to be quite similar to 

those of the sea quarks !1111 Thus, we expect D2 to be about 7. It is interest-

ing that the prediction D2 = 7 agrees with the fragmentation spectrum of 

A 's . However, the agreement might be coincidental; the dominant frag-

mentation region production mechanisms could be quite different from 

those in the central region (for instance, recent charm hadroproduction 

models 1391 assume the dominance of so - called "flavor excitation" dia-

grams for fragmentation region production of charmed baryons). In any 
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case, these estimates for the parameters M 2 , D1 , and D 2 give us starting 

values for our fits. 

We can also use the estimates to do a crude calculation: they 

yield the predictions 

RAA(xf = 0) = 1.5 (400 GeVsample,s ~ 600 GeV2) 

RAJ...(Xf = 0) = 1.4 (800 GeVsample,s ~ 1100 GeV2) 

These values are roughly in agreement with our measurements, which 

find the ratio to be about 1 - 2 for both samples. Also, the predictions 

agree with the experimental finding that the change in RAJ... over the 

range of s in our data is small. In order to investigate the physics of 

equation (5.9), we have tried fitting our data along with other published 

measurements of RAJ..., which cover a range ins from 20 GeV2 to about 

1370 Ge V2 • (The latter measurement 181 was made at the ISR and, 

because of limited statistics, the group combined data samples taken at 

different beam energies.) 

First, in order to extrapolate our data to x J = 0, we must per

form the fits for "fixed s, varying x J ". One difficulty in performing these 

fits is that C2 and M 2 are strongly correlated; a decrease in C2 can be 

compensated for by an increase in M 2 • Consequently, we have investi

gated fits with M 2 fixed and C2 permitted to vary. Table 5.2 shows the 

fit results. The extrapolated value of RAJ...(Xf = 0), implied by each of 

the fits, is also listed in Table 5.2. 



130 

Table 5.2 

Fits of RAJ.. (low x I) = 1 + (~§2 

Data sample M2 C1 C2 x2 /DOF Extrapolated 

(GeV2 /c4 ) R(x1=0) 

400 Gev/c 2 3.60 ± 0.42 3.54 ± 0.90 10.1/10 2.09 ± .08 

(s=560) 

4 2.52 ± 0.36 4.73 ± 0.94 11.1/10 2.11 ± .09 

6 1.93 ± 0.32 5.39±1.00 11.4/10 2.12 ± .10 

800 Gev/c 2 4.34 ± 0.3~ -.85± 0.88 12.2/10 1.86 ± .04 

(s=1130) 

4 3.55 ± 0.34 0.32 ± 0.76 15.3/10 1.88 ± .05 

6 3.07 ± 0.36 0.99 ± 0.94 14.4/10 1.89 ± .05 
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For the 400 GeV sample, we find very good values for the 

x2 
/ DOF of the fit, independent of the assumed value of M 2 • The val

ues of C1, which we predicted should be of order 1, are also reasonable. 

However, the values of C2 are much smaller than would be expected, with 

C2 ~ 5 for the 400 Ge V sample and C2 ~ 0 for the 800 Ge V data. This 

is a serious difficulty for the model; we will return to this point after 

discussing the "fixed x I , varying s" analysis. 

Table 5.2 gives extrapolated values for the ratio RAJ... (x I =0), 

which we used for the analysis of the ratio's s - dependence. As the table 

shows, the extrapolated ratio is not sensitive to the choice of M 2 • We 

have chosen to use the M 2 =4 values. The statistical errors on RAJ... (0) 

are quite small, but we must also take into account the systematic error 

involved in the extrapolation to x I = 0. To estimate this error, we have 

tried fitting various other functions, such as C1 + C2x I and C1 + C2.JXf, 

to the same data; based on these fits, we assume a 303 systematic - plus 

- statistical error in our measurements of RAJ...(Xf = 0). 

The published measurements 17
-

91 of RAJ... (xi = 0) are shown in 

Figure 36 and tabulated in Table 5.3. The ratio varies from nearly 1000 

at very low s to 1 - 2 in our energy range. Thus, its overall behavior is 

qualitatively as one would expect, and our own data points are in excellent 

agreement with the general trend of the measurements. In addition to the 

E400 data point at about 600 GeV2 , the other data point at that energy 

is a measurement by a Fermilab bubble chamber experiment !91 Their 

measurement shows a large discrepancy, both from our result and from 
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Table 5.3 

Measurements of R AA vs s 

s(Gev2) Ratio Error Sample 

24.3 710 ±310 

48.7 71.4 ±7.8 

133 9.1 ±3.4 

564 0.50 ±0.28 

1370 1.59 ±0.30 

560 2.11 ±0.63 E400 data 

1130 1.88 ±0.56 E400 data 
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the general trend of all the data. Consequently, we have experimented 

with the effect of dropping this point from the fits. Table 5.4 shows the 

results of fits to Equation (5.9), with various values of M 2 assumed, and 

D2 permitted to vary. Fits listed as having 6 data points are those for 

which the Reference 9 point was dropped. The fits listed as "high energy" 

and "low energy" will be discussed shortly. 

With M 2 fixed at 4 GeV2 and D2 permitted to vary, an excel

lent fit (listed in Table 5.4 and plotted in Figure 37) is obtained if the 

Reference 9 point is dropped. However, the value of D2 from this fit, 

13.3 ± 0.9, is considerably larger than the value of about 7 which would 

be expected in our simple model. To investigate this issue, we fixed D2 at 

7 and allowed M 2 to vary. As expected, M 2 is then found to increase; 

the 6 - point fit under these conditions yields M 2 = 9.2 ± 0.6 GeV 2• This 

is not an unreasonable value, but - as Table 5.4 shows - the x2 / DOF 's 

for both the 6-point and 7-point fits with D2 = 7 are somewhat worse 

than for those fits which allowed D2 to vary. 

In view of the fact that the expected value of D2 is not really 

that definite, and that the fit with D2 forced to 7 is still a reasonably 

good one, the results of this fit do not really indicate a problem with 

the model. In any case, the assumption that the x I dependence of the 

gluon and sea quark structure functions will be preserved during the 

hadronization of the ss pair in our model is probably too naive. Quarks 

used in the hadronization process must be produced in pairs, and will 

probably not all appear in the A and A . Consequently, we must "lose" 
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Table 5.4 

Fit Type M 2(Gev2 /c4) Di D2 x2 /DOF 

6 point 2,fixed 1.50 ± 0.46 20.5 ± 1.5 0.30/4 

7 point 2,fixed 0.8 ± 0.16 25.0 ± 1.4 21.4/5 

6 point 4,fixed 1.44 ± 0.41 13.3 ± 0.9 0.80/4 

7 point 4,fixed 0.52 ± 0.16 15.9 ± 0.8 24.3/5 

6 point 6,fixed 1.48 ± 0.38 10.0 ± 0.6 1.68/4 

7 point 6,fixed 0.57 ± 0.16 11.8 ± 0.6 27.5/5 

high energy 4,fixed 1.49±1.75 10.9!~:~ 0.23/1 

low energy 4,fixed 2.06 ± 1.11 12.3±1.6 1.1/1 

6 point 9.2 ± 0.6 1.72 ± 0.33 7.00,fixed 4.36/4 
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some momentum during hadronization, so that the (1 - x)7 distribution 

should be softened to a distribution with D 2 > 7. 

Unfortunately, this picture still leaves us without an explanation 

for the extremely low values of C2 - which, according to our model, 

should be equal to D2 - obtained from the "fixed s, varying x 1 " fits. 

There appear to be two possible interpretations : 

(1) The simple "Drell - Yan" model we have considered does not 

describe the data. 

(2) The low - x sea parton functions are very different from what 

we have assumed thus far. In particular, they must be quite flat in the 

regime .of Q2 where our own data lies. 

It is certainly possible that the theoretical model is oversimplified. 

However, before giving up on the model entirely, we should note that we 

have achieved some success with it. The s - dependence of A versus 

A production appears to be well - predicted. It is interesting to compare 

this result to that for pion production by protons. In the central region, 

the behavior of the cross sections for 11'"+ and 11'"- production at x f = 

0 have been studied rather thoroughly (see, for example, the review of 

Mueller analysis by Horn and Zacharia.sen ~·
01 

) For 7r's, it is found that 

the approach to " pure central region " behavior (equality of particle-to

antiparticle production regardless of the beam's quark content) depends 

on s as s-1/ 4 • Hom and Zacharia.sen derive this result from Regge 

theory. Our model also predicts s-1/ 4 behavior for 11"
1 s. In the case 

of pions, we would have M 2 ~ M(p)2 = (0.770GeV)2 • Consequently, 
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M
2 
/s is much smaller, and the (1 - ,;T)D2 factor in equation (5.9) is 

less important. Then the term describing the difference between particle 

and antiparticle is simply proportional to r 114 , so that this difference 

does decrease as s-1
/ 4 • For A production, the (1 - ,;T)D2 factor is 

much larger, disallowing fits with pure s-1/ 4 behavior in the range of 

s considered. An attempt at such a fit, with M 2 permitted to vary, is 

shown in Figure 38; pure s-1/ 4 behavior is clearly ruled out. 

If the model discussed here is valid, we must argue consistently 

that the low - x sea parton distributions in our data are not as steep as 

we had supposed, but that for the "fixed x I , varying s" analysis it is 

still appropriate to use very steep parton distributions. To demonstrate 

that this idea is not completely inconsistent, we have considered separate 

fits of Equation (5.9) for the three low energy data points from previous 

experiments, and for the three high energy data points - our two points 

and the ISR measurement. These two fits are the entries listed in Table 

5.4 as "low energy" and "high energy" points. The low energy fit also 

yields a steep x - distribution, similar to the 6 - point fits, with D2 = 

12.3 ± 1.6. The high energy fit is consistent with a much smaller value 

of D2, D2 = I0.92t~. Thus, the evidence from the fits versus s that the 

sea parton distributions are steep comes only from the low energy data 

- the high energy points give essentially no information about D2. It 

follows that the hypothesis of much flatter x - distributions at high s is 

at least logically consistent. It is also interesting to note that the value 

of C2 found from our 400 GeV sample is much larger than that for the 
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800 Ge V data, so that our data alone shows evidence for a flattening of 

the sea parton distributions as the beam energy increases. 

The problem with this idea is that the implied scaling violations 

are rather implausible. Previous phenomenological studies 11
~1 of the Q2 

evolution of structure functions find that all sea parton distributions be

come steeper with increasing Q2• The Q2 of the interaction is not very 

well - defined in our model, but it is very hard to argue that increasing s 

corresponds to decreasing Q2 • 
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5.3 Conclusions 

In conclusion, it seems that further work is needed to model the 

low - x f hadroproduction of A 's and A 's . Our data is quite consis

tent with previous measurements, and the overall picture is physically 

intuitive : the particle - to - antiparticle ratio at x 1 = 0 asymptotically 

approaches 1 ass increases, but for finites is greater than 1; and, at fixed 

s, the ratio increases from x I = 0 to x I = 0.2, as the ( vss) contributions 

gradually become more important than the (sss) processes. A theoretical 

model which can provide a consistent, quantitative explanation of this 

physics would be useful. 

Previous theoretical work on hadroproduction has focused on the 

fragmentation regime, at least partly because most measurements of kaon 

and hyperon production were at relatively high x I . But, as accelerator 

energies increase, central region measurements are likely to become more 

common; for example, E400 also measures production of the charmed 

baryon :E~ at low x I . Low Pt hadroproduction is unquestionably a dif

ficult area in which to do theoretical work. However, one would hope 

it is possible to achieve a basic understanding of the low x I regime -

on a par with our understanding of the fragmentation region. For high 

x I hadroproduction, quantitative predictions of the exact powers of the 

x I distributions may not work too well; yet, the fundamental ideas of 

leading particles and counting rules do explain the qualitative differences 

in production of baryons containing different numbers of valence quarks. 

Our present theoretical understanding of strange particle hadroproduc-
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tion in the fragmentation region is a convincing verification of the parton 

model of hadrons; also, it provides a framework to systematize mea

surements so that they can be used by others, and serves as a guide as 

to what to expect for charm and beauty production. Further efforts to 

model hadroproduction of strange particles in the central region are likely 

to prove just as useful. 
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