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ABSTRACT OF THE THESIS

Beam Jet Structures in Soft and Hard

Proton-Proton Collisions at jS = 27.4 GeV

by SEUNG-CHAN AHN

Dissertation Director: Professor Terence L. Watts

In this thesis we study the beam jet structures in soft and hard

proton-proton collisions at jS 27.4 GeV using charged particles.

Data were taken using Fermilab Multiparticle Spectrometer triggered by

*a highly segmented calorimeter with ~¢ = 2~ and 45°~ 8 ~ 125°. The

study of soft and hard collisions is done by scanning transverse

energy(E t ) in the calorimeter from 1 to 20 GeV whose corresponding

xT (= Et/jS) ranges from 0.05 to 0.7. We find: for high Et (> 8 GeV)

events, excessively soft beam fragmentation compared to the prediction

of ISAJET model: E
t

scaling of beam fragmentation for negative

particles and its violation for positive ones: at high Et , E
t

scaling

of beam fragmentation for both charges, and the approximately constant

ratio(= 1.73±0.l5) of the beam fragmentation function of positive

*particle to that of negative ones at large x' (= 2Pz/()S-Et»: dis-

appearance of the leading proton effect in the beam jet core. By

comparison to v(v)p data, we demonstrate a transition from diquark to

single quark nature of the beam remnant, which amounts to the break-

down of 4-jet structure in high E
t

pp-collision; this breakdown is

qualitatively consistent with multiple pairs of 2 ~ 2 subprocesses.

Also studied are correlations of 90° jet and the beam jet using the

"planarity" as a measure of 90° jet. We divide events into high and

- ii -



low planarity events at planarity P - 0.7 to designate jet and non-jet

events. For high planarity events, we find the harder beam

fragmentation and larger net charged energy flow. Positive particles

are harder in high planarity events than in low planarity ones, and

probably they are leading particles.
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CHAPTER I - INTRODUCTION

In this chapter we describe basic aspects of the physics of

hadronic jets and the motivation of the present analysis. Some

overlap, between the physics motivation and discussions of the present

experimental results in chapter 5, is unavoidable but efforts were

made to minimize it. In Sec.l.l, we survey the physics of hadronic

jets in various experimental environment and point out a current

problem: the non-dominance of jets in high E
t

events at jS = 27.4 GeV

In Sec.I.2, the problem pointed out in Sec.l.l are more closely

examined to create the motivation of the present thesis. The contents

of the thesis are listed in Sec.I.3.

1.1 General Survey

Since the introduction of Quark Model[ref. ~ 1] about two decades

ago, initially for the algebraic explanation of the proliferation and

regularity of then elementary particles, the understanding of strong

interactions underwent a number of phases.

The concept of Bjorken scaling[ref.l.2] and its experimental

verification in the lepton-hadron Deep Inelastic Scattering(DIS) at

SLAC[ref.l.3), which led to the parton picture of hadrons[ref.1.4] ,

could be called the pre-Quantum Chromo Dynamics(QCD)phase. The

details of the dynamics were essentially unknown, but the existence of

point-like hard constituents of nucleon, called partons, was firmly
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established. Par tons were identified as quarks and gluons which

somehow could be treated as free particles inside the hadrons so that

DIS could be viewed as a modern version of Rutherford experiment where

interactions among the constituent partons in the same nucleon are

negligible. But the experimental evidence of free quarks, as

externally observable fractional charged particles, is still lacking.

Quarks are, it is widely believed, permanently confined in hadrons.

QeD was born more than a decade ago with the discovery of Asymp-

totic Freedom of QeD[ref.l.5], which embodies a property that the

strong coupling constant Q (Q2) decreases as Q2 increases. QeD
s

explains the smallness of the coupling constant at short distance

(large momentum transfer, Q2), thereby QeD justifies the parton

picture of hadrons and allows the perturbative calculations of many

physical phenomena. QeD also seems to give a hope, in the lattice

gauge theories, of explaining the non-observation of the free quarks

from first principle.

QeD introduces a new non-abelian degree of freedom, color, and by

requiring the local gauge invariance of the Lagrangean as in the case

of Quantum Electro Dynamics(QED) , QeD is thus a gauge theory of

elementary particles. The introduction of color in QeD explains many

things, for instance, QeD can predict the ratio of total cross

+ -
aCe e ~ hadrons) in the e+e- annihilation and the decay

+ - +-
aCe e ~ ~ ~ )

rate of nO into two photons, to name but a few.
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Unfortunately, however, QCD as of now is only half successful

because of its inability to solve the problem of quark confinement and

because of the inability to predict non-perturbative phenomena.

Quarks and gluons are never observed, only hadrons are observed in

real experiments. Quarks and gluons, even if they are created in a

hard scattering where QCD can be used as a working tool, inevitably

pass through the nonperturbative process as they distance away from

each other to yield a multitude of hadrons. This nonperturbative

process is usually called fragmentation or hadronization. It is the

least known area of QCD but in high energy experiments the vestiges of

quarks and gluons can be seen in the jets(see below) of hadrons. For

detailed discussions of jets and an exhaustive set of references, see

Hofmann[ref.l.6] and Kramer[ref.l.7].

The jet is a loosely defined concept although one can imagine

the jet rather intuitively: a cluster of hadrons moving more or less

in the same direction, which presumably is the direction of the quark

+ -In early days of the e e annihilation experiments at SLAC,

one had to resort to quantities such as sphericity, spherocity or

thrust to define jets in a quantitative manner. But as higher

energies became available with the new accelerators, jets can be

defined literally pictorially. Even the existence of gluons can be

inspected by looking at the 3-jet events in the e+e- annihilations at

In the e+e- annihilations at such energies, jets are so

distinctive and common that only precision measurements seem

interesting. For instance, the ratio of 3-jet events to 2-jet events

can be used as a method to determine the strong coupling constant
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+ This very mature experimental situation in the e e
...

annihilation has its origin in the simplicity of its initial quantum

states and the processes: + - *e e ~ ~ ~ qq plus its radiative

corrections. + However definitive the existence of jets in the e e

annihilation is, not every fine detail of the jet is known yet; the

fragmentation is not thoroughly understood. However, a large body of

empirical data on the fragmentation functions, the probability that a

parton of momentum P evolve into a hadron of momentum P' as a function

of z = P'/P, are accumulated from experiments.

In hadronic collisions such as pp-collisions, however, physics is

very messy due to the complication of the initial partonic states as

schematically illustrated in fig.l-l, which shows four components of

hadronic collisions envisioned by a 4-jet picture; scattered par tons

evolve into trigger and away jet, and unscattered partons into beam

and target jet, all fragmenting independently. Even if the fragment-

ation is well known, the thorough understanding of jets in a hadronic

collision would be a nontrivial task, and in fact the very existence

of jets is questionable for the majority of hadronic events up to

CERN-ISR energy. Only the production of single high PT particles,

from a single 2 ~ 2(2 par tons into 2 partons) subprocess, is well

understood. The scattered partonic states of fig.l-l resemble the qq

states' of the e+e- annihilation even though whether the e+e- jet is

the same as a hadronic jet is another question. After all, the very

definition of a jet is not exact in the sense it is a property defined

on an event but not on single particles. Given the structure

functions of nucleons obtained from lepton-hadron scattering and the
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+ -fragmentation functions obtained from the e e jets, one may hope to

+ -understand hadronic jets as much as the e e jets. But this hope is

not fulfilled yet, and in this sense the hadronic jet is still a

developing field both experimentally and theoretically.

Nevertheless, steady improvements and phenomenological successes

of the understanding of the hadronic jets were made during the past 10

years or so. Among the large number of experiments, one could cite

experiments on single high PT particle production, experiments on jets

triggered by small aperture calorimeters and e~~eriments on jets using

large aperture calorimeters at various energies. A brief history of

these experiments can be found in the introductions of Lopez[ref.l.8]

and Holmes[ref.l.9].

Experiments on single high PT particles were first carried out at

CERN-ISR. It was found that the invariant cross section of inclusive

single particles production at 90 0 is anomalously large, as PT

increases, compared to the naive low PT soft collision extrapolation

as illustrated in fig.1-2. Such an evolution from the low PT (PT < 1

GeVjc) expression of exp(-6P
T

), to high PT power 11w

distribution[ref.l.10] , evidences the presence of hard constituents in

nucleons. Being inspired by the Bjorken scaling observed in lepton-

hadron DIS, this observation in hadronic collisions, however, was not

unexpected. It should be noted, however, that the hard scattering

alone does not guarantee the appearance of high PT particles, i.e.,

the fragmentation also should not smear the leading high PT particle

effects.
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The power law behavior of single particle production prompted

interest in the hadronic jets. A natural extension of single high PT

particle production was the study of high PT clusters of particles,

and it is here where the hadronic jet can be systematically studied.

Since the conic angular size of a jet is known to be small from e+e

data and since the trigger on energy in such a small cone is one of

unambiguous ways to select "jetty" events, a few experiments using

small aperture calorimeters were performed at Fermilab. The selection

of events by Et in such a small aperture calorimeter was called the

"jet trigger". Experiments E260[ref.l-ll] and E395[ref.1-12] at

Fermilab employed the jet triggers and their results were as exciting

as that of the single high PT particle productions. The invariant jet

cross section was obtained and, as illustrated in fig.1-3, the data

was found to agree with the QeD prediction modeled by Field, Feynman

and Fox[ref.1-13].

It was soon argued that jet events triggered by the small

aperture calorimeter are plagued by the so-called "trigger bias",

meaning such a trigger is biased in favor of events with smaller

angular sized jets[ref.l.14]. An extreme of such smaller jet is

nothing more than a single high PT particle. To overcome such a bias

inherited from the very definition of the trigger and from the small

ness of the calorimeter aperture, full azimuthal coverage with large

aperture calorimeter was the natural choice. With such calorimeters

one can select jets with a minimal trigger bias and also one could

push the transverse energy E
t

, the sum of transverse component of

-
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momentum for all secondary particles in the calorimeter, up to the

kinematic limit to study the maximally hard scattered events.

Indeed such a minimally biased trigger(called GLOBAL trigger

in this experiment) is necessary in that, since "large" is only

relatively defined, with the small aperture trigger one can only

confirm the existence and characteristics of the hadronic jets. The

yield rate of the jet is yet to be compared to that of "minimally

biased trigger" events, in the same way as the production rate of high

PT single particle was to be compared to the extrapolation of low PT

single particle production rate in soft scattering.

Experiments utilizing such calorimeters were E236[ref.1-15] at

Fermilab, NA5 at CERN[ref.l.16], and Fermilab experiments E557

[ref.l.17] and E609[ref.l.18] in chronological order. NA5 was the

first to have some results at 300 GeV lab energy, subsequent results

from ESS7 and E609 at 400 GeV lab energy confirmed the earlier NA5

results that, up to the experimentally attainable high E
t

in the large

calorimeter, jet is not dominant, i.e., azimuth distribution of

particles near 90 0 is not peaked into two jets but is more isotropic.

When one assumes that the primary source of large E
t

is the hard

scattered par tons , such a nondominance of jet at high E
t

is

unexpected. This phenomenon is known as "NA5 puzzle". It was a

disappointing or amusing news depending upon one's own view of the

hadronic physics. But it was clear that high Et , presumably a measure

of "hardness" of scattering, alone does not promise the "jettiness" at

such energies.
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Perhaps the NA5 puzzle stems from the low energies of NA5, E557

and E609. AFS(Axial Field Spectrometer) collaboration at CERN-ISR

[ref.1-19], in pp-collisions over a range of j5 45 - 63 GeV using a

large solid angle calorimeter comparable to E557, had found supporting

results: clear emergence of jet dominance was observed with E
t

above

30 GeV, which is well beyond the kinematic limits of NA5, E557 and

E609.

1.2 Motivation of the Thesis

We make a brief summary of the history of jets excerpted from the

last section. Jets were predicted by the parton model and confirmed

in e+e- annihilations. Naturally, jet was expected in hadronic

processes but GLOBAL triggered events do not indicate the jet domin

ance at j5 = 27.4 GeV. However, at higher energies, when Et > 30 GeV

the jet dominance appears in hadronic collisions: in j5 = 540 GeV pp

collision[ref.1-20] and j5 = 63 GeV pp-collision[ref.1-19]. We're

left with NA5-puzzle, the non-dominance of jet at j5 = 27.4 GeV, and

we intend to understand it. For that purpose, we examine the

differences between the present experiment and other experiments where

the jets appeared, and we find x
T

(= Et /j5) of this experiment is

markedly larger than that of other hadronic collisions at higher

energieS; we take it as a clue. Hinted by such a clue, we proceed for

underlying physics and we suspect the multiple pairs of parton

scattering in a single hadronic collision. Then we look for places

where the effect can be directly seen, and find one in the beam jet.

...

...

...

...
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Furthermore, the beam jet is not extens- ively studied yet, so it

deserves attention in its own right.

The most obvious difference that distinguishes the present

+ -
experiment from e e annihilation for instance is the presence of

unscattered partons, which are collectively called the spectators(or

beam remnants), as shown in fig.l-l. A less obvious difference is the

possible soft interactions in a pp-collision before and after the hard

scattering, which would diffuse the hard scattering effect, the jet

effect. As an example, we note the "initial state gluon radiation"

[ref.1-21], which degrades the energy of hard incoming par tons and

increases the isotropic distribution of more partons. We could also

consider hard gluon bremstrahlung, which develops its own mini jets,

as proposed by Fox[ref.1-22; years ago. Such a hard gluon is essent-

ially a result of the splitting of one hard parton into two after a

large Q2 scattering. From the non-dominance of 3-jet events even at

jS = 540 GeV, however, we might expect that the gluon bremstrahlung is

probably not dominant at jS = 27.4 GeV. Yet anocher difference is due

to the presence of a multitude of partons, i.e., the possibility of

multiple 2 ~ 2 subprocesses in a single pp-collision.

The difference between the present experiment and other pp(pp)-

collisions where jets appeared at higher energies lies more in xT than

in E
t

to characterize events. It is important to note that, for this

experiment, the initial par tons must be at large x F . Thus it is xI'

where the difference between hadronic collisions at different energies

is coming from. Within a 4-jet picture of the hadronic collision, the
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high Et is achieved through the scattering of two large x
F

par tons at

large angle. Not only is the probability of large x
F

parton small,

but that of a large scattering angle is also small; the parton-parton

cross section is given by da/dt - ~Q2(Q2).f(8)/s2 [ref.1-23], and f(8)
s

is a rapidly decreasing function of 8 as shown in fig.1-4. Thus, the

cross section is small when weighted by two structure functions at

large x F ' and even smaller when Q2 evolution of structure function is

taken into account. Thus, for high E
t

events, we suspect a possiblity

of multiple pairs of 2 ~ 2 subprocesses, whose engaging partons are at

smaller x
F

than is required for par tons in a 4-jet picture.

Therefore, it is conceivable that at jS = 27.4 GeV, high Et(and

high x
T

) events might be products of the multiple 2 ~ 2 subprocesses,

which result in widely separated mini jets so the 90° region looks

isotropic despite the high E
t

. The effects of multiple 2 ~ 2 sub-

processes are, however, better seen in the beam jet structure since an

immediate consequence of such a process is the reduction of the number

of partons in the beam remnant. For an effect outside the beam jet,

we note a recent report of SFM group at CERN ISR[ref-l.24] on

unexpectedly large yield rate of high PT proton production at 45°.

The SFM data was explained within the scope of a diquark model[ref.l-

25], and it was done based on the assumption of hard subprocesses

involving diquarks. We discard this process as an explanation of NAS

effect since it seems unlikely to give isotropic azimuthal distribu-

tions of particles. However, this example suggests that the effect of

multiple parton scattering outside the beam jet might be less direct.
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The multiple 2 ~ 2 subprocesses in hadronic collisions was

considered from time to time[ref.1-26] but was never seriously studied

in experiment. In this regard, hadron-hadron collision offers unique

opportunities for the study of multiple 2 ~ 2 subprocesses, which

cannot be done in electro- and neutrino-production of hadronic jets.

If the multiple 2 ~ 2 subprocesses exist in hadronic processes, the

underlying physics, i.e., the causes, would be an interesting

question.

Even if the multiple parton scattering does not exist, we still

have reasons to study the beam jet structures. For one thing, if a

single 2 ~ 2 subprocess is indeed dominant in hadronic collisions at

high Et , since the charge of beam remnant is always positive, a study

of charged particles in the beam jet is also interesting; the charge

of spectator is ~(ud-quark), 1(uu) or l(uud, for gluon scattering).

Such beam remnants cannot fragment into negative charged particles

with a large fraction of beam jet energy, since by attaching anyone

quark they cannot be turned into a negative charged particle. The

negative charged particles are the second rank hadrons in the Field

Feynman terminology[ref.l.13] which cannot be a leading particle of

the beam jet. Hence, the charge dependence of some physical

quantities, if any unexpected results emerge, might prOVide extra

information for studies of the beam jet structure.

Therefore, detailed studies of the beam jet structure deserves

its due attention The beam jet structure wasn't studied thoroughly

yet so it is interesting physics per se. Since the current trend of
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high energy accelerators is the collider, where the study of beam

remnants is technically not so easy, it would be beneficial to

accumulate more knowledge of the beam jet structure in the fixed

target experiments.

1.3 Dissertation Contents

In this dissertation we study the beam jet structures of both

soft and hard pp-collisions at jS = 27.4 GeV from Fermilab experiment

E557 through the charged multiplicity and the energy flow of charged

particles in the forward geometry for both positive and negative

charged particles.

Chapter II describes the apparatus, triggers, database and

forward geometry used in this analysis. In chapter III, experimental

errors and benchmark results are discussed. Chapter IV is comprised

of the results and immediate discussions of the experimental results

along with the theoretical predictions. In chapter V, we overview our

results with critical discussions of other experiments and of models.

Conclusions are listed at the end of chapter V.
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Fig.l-l:

A schematic diagram of a hadron-hadron collision, within a
4-Jet picture, representing independent fragmentation o~

TRIGGER, AWAY, BEAM and TARGET jets.

1.5



16

CCR
0

pp-7T.X

10-30
c • 23 GeV

~
o 31 -11-

45 -11- -It

+J~ • 53 -lI-

N

> +t~
a 62 -11-

Q)

C) +fo.......
N

1032 tr~"-\E
u

~~~~bl 0- l'tl~~~~-01"1-0

W

~Y It!1I f"
10-34

I i~;j
0 2 4 6 8

P
r

(GeV/c)

Fig.1-2:

Invariant cross section of ~o production at 90°. Straight
line is the extrapolation of low Pt data. Source:ref.l-10



10 5

d3
<1' 10 3E-

dp3

nb
10 1

(GeV/c)2

10-1

o
00

A 0 -_. aeo ENERGYo
o - aeo Pl.
60-

20 -¢-

1 ~

17

10-5 '---..........--'-_'---.-.---'-_......--'----'-_A---l---'-_L..-.........--.-J

o 234 567

Pl. GeV/c

Fig.1-3:

Invariant cross section(empty squares) for pp ~ jet + X
compared with QeD predictions. Also shown(full triangle)
are the single particle data, (~++~-)/2. Data was obtained
by E260 at Fermilab[ref.l-ll]



18

150·

qq'

120·

/~ /..~
qg

90·30·0·

o

4

Fig.1-4:

Angular dependence of parton-parton cross sections in first
order QeD. Source: ref.1-6



19

CHAPTER II - EXPERIMENT E557

Experiment E557 was proposed in 1977 and took data in the Spring

of 1981. Collaborating institutions are Fermilab, University of

Illinois at Chicago, Indiana University, University of Maryland and

Rutgers University. The descriptions of E557 apparatus, triggers and

calibration were given in detail in two Ph.D. dissertations of Lopez

[ref.1-8] and of Holmes[ref.1-9]. To be self-contained but not to be

too repetitive only salient features are listed.

2.1 Apparatus

The MultiParticle Specrrometer(MPS) used in E557 is located along

the M6W beam l~ne at Fermilab. It was a significantly upgraded

version of the original MPS[ref.2-l]. As is schematically illustrated

in fig.2-l, the major components of the MPS are the beam and the

targets, the calorimeter and the tracking system. Two segmented

threshold Cerenkov counters are also included, but since this analysis

doesn't use their particle identification capability, no further

comments will ')e made on the Cerenkov counters. Data acquisition and

calibration were controlled by a PDP 11/45.

The beam E557 used was 0.5 to 1 x 10 6 400 GeV protons/spill;

lower energy beams at 10, 20, 40 and 100 GeV of electrons and ~ were

used only for voltage setting and calibration of the calorimeter. The

target system consists of the 45 cm liquid hydrogen column followed



20

downstream by various combinations(2 at a time) of thin nuclear

targets: aluminum, copper and lead. Since the nuclear targets are not

included in this analysis they will not be mentioned any more. The

fiducial range of the hydrogen target used in this analysis is 38 em.

The calorimeter was used by E557 as a detector that measures Et ,

as a part of the triggering system and as a device to map the energy

deposit in the transverse plane to study event structure, in parti

cular, to calculate the "planarity"(see chapter 4). The design and

the performance of the calorimeter is well described in Rapp et

a 1. , [re f. 2 - 2] .

The face view of the calorimeter is shown in fig.2-2; it covers a

large solid angle in the c.m. frame and full azimuth. The calorimeter

is highly granular; it consists of 126 electromagnetic(EM) modules

followed immediately downstream by same sized array of 126 front

hadron(FH) and 28 back hadron(BH) modules of various physical sizes

-

(see fig.2-l). In simulating the calorimeter responses of events,

using the formulae of Della-Negra[ref.2-3] , it was found that the

typical transverse size of a hadronic shower is approximately the same

as the typical module size and the electromagnetic shower is substant

ially smaller. BH modules are signicantly larger than EM and FH

modules because BH modules are designed to capture the spread-out

shower remnants from the front modules. The EM modules are 14 layers

of sandwiches of 1/2" thick scintillators and 1/4" lead sheets, and FH

modules are 40 layers of 1/2" scintillators and 1/2" iron sandwiches.

The depths of EM, FH and BH modules are tabulated in Table.2-1. The

-

-
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resolution curves of EM and FH modules are 6E - ajE as depicted in

fig.2-3; the constant a is 0.2 for EM modules and 0.72 for FH modules.

EM modules, in front of FH modules, collect energy from electrons and

photons but largely they are transparent to hadrons, and are therefore

used to signal electrons and photons.

The tracking system consists of a superconducting magnet, 30

planes of proportional wire chambers, among them with 22 planes down

stream of the target, totaling 10144 wires and 24 magnetostrictive

spark chambers.

The magnetic field is 4K Gauss directed vertically upward or

downward, and bends charged particles in the horizontal plane giving

them 0.2 GeVjc PT-kick. The acceptance of the magnet is slightly

larger than that of the calorimeter(including the center hole) and

fully covers the calorimeter.

The chambers help find the tracks before and after the magnet.

Tracks before the magnet are used to find the vertices of events. By

matching tracks before and after the magnet, the particle trajectories

are found, with each trajectory having a horizontal deflection angle

e
def

. The momentum of a charged particle is calculated using the

formula Pz = PT-kick/ 8 def (see Chapter 3).
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2.2 Triggers

E557 made use of a variety of hardware triggers. The triggers

for physics analysis can be broadly classified into three: low PT

inelastic collisions(named, by E557, INTERACTINGBEAM trigger) and two

high Et triggers, one in limited 6¢(SINGLE PARTICLE trigger) and the

other in full azimuthal coverage(GLOBAL trigger). Other triggers were

also employed for various purposes but not used in this analysis. The

triggers used in this thesis are INTERACTING BEAM and GLOBAL triggers.

For the analysis of SINGLE PARTICLE triggers, see Lopez[1.8].

Though not mentioned in the previous section, E557 was equipped

with plastic scintillators and 24 bit LeCroy CAMAC scalers. Their

roles were to count beam particles, to tag events, to trigger and to

do bookkeeping for easier data handlings including the computation of

cross sections. In the following, scintillators signals(written in

upper case) are often used as logical values to designate intermediate

status toward the trigger.

Tagging of an interaction was done using scintillation counters

SA, SB, SC, "dE/dx" and "lxl". SA, SB and SC were located far

upstream of the target(see Fig.2-1). SA and SB are 1-5/8" by 1-3/16"

by 1/16'" thick and SC is 6" by 6" by 1/4" with a 1-5/8" diameter hole

at the beam axis. So the logic to tag a beam particle is that

SA·SB·SC(=BEAM) be TRUE. The transverse positions of beam particles

are calculated from the 8 PWC's(BA and BB stations, upstream of the

target). An inelatsic collision were detected by "dE/dx" and "lxl";

-
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"dE/dx"(8" by 6" by 1/16" thick) counts the number of minimum ionizing

charged particles passing through it and "lxl" (1" by 1" by 1/4") was

on or off if a particle passes through it or not. "dE/dx" and "lxl"

were equipped with corresponding scalers DEDX and lxl. "dE/dx" is

located just downstream of nuclear targets, with its solid angle large

enough to capture any inelastic collision; an inelastic event needs

DEDX ~ 2. For an inelastic collision, the beam particle would

disappear so an event is also signaled by lxl as off. To take into

account the effect of the magnet on a non-interacting beam particle,

"lxl" is shifted by 0.2" depending on the polarity of the magnet.

Thus an interacting beam logic condition BEAM·(DED~2 + lXl), denoted

as INTERACTINGBEAM, is TRUE for an event.

When the apparatus is busy taking an event or is not ready due to

the dead time of spark chambers, then PRETRIGLATCH is on, which

prevents further inflow of PWC signals and EFFECTIVE BEAM scaling.

The pre trigger logic PRETRIGGER (=INTERACTINGBEAM • PRETRIGLATCH)

must, therefore, be TRUE as a prerequisite for an event. PRETRIGGER

sets PRETRIGLATCH on and PRETRIGLATCH stops further inflow of PWC

signals and EFFECTIVE BEAM( = BEAM· PRETRIGLATCH) increments.

EFFECTIVE BEAM counts effective number of beam particles that can be

recorded if an interaction occurs.

To avoid a possibility of mixing detector signals from different

events, an event should be free of adjacent beam particles within ±130

ns(called EARBH and LATBH). Also, an event should be free of nearby
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triggers(within ±200 ns, called EARINT and LATINT) because of the 200

ns calorimeter gate time.

If the above conditions are satisfied PRETRIGGER sets signal

STROBE on. Then the calorimeter is asked to send Et from each module

and also compute the analog sum of E
t

in each group of modules for

SINGLE PARTICLE trigger and in the entire calorimeter for GLOBAL

trigger. For a GLOBAL trigger the total E
t

is discriminated against a

preset Et threshold. Using many E
t

thresholds, low and high Et events

were both collected.

If this condition is satisfied TRIGLOG is set on and then finally

the spark chamber status is checked; if ready, TRIG is set on and the

PDP 11/45 collects data from all the components of the apparatus and

writes them, in the form of blocks called IDTYPEs[Sec.2.4], on 6250

bpi magnetic tapes.

When an event recording is finished or when anyone of the sub-

trigger conditions are not satisfied, all the latches that prevent

further inflow of corresponding signals are reset to start again with

the preceding(already satisfied) scalers incremented by 1.

As an instructive example of the usage of scalers, the total

cross section for pp-collisions for a run is given by Lopez[ref.2-4]:

TRIGLOG
EFFECTIVEBEAM

PRETRIGGER
STROBE

Nlli2
TRIG

• a
Norm



25

where NLH2 is the number of events whose vertices in the hydrogen

target and a
Norm

A-a
with A = atomic mass, a = cross sectional

area of the beam, p = density of liquid hydrogen, L ~ length of the

target and N = Avogadro's number.

591 mb.

For 40 em hydrogen target aN is
orm

The online program used for data acquisition and display on the

PDP 11/45 was "RT MULTI", a Fermilab developed program[ ref. 2.5] .

2.3 TEARS

TEARS is a software package used by the experiment; it was

developed and implemented over a long period of time dating back from

EllO/260. Due to the growing size of data as the processing goes on

and heavier overhead to run TEARS, a smaller program was written by

Martin[ref.2-6] , called MINT. TEARS normally reads in every

IDTYPEs(see below) written on a data tape but MINT reads in only what

a user requests to do so, thereby MINT runs considerably faster than

TEARS by reducing time consuming I/0.

TEARS can handle data at any stage of processing: raw data, the

first, the second and the third stage data. Raw data contains bits of

information from various devices in the form of blocks called IDTYPEs.

Processing develops more IDTYPE blocks; the first stage finds the

event vertex positions(if any) and energy in the calorimeter modules,

the second creates charged tracks, and the third extracts tracks

(including neutral ones) from the calorimeter energy map. The third
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stage can optionally use the results of second stage to extract

neutrals although this option was not used in this analysis. In

practice, ignoring charged tracks when analysing the calorimeter

energy map isn't harmful; most of the neutrals entering the

calorimeter are photons and KL's which are discernable by their ratio

of energy in electromagnetic modules to that in hadronic ones. And

furthermore, subtracting the energy of charged particles from the

calorimeter energy map usually results in extra error(one 6E from the

calorimeter and another 6E from the charged particles). Finally, the

procedure doesn't make any difference in this analysis since for this

analysis we used only charged particles, calorimeter E
t

and planarity.

An important part of TEARS is the track reconstruction routines

whose overly simplified description is given in this section(for more

details, see App.B). Numerous other routines are described elsewhere;

the computation of E
t

and calorimeter track finding are described in

Holmes[ref.2-7], for instances. In the following "TEARS" can mean any

collection of subroutines or just a particular subroutine.

The track reconstruction is done essentially in three steps.

First, TEARS seeks straight lines out of coordinates in XZ- and YZ

planes, with the Z-direction along the upstream beam line, before and

after the magnet separatelty. Second, TEARS matches one X-view track

(in XZ-plane) and one Y-view track under the control of slant chamber

information, again before and after the magnet separately. Third,

TEARS matches two X-view tracks before and after the magnet by joining

them at the midpoint of the magnet and computes the momentum and
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charge of tracks from the deflection angle of the trajectory caused by

the magnet.

In spite of the apparent simplicity, the track reconstruction is

the most complicated part of TEARS with many technical difficulties

coming from real situations where many particles cluster in a small

region of space. Not only chamber noise could be a problem but

limited number of chambers could result in ambiguities in reconstruc

tion of tracks in each view and the track matching. Nonetheless,

track reconstruction algorithm is tested using simulated raw data

[ref.2-7], whose contents are the hits in the spark chambers and PWCs

from Monte Carlo events. The efficiency turned out that a track is

lost in about 13% of the events and an extra track is found in about

3% of the events. Above result, however, does not reflect the effect

of noise and chamber inefficiencies. Benchmarking of the charged

tracks [Chapter 3], to some extent, reveals also the effect of the

noise and chamber inefficiencies and shows that we can use the charged

track data with confidence.

2.4 Database

During the Spring of 1981 run, E557 recorded about O.5M events.

Most of them are devoted to the calibration runs and to triggers other

than INTERACTING BEAM and GLOBAL. The numbers of events written on

tapes was 72K events of INTERACTING BEAM trigger and l73K of GLOBAL

trigger. Among the events recorded, a great deal of them are not used

in this analysis. The reasons are many and they can be loosely



28

categorized into two kinds: one due to the limited performance of

detector system and the other for selection of proton-proton collision

and for removal of biases in physics analyses.

First of all, because of the data quality, some runs are not

processed through all stages of data processing(see previous section

about data processing stages), especially track reconstruction

stage(stage-2) was omitted more often than others. Even though the

stage-2 is passed, again a large portion of events fail to have their

charged tracks reconstructed, i.e., they have no charged track at all.

If charged tracks exist we apply another cut; the vertex must be

in the fiducial range of hydrogen target. This cut removes some of

INTERACTING BEAM and lots of the GLOBAL events as is illustrated in

fig.2-4 for the vertex position distribution. The remaining set of

events are finally subject to two more cuts, i.e., biased events are

to be removed from the dataset. First, in order to remove any

possible triggering distortion on event structures, events whose Et is

lower than preset thresholds had to be kept away from the database.

The removal was made for each run; firstly by plotting do/dE t ,

secondly by finding the peak and finally by rejecting events whose Et

is lower than the peak E
t

. And secondly, a removal of events from the

database has to be made due to the error of measured momentum, which

causes the total measured energy of an event to exceed 400 GeV beam

energy. The total measured energy of an event is defined as the

calorimeter energy plus the sum of the energy of charged particles

which miss the calorimeter. The total energy sum cut was made,



29

however, at 500 GeV(see Chapter 3). These additional cut removes more

events, and the resulting number of events actually used in this

analysis is rather small as tabulated in Tab.2-2.

2.5 Forward Geometry

We divide the configuration space into 4 smaller angular regions.

The forward geometry is illustrated in Fig.2-s; one is the laboratory

frame view with the calorimeter superimposed and the other is the

sketch of the center of mass frame view. The dimensions of the

angular regions are tabulated in Tab.2-3.

In the lab system, the outermost open angular region overlaps the

wide angle calorimeter which covers the 90 0 region. The innermost

disk at 5.1 mrad(8.5° in CM for massless particle) is called the

"INNER-REGION", the next ring at 13.6 mrad(22.5° in eM) "MIDDLE

REGION", and the next outermost ring at 28.3 mrad(45° in CM) "OUTER

REGION". Sometimes combined regions are made with the names "region"

turned into "cone", i.e., INNER-REGION is same as INNER-CONE, INNER

REGION plus MIDDLE-REGION is MIDDLE-CONE.

Among the three forward angular regions(hereafter, the 90 0 region

is excluded out of the angular regions), the INNER-REGION is expected

to accommodate the fastest beam particles and to be reasonably free of

the particles originated(or fragmented) from hard scattered partons,

i.e., the INNER-REGION is not very contaminated by the jet particles.

The next region, MIDDLE-REGION, contains mainly beam particles but the



risk of contamination goes up. OUTER-REGION is almost all the time

filled with both beam and jet particles but the fraction depends on

the relative hardness of the beam and 90° fragmentation

Note that the sharp distinction between beam and jet particle

cannot be made for all the particles in principle, since this assumes

completely independent fragmentation of spectator and hard scattered

partons allowing one to tag the par tonic identity of a jet by simply

adding up the quantum numbers of a jet; it contradicts the quark

confinement.

30
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Table 2-1: Calorimeter Depth

32

Module Material Radiation Absortion
Length Length

-EM 14 x 1/4" Pb 15.9 0.48

15 x 1/2" Sc 0.6 0.29

FH 40 x 1/2" Fe 28.9 2.97

40 x 1/2" Sc 1.5 0.78

BH 22 x 1" Fe 31. 8 3.27

22 x 1/2" Sc 0.8 0.43

Total 79.3 8.22

(Source: ref.2-2)

-



Table 2-2(a) DATABASE

Run Trigger Raw data 1018,19 H
2

evt ETOT cut Et cut( Et

654 INTBM 3509 2220 1617 1243 1028( 1 GeV)
679 1NTBM 1828 1142 823 588 397( 2 GeV)
696 1NTBM 2784 1926 1374 1037 878( 1 GeV)
744 1NTBM 4157 2539 1858 1606 1228( 1 GeV)
768 INTBM 2286 1229 915 679 561( 1 GeV)
775 1NTBM 3255 1862 1370 996 829( 1 GeV)
780 1NTBM 5108 2955 2161 1585 1346( 1 GeV)
792 INTBM 5142 2213 1640 1203 905( 1 GeV)
979 1NTBM 8738 5703 4165 2911 2490( 1 GeV)

1003 INTBM 4873 2920 2177 1751 1136 ( 2 GeV)
593 GLOBAL 12754 "" 9000 2971 2303 1450 (11 GeV)
619 GLOBAL 2489 1824 1231 973 859( 4 GeV)
620 GLOBAL 2015 1416 918 748 613 ( 6 GeV)
622 GLOBAL 1504 950 481 389 363 ( 8 GeV)
626 GLOBAL 6156 3448 1182 961 614 (13 GeV)
663 GLOBAL 3471 2064 406 332 258(15 GeV)
685 GLOBAL 3310 2042 438 333 191(14 GeV)
688 GLOBAL 12024 7429 2279 1783 1254(13 GeV)
784 GLOBAL 4038 2234 546 456 368(15 GeV)
789 GLOBAL 3842 2186 553 436 352 (14 GeV)
794 GLOBAL 5699 2757 782 648 419 (14 GeV)
Total 98982 "" 60059 29887 22961 17539
1SAJET 37942
1SAJET(perturbed) 31868

Each entry denotes the number of events after the corresponding cut
is made. Et in each parenthesis is the threshold cut for each run.

33



Table 2-2(b): Number of events at each Et range

Et range(GeV) Low Planar High Planar Sum

1 2 1609 985 2594
2 3 2003 848 2851
3 4 1608 516 2124
4 5 1289 281 1570
5 6 935 155 1090
6 7 791 105 896
7 8 490 65 555
8 9 347 47 394
9 - 10 263 23 286

10 - 11 140 6 146
11 - 12 676 72 748
12 - 13 396 36 432
13 - 14 880 68 948
14 - 15 982 103 1085
15 - 16 853 81 934
16 - 17 466 41 507
17 - 18 232 19 251
18 - 19 90 3 93
19 - 20 35 0 35

Total 14085 3454 17539

34



Table 2-3: Forward Geometry

* * flrl (flO.C)regions 8(8 ) y(y )

Inner 0- 5.l( 0 - 8.5) 5.97- 00 (2.59 - 00 ) 0.069(0.069)

Middle 5.1-13.6( 8.5-22.5) 4.98-5.97(1.60-2.59) 0.409(0.478)

Outer 13.6-28.3(22.5-45.0) 4.26-4.98(0.88-1.60) 1.362(1.840)

Forward 28.3-68.3(45.0-90.0) 3.38-4.26( o -0.88) 4.443(6.283)

35

*8(8 )

*y(y )

Lab Polar Angle in mrad(CM Poalr Angle in deg.)

Lab Pseudo rapidity(CM Pseudo rapidity y-3.38)

flo.r(llo.C) = Solid Angle of REGIONs(Solid Angle of CONEs)
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CHAPTER III - CORRECTIONS AND DATA REDUCTION

This chapter is devoted to a systematic study of experimental

errors relevant to this analysis. Effects of errors originating from

calorimeter energy are small, as discussed in App.A, so only the error

of charged particles and its effects are discussed. There are number

of effects originating from the finite resolution of charged particle

measurements that might distort physics results, and they are:

smallness of the measured total cross section(see Tab.3-l for cross

section), limited geometric acceptance(magnet aperture), the error of

momentum measurement, the lack of particle identities and the effects

of secondary interactions of particles with materials. Among them,

small cross section does not pose any problem when we impose an E
t

cut

at 1 GeV, and the limited geometric acceptance does not affect physics

in question, since we study only particles in 68.3 mrad lab polar

angle(90° in CM for massless particles), which is well within the

magnet aperture. The others need proper correction or understanding,

and they are discussed in appropriate places.

We discuss, in Sec.3.l, the basics on errors of charged particle

detection, including the effect of rescattering of secondary charged

particles with the materials within the experimental setup. In

Sec.3.2, the effects of event selection on single particle properties

and on event structures are discussed. In subsequent sections

benchmarking of charged particles is done: using charged multiplicity

in Sec.3.3, and invariant cross sections in Sec.3.4. Charged
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multiplicity is chosen to exploit the KNO scaling of multiplicity

distribution. The Feynman(x
F

= 2P /jS, P in c.m.) scaling property ofz z

the invariant cross section is exploited too. Both x
F

scaling and KNO

scaling are known to work at least up to CERN ISR energies and we use

the scaling properties to obtain comparisons at jS = 27.4 GeV.

Finally in Sec.3.5, a brief summary is given.

In many places, Monte Carlo generated events are used as a

reference with which comparisons are done. The Monte Carlo model used

is the ISAJET MINBIAS mechanism; MINBIAS is known to reproduce low PT

soft scattering rather well. Appendix C gives references and

describes ISAJET.

3.1 Basics On The Errors of Charged Particle Detection

In fixed target experiments at high energies, the Lorentz boost

bunches particles in a narrow cone at high momentum so even a small

error of track angle, which is due to the limited number and limited

wire spacing of tracking chambers, can be large in a relative sense.

Furthermore, the magnetic field can't be arbitrarily strong, since

such a strong magnet would distort the independence of triggering and

event structures at 90°. As a result, the main effects of error of

particle detection occur in vertex reconstruction and in the measured

momentum of particles. Another effect also occurs due to the

rescattering of secondary particles in various materials within the

...

...

experimental setup. Each effect leads to different physical

consequences as we will discuss shortly.
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The error of vertex reconstruction leads to missing events, i.e.,

reconstructed vertex positions are often located out of the fiducial

region of hydrogen target and sometimes vertex is not reconstructed at

all. This is mostly due to the lack of wide angle tracks before the

magnet; at least two wide angle tracks are required to find a

vertex[Sec.3.3]. This requirement is often not satisfied for low

multiplicity events which, in general, are also low E
t

events; this

error should not affect high E
t

events, for such events predominantly

are accompanied by a large number of particles, some of which are at

wide angles. Indeed, the da/dE
t

distribution shown in fig.C-l

demonstrates that smaller cross section is due to the loss of very low

Et events(, which we don't intend to study).

The error of measurement of particle momentum[Sec.2.4] leads to

event rejection and the distortion of physics distributions. Such an

error is originated from the small deflection angle of particles due

to the small PT-kick(=O.2 GeV/c, denoted Pk ) of the magnetic field

relative to the finite chamber resolution; we measure the momenta of

charged particles using x- and y-view tracks before and after the

magnet. To put it more precisely, the error of measured momentum is

caused by the error of measured angle since the longitudinal momentum

is approximately defined as

where e is deflection angle(= e - 8 b ) of a track in the x-view(in
d a

this section, subscripts "b" and "a" stand for before and after the
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magnet and "d" the deflection). For high energy particles the

deflection angle is small compared to the chamber resolution and even

the sign of the deflection angle can be wrong.

Quite often this error of momentum is too big to be neglected for

hi.~h enelgy particles and the total energy of an event(energy of

paL·ticles that miss the calorimeter plus calorimeter energy) exceeds

the 400 GeV beam energy. Since this analysis uses energy of particles,

some exclusion must be applied and a total energy sum cut for events

was chosen; the cut was made at 500 GeV[Sec.3.2]. Misidentifying the

charge of a particle may be another problem when the sign of Sd

changes as a result of fluctuation; however, misidentified particles

ale fast and events with such particles are quite often already

rejected by the 500 GeV cut on total energy so are not an extra source

of error(see Sec.3.2 for more discussion).

Events with high multiplicity might have improper matching among

the three views leading to random assignment of momenta. But this

improper matching looks not to pose a serious problem and if it does,

it would be of a statistical nature.

Since we measure the angle of a particle trajectory using a set

of chamber coordinates, essentially by a least square fit, the measur-

ed angle of each view fits a Gaussian distribution with a standard

deviation a. Using a formula for the combined error, a~ a~ + a;,

and assuming aa = a b = a we find that the deflection angle Sd also

fits a Gaussian distribution with standard deviation j2a. The momentum
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distribution function can be derived by substituting the measure

deflection angle 8 d by Pk/P and the true angle 8d by Pk/P in the

deflection angle distribution function, where P is the measured

momentum and P is the true momentum. Then the momentum distribution

function f(P) is

1 - /7)- 2
f(P) = N p2exp(-.5X[PK(P-P)/~2PPa] }

where N is a normalization constant. The numerical value of 0 is

taken to be 0.524 mrad from this formula and from the information that

at 100 GeV the relative error of momentum is 37% from Martin[ref.3.l].

w~en we say that the deflection angle is between B
d

-12o and 8
d

+12o we

are also saying that the momentum is between P/(l+aP) and P/(l-aP),

where a = 12o/P
K

. When aP is small, f(P) becomes Gaussian and the

- -2
error of momentum 6P(= P-P) reduces to aP .

Even though the deflection angle distribution is symmetric with

width 120, as we can see in fig.3.l the momentum distribution function

is not; width becomes a somewhat ambiguous quantity and the peak

momentum is not the true momentum. Thus for a 100 GeV/c particle, the

peak momentum is 89.2 GeV/c, the expectation value of momentum is

103.6 GeV/c with a 400 GeV/c cutoff in the integral and within one

standard deviation the momentum ranges from 72 to 158 GeV/c.

Although the expectation value of the deflec'tion angle is the

true angle, the expectation value of the momentum is same as the true

momentum only for low momentum particle(say, 50 GeV/c or less) and



46

only when we take the average with momenta from minus infinity

(opposite charge) to plus infinity. Obviously not all the particles

have low energy and experimentally we can't average the momentum from

minus infinity to plus infinity. In real analyses where the momentum

of a particle plays an important role, some rejection must be applied

and we reject events with total energy greater than 400 GeV. Thus

events with a particle momentum 300 GeV/c are usually rejected.

However, since particles with high momentum fluctuate up more in

momentum there is a coupling between track momentum and acceptance of

events. This is further discussed in Section 3.2.

Now we discuss the effects on event structure of rescattering of

secondary particles in materials, which consist of the remaining

hydrogen target after the vertex, chamber windows etc.; the effects on

90° properties are not significant as shown by Lopez[ref.l.8] but the

effects on forward particles may be not negligible. The probability

of interaction P, of a secondary particle(only hadron-nucleus

collisions), is given below:

P =
pSt a

m o---S-
pta

m

where, for each material, S is the cross sectional area, p the

density, t the thickness, p = pot, a is p-p total inelastic cross
t

section(=33 mb) or meson-nucleon inelastic cross section(=22 mb)

depending on the secondary particle in question but not very much

depending on energy, and m is the mass of nucleon; in this formula,

for simplicity, a nucleus is approximated as an incoherent assembly of

...
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nucleons, i.e., a(p-nucleus) - Aa(pp), where A is the atomic number of

the nucleus. As an example, for 18" liquid hydrogen target(p
t

- 3.246

g/cm 2 ), the probability is 6.4% for secondary protons, and for mesons

it becomes 4.3%. The neutral particles, which are mostly photons, are

not considered since they are not used and the rescattering probabi

lity is too small. Neutrons and neutral kaons are ignored but should

not give rise to any significant effect.

Table 3-2 lists p
t

(= g/cm 2 ) for each material that is used to

calculate the location of rescattering. For all materials between the

upstream end of the hydrogen target and the calorimeter(including

three nuclear targets), the probability of rescattering for secondary

proton is 6.6%; so the rescattering probability ranges from 6.6% to

13% with average about 10%, which is not negligible and needs be

corrected; for meson the probability is 2/3 of that of protons.

In later discussions of physics results, however, we don't

correct the data but rather we estimate the effect using Monte Carlo

(ISAJET) events by propagating each particle through the materials and

by scattering them. For each particle, we decide whether it undergoes

rescattering or not from the cumulative probability and a casted

random number and, if so, we use the random number again to locate

where it scattered. The treatment of these secondary collisions,

because of the nature of the apparatus and track reconstruction

algorithm, depends upon the rescattering location. First, when the

rescattering occurs in the hydrogen target, all particles whose

trajectories are close to the primary vertex within the nominal vertex
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error are entered in the particle bank with new momenta because they

are likely to be reconstructed by the track algorithm. Second, for

rescattering after the hydrogen target and before the magnet, a

particle that can be smoothly connected to the incident particle

within the chamber resolution a e [Sec.3.2j will replace the incident

particle; if there are many. the closest one is selected and if no

such particle is found then the incident particle is lost. Third, if

the rescattering occurs in the magnet, all particles are bent through

the magnet and then a particle whose momentum can be reconstructed

[Appendix B] replaces the incident particle; in practice no particle

survived this test. Last, for the rescattering after the magnet, the

same criterion as the second case is applied, however, the new

particle shall not replace the incident particle since the momentum

and charge are already determined.

Actual rescattering processes are quite complicated since they

are typically meson-nucleus processes. However, most of rescattering

is soft processes and only the leading particle is important since

only its trajectory can be smoothly connected to the incident

secondary particle's; a program called BANG provided by Zieminski

[ref.3.2] was used for the generation of rescattering particles.

3.2 Acceptance And Event Structures

The error of measured momentum results in biases of various

physics distributions. Total detected energy sum(= calorimeter energy

plus energy of charged particles that pass through the calorimeter
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hole), among others, is the first to be noticed. In fig.3-2, various

total energy sum distributions are shown. Since neutral particles

that pass through the calorimeter hole are not detected, a broad

distribution between 0 and 400 GeV, instead of a delta function at 400

GeV, is expected. In practice, however, the distributions exceed 400

GeV limit and long tails exist, which are to be removed by a cut.

Since Et is approximately proportional to the energy in the

calorimeter, the distributions in fig.3-2 are shifted to right and are

narrower at higher E
t

. It should be noticed that, in fig.3-2, the

contribution of events whose calorimeter energy exceeding 400 GeV are

not included; such events are results of the fluctuation of

calorimeter response and it severely distort the 90° event structure;

no event, for a sample of 2 INTERACTING BEAM runs and 2 GLOBAL runs,

is rejected by 400 GeV cut on calorimeter response. Nor are events

whose calorimeter energy negative is included in fig.3-2; between 2 to

8 % of INTERACTING BEAM events belong to this class for various runs.

Such events are presumably due to bad calorimeter modules but since

the distribution of E
t

of such events looks much like normal

distribution, the total cross sections, after E
t

and total energy cuts

are applied, are normalized by compensating the loss of events due to

the bad behavior of the calorimeter response. The long tails shown in

fig.3-2 are due to the charged particles. Scatterplots in fig.3-3

illustrate this point; the distributions above the lines denoting the

total energy sum at 400 GeV are due to the energy of charged particles

in the calorimeter hole.
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In order to remove the nonsensical(which depends on the physics

in concern) events, we impose the total energy sum cut on events at

500 GeV, which would introduce a bias on single particle properties

and on event structures. This bias amounts to the coupling of track

momentum(therefore event structure in the end) and acceptance of

events. In the following, we investigate the effects of the cut and

check the validity of the cut using completely known events, i.e., a

Monte Carlo events generated by ISAJET MINBIAS. In each event, the

lack of measurement accuracy of the spectrometer is simulated by

giving each charged particle new angles(before and after the magnet)

which fit a Gaussian distribution centering on the true angles; the

momentum is recalculated using the formula Pz= PK/8d' then the

observed total energy is calculated, and if the total energy exceeds

500 GeV the whole event is rejected. The geometric acceptance

correction was done such that a charged particle was sent through the

magnet and was dropped out of the event once it touched the magnet. A

particle was sent through the magnet by bending its track only in the

x-z plane, which may not be accurate enough for low energy particles

that travel near the edge of the magnet, but for most of the physics

in concern the effect of this inaccuracy is negligible. A particle

was checked at three locations (front, center and end of the magnet),

to see whether it hits the magnet or not. To fake E557 data

maximally, a particle that hits the calorimeter does not add its

spectrometer measurement of energy to the calorimeter energy but its

true energy although the spectrometer measurement of energy is

retained for further use. Also included is the effect of rescattering
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of secondary particles with the materials within the experimental

setup. We call this whole simulation procedure the "perturbation".

The effects of the "perturbation", of the E
t

threshold of the

trigger and of the total energy sum cut, on inclusive longitudinal

momentum distributions are shown in fig.3-4. For PL-distribution of

positive particles, no significant difference in shape is observed up

to 200 GeV/c; negative particles show almost the identical shape over

the whole range. Events with positive particles above 200 GeV/c are

thus more easily rejected and when they are accepted their high energy

particles tend to have lower energy as a result of fluctuation; the

same is true for negative particles but the chance of having such fast

negative particles is small. Thus, the PL-distribtion from data will

be biased above 200 GeV/c. However, if we impose E
t

threshold cut at

1 GeV, the distributions become better as shown in the same set of

figures; such an improvement is due to the rejection of very low E
t

events which are often accompanied by iarge momentum(leading)

particles.

In fig.3-S, inclusive transverse momentum distribution is shown.

The difference between original and the "perturbed" distributions is

small, apart from an obvious overall normalization, for positive and

negative particles alike and, as in the case of the PL -distribution,

E
t

threshold cut improve things, i.e., the bias of the distribution is

reduced. Even though the PT distribution itself is not affected by

the error of momentum and the 500 GeV total energy cut, for a single

track, PT itself is also affected by the error of measured momentum
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since PT is defined as P
L

X tan8Lab . This would eventually affect the

invariant cross section which uses both PT and x
F

[Sec.3.4j. However,

oX F and oPT are related only loosely through oPT - 400(80xF + x
F

08)

GeV/c for most forward particles. Systematic and constructive error

of PT is not expected since oPT/PT = oxF/xF + 0818, although such

fractional error of PT might be nonnegligible for small angle

particles.

Fig.3-6 shows the forward inclusive longitudinal momentum

distribution (l/aoda/dp
L

) of positive and negative particles, for low

Et events in which fast positive particles are more subject to the

misidentification of charge; good agreement between data and ISAJET is

seen particularly at large PL' Since the percentage of misidentified

track, for accepted ISAJET events after the correction, is less than

1%, we suppose the misidentification of charges is negligible.

We discuss the effects of acceptance cuts on event structures:

charged multiplicity, E
t

and planarity. Note that E
t

and planarity

are computed out of calorimeter energy map only. In fig.3-7, we show

the acceptance rate as a function of Et and, for INTERACTING BEAM

data, as a function of planarity along with corre~ponding ISAJET

predictions. It turns out that acceptance is higher for high Et

events, in which charged particles are slow on the average, and for

INTERACTING BEAM data acceptance rate is smaller for high multiplicity

events and it does not depends on planarity. We see a little better

acceptance rates for ISAJET predictions than data, which implies that

the "perturbation" and cuts alone does account for all the errors of
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detection of charged particles. Later, we'll discuss more on this

matter with regard to spurious tracks.

The dependence of acceptance rate on Et is quite obvious; energy

momentum conservation law dictates high E
t

events to have lower energy

in the calorimeter hole from which the energy of sum charged particles

is obtained, and smaller energy is subject to smaller fluctuation.

The independence of acceptance rate on planarity is because the 90°

property of planarity is not strongly connected to the beam structure.

Fig.3-8 shows the couplings of acceptance and multiplicities in

68.3 mrad and 28.3 mrad cones(approximately the same size as the

calorimeter hole from which the contribution of charged particles to

the total energy sum come), which deserve due attention.

In fig.3-8(B), we notice data and ISAJET prediction behave the

opposite ways in 28.3 mrad although two could agree with each other

within the error bars. Even if the falling acceptance rate or

disagreement affect the data, it should be a small effect since the

acceptance, for 68.3 mrad cone, is essentially constant for all the

multiplicies as the large error bars at the high multiplicity limit

indicates; for 28.3 mrad, the acceptance falls off from at moderately

high multiplicity(~ 8) which, however, should not affect data since

the cross section above these multiplicities are small. Nevertheless

we intend to understand such behavior of data.
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We might argue that for events with more particles in the 28.3

mrad cone will in general carry more energy so are more subject to the

fluctuation of energy, which is partly correct, but, contrary to such

an intuition, the opposite is predicted by ISAJET. The behavior of

ISAJET prediction, i.e., higher acceptance rate for large

multiplicity, is kinematically favorable though it seems not so at

first sight; large number of particles sharing the same total energy

is less likely to results in constructive error due to the random

nature of track angle measurement errors, for example, the error sum

of 5 tracks of 20 GeV is smaller than that of one 100 GeV track; in

many cases, only a single fast particle is blamed for the error of

total energy measurement. Indeed, for data, it is known that when the

fastest particle is removed from a rejected event, the event has a

good chance of being accepted; quite obvious, but it is also known

that still there is a long tail in total energy distribution. Thus we

suspect data might be contaminated by spurious tracks, especially when

a large number of particles bunch in the narrow polar angle region.

We investigate the possibility of contamination of data by

spurious tracks by applying a new "perturbation" to data; data was

already "perturbed" by hardware, however, it is now "perturbed" again

by software. The "perturbation" is applied to samples of data, that

is, accepted and rejected events by 500 GeV total energy sum cut. We

do the same action on ISAJET events not only for comparison but also

to exploit the fact that ISAJET events are not subject to apparatus

noise(it is very hard to generate simulation events with complete

incorporation of detector efficiency and noise, to do so one should



55

pin down every experimental uncertainties and their correlations).

The "perturbed" data is simulated by applying the "perturbation" on

ISAJET events twice(which is equivalent to a single "perturbation"

with parameter 0d replaced by )20d' see Sec.3.1); the first simulates

the hardware "perturbation" of data and the second software

"perturbation" of data. In fact, however, those two "perturbations"

are not identical since the first one incorporates rescattering but

the second estimates the effects of the error of momentum only.

In fig.3-9, 28.3 mrad multiplcity distributions are shown for

accepted and rejected events. In fig.3-9(A), for plain data, we

notice, though not compelling, the rejected(closed circles) events

showing slightly higher multiplicity than the accepted(histogram)

events, i.e., the dots are shifted right of the histogram whereas

ISAJET prediction, in fig.3-9(B), shows the opposite as explained

earlier.

Fig.3-9(C) compares the accepted and rejected events after the

"perturbation" applied to the "parent" data accepted by initial 500

GeV total energy sum cut; same distributions for ISAJET are shown in

fig.3-9(D). We don't see any difference between dots and histograms,

possibly except at low multiplicities, both for data and ISAJET. Note

that figs.3-8(A to D) are obtained after suitable normalization of

distributions for eye guide; rejected events count about 18.3%(A),

17.1%(B), 10.4%(C) and 10.9%(D) of accepted events for each figures.
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Lastly, fig.3-9(E) is made out of the "parent" events rejected by

the initial cut(see above) with similar distribution for ISAJET in

fig.3-9(F). Note that for these two previous figures, normalization

factor is about 1; number of events are 9l6/l20l(accepted/rejected)

for fig.3-9(E) and 633/592 for fig.3-9(F). Percentages, of initially

rejected events being accepted as a result of software "perturbation",

are 43% for data and 52% for ISAJET. These last two figures contrast

data and ISAJET sharply; data shows clear shift of rejected events

right of accepted ones whereas ISAJET does not. Such rejected events

of data by the "perturbation", which does not bias ::he multiplicity

distribution, are essential bad events contaminated by spurious

tracks.

In fig.3-l0, we recast previous results by direct comparison of

data(histogram) and ISAJET(closed circles); these figures provide

nothing new and its purpose is auxiliary. As will be shown in next

section, ISAJET prediction of charged multiplicity is rather poor at

higher limit. Therefore in fig.3-l0(A and E), for accepted events

after the "perturbation" of various "parent" events, we expect small

discrepancies between data and ISAJET at large multiplicity. However,

fig.3-l0(B) and (F) strongly indicates the contamination of data by

spurious tracks, but such events are rejected by the total energy sum

cut as fig.3-l0(D) displays little difference between data and ISAJET

where only the effect of the error of momentum measurements are at

work. Fig.3-l0(E) looks certainly better than fig.3-l0(F) but it

suggests that even accepted events are not entirely free of spurious

tracks. Though, possibly, spurious tracks may still persist in
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accepted events, from above arguments, the majority of contaminated

events are supposed to be eliminated, by a single total energy sum

cut, from the data bank and the effects of possibly remaining spurious

tracks should be small as further benchmarkings demonstrate in the

following sections.

So far, we have investigated 28.3 mrad only but, although not

shown for space reason, multiplicities in 68.3 mrad, for various

categories of events, are almost identical to corresponding

distributions in 28.3 mrad except a rather constant shift. This is a

simple phase space problem that the wide angle tracks are well

separated each other so wide angle region is less crowded of tracks

whereas 28.3 mrad is clustered by small angle tracks, which might

confuse the chambers and the track reconstruction algorithm.

Ue now discuss the error of charged particle detection caused by

a systematic loss of particles. This might be possible since, due to

a limited buffer size, the spark chambers can read only 15 charged

particles, from outside to inside, in an event. However, PUC's(D and

F' stations, see fig.2.l) cover the small angle region where the spark

chambers can be inefficient. Furthemore, since the track reconstruc

tion algorithm does not require the spark chamber information for

small angle tracks(Appendix B), a systematic loss of such tracks does

not present. It was checked[ref.3.3] that <Q> and d<Q>/d8[Sec.4.4]

distributions do not show any difference between low and high charged

multiplicities in 68.3 mrad and in 28.3 mrad. Thus we conclude that a
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systematic loss of charged particles in the forward hemisphere does

not exist.

The average total energy sum, after the cuts, is shown as a

function of Et in fig.3-ll. Also shown is the average energy of the

calorimeter as a function of E
t

; from the slope of the fit(not shown),

the Lorentz ~(= is/2m) is about 14, where m is the mass of proton.
p p

3.3 Charged Multiplicity Distribution

In this section we check data by comparing to the known charged

multiplicity distribution in forward hemisphere at 68.3 mrad lab polar

angle. In addition, tests of data are made on total and net charge

flows in forward hemisphe,~~ as functions of E
t

. The database for the

benchmark is listed in Tab.3-l.

As briefly mentioned in the introduction of this chapter, the

data have several known problems which affect comparisons, namely, the

smallness of the measured total cross section and the geometric

acceptance which affects charged multiplicity. The former, after Et

cut at 1 GeV and the total energy sum cut at 500 GeV, turns out not to

affect the comparison, and the latter simply does not affect particles

in 68.3 mrad forward hemisphere.

Total charged multiplicity is supposed to benchmark at low Et

only, where MINBIAS produces soft PT physics reasonably though not

complete in every fine detail; at higher Et , TWOJET component of

...



ISAJET is known to have several problems(see App.C). However, net

charge flow exploits the forward-backward symmetry of the pp-system;

net charge in each hemisphere should be +1 on the average and this

test does not depends on a particular model.

The average total cross section of INTERACTING BEAM data is

26.0±O.1 mb, based on the 8 runs used: the Particle Data Group says

that the total inelastic cross section at jS = 27.4 GeV is 33 mb. It

is evident that lost events account for the missing 7 mb(2l% of the

total inelastic cross section). The two sources of these missing

events are trigger and vertex reconstruction inefficiencies. To

estimate the trigger failure rate, the ISAJET MINBIAS was employed

such that each event is trigger logic tested by requiring

DED~2.0R.lxl=TRUE [Sec.2.2]. It turns out that about 2.4% of the

total events fail to pass this test. Since the trigger failure rate

is small compared to the overall loss rate(21%), we conclude that

vertex reconstruction is the major cause of loss of events(Sec.3.l].
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Fortunately, however, most of the events lost due to ill

reconstructed vertices are low E
t

( < 1 GeV) events. Therefore we can

remove such a bias simply imposing E
t

cut at 1 GeV, which is the

threshold cut for INTERACTING BEAM data for most runs.

The distribution of charged multiplicity in forward hemisphere,

after E threshold cut and total energy sum cut, is shown in fig.3-l2
t

along with the ISAJET MINBIAS prediction subject to the same cut. In

fig.3-l2, a good agreement between data and ISAJET prediction is seen
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probably except at large multiplicity. Small disagreement at large

multiplicity is, however, expected since ISAJET prediction without any

cut does not quite fit KNO scaling as is shown in fig.C-l; ISAJET

produces too few high multiplicity events but the discrepancy is small

enough to make the use of ISAJET for studying acceptances acceptable.

The average net charge <Q> in forward hemisphere(defined as a

cone of 68.3 mrad in the lab) is shown in fig.3-l3 along with ISAJET

predictions. +Note that the ~ and ~ contributions to <Q> roughly

cancel and a very rough estimation gives proton contribution somewhere

between 1/2 and 1; however, when a neutron is produced the net charge

+1 is carried by mesons. Though the net charge is model independent

for exact hemisphere cut, ISAJET prediction is provided in order to

estimate the contribution of charged particles with negative x
F

' which

might fall into forward hemisphere(which is exact only for a massless

particle). In fig.3-l3, data has <Q> smaller than 1.0 and some loss

such as this is to be expected since rescattering of secondary

particles with materials within the experimental setup occurs.

However, ISAJET shows significant compensation of this loss,

especially at high E
t

, and the new contribution is mostly due to low

central PT protons which have negative x
F

; contribution of ~ cancels

+that of ~ at negative x
F

. It is not possible to determine whether

such protons should exist for there is no data to check ISAJET.

Indeed, we assume there should not be as many as ISAJET predicts for

the following reason: as shown in fig.3-l3, <Q> in 28.3 mrad(45° in

eM) for data is significantly lower than ISAJET prediction, which

means for data the forward proton is either slower or its PT is larger
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than those of corresponding ISAJET prediction on the average, or both.

ISAJET prediction shows <Q> rising as E
t

increases, which reflects

that protons centrally produced(but xF<O) contribute more than at low

Et , which contradicts data; <Q> of ISAJET in 28.3 mrad is rather

constant over a wide range of E
t

. In any case, low PT«.35 GeV)

ISAJET proton is responsible for larger <Q>, which seems less so for

data.

In fig.3-l4, we present <Q> distribution as a function of

longitudinal momentum P to support this argument, i.e., for ISAJET,z

<Q> is greater than 1.0, despite the effect of rescattering of

secondary particles, and this is another effect of ISAJET's choice of

event structure, which seems to affect data to a lesser degree. The

discrepancy of <Q> between data and ISAJET, for low E
t

events, is

mainly due to slow particles(less than 30 GeVjc) whose polar angles

are not necessarily close to 68.3 mrad. Such a contribution of low P
z

(and low P
t

) particles to the loss of <Q> for data is partly due to

the excess production of particles in central region. Nevertheless,

overall value of <Q> around 0.9 could be an indication of hardware

efficiency around or slightly higher than that value. As briefly

mentioned in Sec.2.4, the track finding algorithm efficiency, using

fully detector simulated Monte Carlo events, was tested to be almost

100% with negligible spurious track reconstruction.
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3.4 Invariant Cross Sections

We begin this section by listing various limitations of data for

computation and benchmarking of invariant cross sections expressed in

terms of x F (= 2P /)5 ) at fixed P and of P at fixed x F ; they are:z t t

the small measured total cross section, the error of measured momentum

and the lack of particle identities. Previously, we bypassed the

total cross section problem by applying 1 GeV E
t

cut both to data and

ISAJET and we do the same treatment here. The error of measured

momentum and its effects on invariant cross section is studied using

the identical "perturbation"[Sec.3.2] of ISAJET events and 500 GeV

total energy sum cut on data. The lack of particle identities and its

effects are discussed shortly. Note that the geometric acceptance

correction due to magnet aperture is not needed since we study forward

particles only.

After the correction("perturbation" for ISAJET, and Et cut and

total energy sum cut for both data and ISAJET), one more procedure is

added for invariant cross section; particles are boosted back to the

CM system(x
F

is a CM quantity) with the pion mass since particles in

the data are all assumed to be pions. So assigning the pion mass to

all the particles, because of the lack of particle identity, may also

cause some trouble. Kinematics reveals that wrong assignment of mass

makes a difference in x
F

only at low lab energy, e.g., at 15 GeV a

pion's x
F

is greater than that of a proton by about .03 at most. At

an energy lower than 15 GeV the error of x F due to the wrong

assignment of mass becomes significant; however, in that energy range,

-

-

-
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a particle is either in the central region where the pion is

dominantly produced or in the backward region where we don't make

comparisons. So the error of x
F

due to the wrong assignment of mass

is small, and its effect is smaller than the momentum error. Though

the centrally(but xF<O) produced protons contribute to the invariant

cross section of forward hemisphere particles, such effect must be

small as discussed in previous section. Although assigning the pion

mass to all the particles does not make any serious difference as far

as x
F

is concerned, the same is not true for longitudinal rapidity (=

1
-22n[(E+P )j(E-P )]), for over the entire allowed kinematic range the

Z Z

pion's rapidity is greater than that of proton by about 1.5.

Invariant cross sections are plotted in Fig.3-1S to Fig.3-l7 for

various fixed PT and x
F

ranges. Though not shown here for space

reason[ref.3.4], it is known that the invariant cross section

predictions of ISAJET MINBIAS agree with other pp data in ref.3-S to

3.7 within the error bars. Therefore to compare our data to other pp

data, we use ISAJET MINBIAS as an intermediary to simulate apparatus

effect. As is listed in tab.3-l, since the total cross section of

data agree with ISAJET prediction, the resulting invariant cross

section should agree in general. But ISAJET's model of event

structure may be incorrect so small discrepancies may occur at various

kinematic regions.

In fig.3-1S, the invariant cross sections are shown, for three

fixed x
F

ranges and for positive and negative particles separately, as

functions of PT' Inspecting each figure, we find data and ISAJET
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prediction agree generally; particularly for negative particles no

systematic discrepancy is observed for attainable high PT; for

positive particles, for the highest fixed x
F

range(fig.3-15(E)),

systematic shift seems to exist at medium PT'

In fig.3-16 and 3-17, the invariant cross sections are shown in

fixed PT ranges. Again, as is the case of fixed x
F

range(see above),

negative particles agree with ISAJET well, at least no systematic

discrepancy is noticed. As the worst example of the discrepancy, for

positive particles, at the fixed PT range 0.35 to 0.45 GeV/c, a

systematic discrepancy is observed at medium x
F

. However, allowing

the error of x F and the error of invariant cross section, we find a

good agreements between data and the ISAJET predictions. We conclude

that the invariant cross section also benchmarks data rather well.

3.5 Summary Of Corrections And Data Reduction

Summarizing this chapter, we conclude that charged particles of

the accepted events are reliable and usable though such events do not

represent all the events evenly. i.e., there are couplings of the

acceptance and event structures. However, the couplings of E
t

and

planarity with acceptance rate are negligible. The Et threshold cut

and the 500 GeV total energy cut remove most mismeasured events and

reduce spurious multiplicities[Sec.3.2]; moreover, the single particle

invariant cross section[Sec.3.4] suggest the possible remaining

spurious tracks, if still persist, are not a strong effect. Data

distributions, then, contain bias which is understood but not

...

...
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corrected out. We shall present physics distributions not by directly

correcting the data but by indirect comparison of data with theory(or

model); at some places, we may need to present sets of two or three

distributions: data, perturbed(apparatus simulation and cuts) ISAJET

and pure ISAJET.
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A compilation of invariant cross section is available here. Yen

had introduced a new scaling variable x
R

(= E/E ,called radialmax

-

scaling variable) defined as J x} + 4(p~ + m2 )/s The invariant

cross section, when expressed in terms of xR and PT' shows earl-

ier scaling behaviour at low energy(as low as 12 GeV in the lab)

then expressed in terms of x F and PT' x R is always slightly

greater than IxFI. For example, a proton with p = 5 GeV/c in eMz

system has its x
F
=.3650 and its x

R
=.3973 when its PT = 1 GeV/c.



Table 3-1: Statistics for Benchmark
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Run

679
696
744
775
780
792
979

1003
Total
ISAJET

823(26.37)
1374(28.14)
1858(25.57)
1370(27.38)
2161(26.87)
1640(24.54)
4165(23.89)
2177 (24.64)

15568(26.00)
17139(35.30)

533(18.14)
1168(24.80)
1554 (21. 97)
1119(23.30)
1772(22.78)
1161(19.80)
3400(20.40)
1384(16.20)

12091(21.26)
9916(20.42)

Etot cut

454(15.45)
988(20.98)

1331(18.82)
922(19.20)

1501(19.30)
995(16.97)

2802(16.81)
1233(14.43)

10226(17.98)
8626(17.66)

Each entry is the number of events(cross
section in mb) of a run after cuts.



Table 3-2: g/cm2 for materials between the hydrogen

target and the calorimeter
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Materials Location(cm)

Liquid hydrogen target(18")
Vacuum jacket of H

2
target house

.005" Pb nuclear target

.013" Cu nuclear target

.031" A1 nuclear target
Mylar windows for 30 PWC's
Gas for Cerenkov counter-A
Gas for Cerenkov counter-B
Mirror and window of Cerenkov-A
Mirror and window of Cerenkov-B
Air and gas of PWC's
Air and gas of PWC's(before magnet)
Sum without of hydrogen target
Sum with half of hydrogen target
Tota1(with all of hydrogen target)

3.246
0.038
0.144
0.296
0.213
0.424
0.093
0.193
0.593
0.664
0.829
0.154
3.356
4.979
6.602

-168 - -123
-122
-119
-119
-114

-114 - 750
::::: 100 - 200
::::: 400 - 550

100 & 200
400 & 550

-123 - 794
-123 - 0
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Fig.3-l:

Probability distribution as a function of measured momentum
for a charged particle whose true momentum is 100 GeV/c.
Note that the peak momentum is slightly lower than the true
momenta.



70

8-16

-

-

Et : 1-8 GeV

40

30

20

10

o
o 1DO 200 JOo 400 500 600 700 800

4-50
4-00
350
300
250
200
150

100
50

o ;=::====::=:::====::::::::=:::::::====~
350

300

250

200

150

100

50

o~~~::!:::=~~~~=!
80 16-20
70

60

50

Fig.3-2:

Total detected energy sum distribution of data for three Et
ranges: 1 to 8, 8 to 16 and 16 to 20 GeV. Arrows mark sao
GeV, where the total detected energy sum cut is applied.
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Scatter plots of "energy sum of charged particles passing
through the calorimeter hole" vs. "calorimeter energy" for
data: for three transverse energy(E ) ranges 1 - 8, 8 - 16
and 16 - 20 GeV. Diagonal lines(= f h+ E 1) indicate 400
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Fig.3-4:

Inclusive longitudinal momentum distribution of chargedparticles for original and corrected("perturbed" and totalenergy sum cut at 500 GeV applied) ISAJET MINBIAS events.Full(empty) circles are original(perturbed) distributions.Figures A(B) are for positive(negative) particles, and C(D)for positive(negative) particles for events obtained afterE threshold cut is applied at 1 GeV. Note that fullcircles are above the empty ones, reflecting the rejection
of events by the 500 GeV total energy sum cut.
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Inclusive transverse momentum distribution of charged
particles for original and corrected(" per turbed" and total
energy sum cut at 500 GeV applied) ISAJET MINBIAS events.
Ful~(empty) circles are original(corrected) distributions.
Figures A(B) are for positive(negative) particles, and C(D)
for positive(negative) particles for events obtained after
E threshold cut is applied at 1 GeV. Note that full
ctrcles are above the empty ones, reflecting the rejection
of events by the 500 GeV total energy sum cut.
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Longitudinal momentum distribution, l/o·do/dP for four lowE
t

events, as indicated in the figures. Full(~mpty) circlesare positive(negative) charges. ISAJET predictions are alsoshown: solid(dashed) curves for positive(negative) charges.
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Fig.3-8:

Acceptance rate g(N h) as functions of charged multiplic
ities in 68.3 mrad c6ne(90° eM) and in 28.3 mrad cone(45°
eM). Full and empty circles represent distributions of data
and ISAJET predictions, respectively.
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Fig.3-9:

Charged multiplicity distributions of the accepted in 28.3
mrad cone for various categories of events from data(figs.
A, C and E) and ISAJET(figs.B, D and F). Histograms(dots)
are ~ccepted(rejected) events after the "perturbation"(see
text). The first row plots are obtained from all events,
second from accepted and the third from rejected events.
Plots are suitably normalized to help better comparisons
between accepted and rejected events.



78

Accepted Rejected
240 z '50

~ A
'0

f B'-. 4()0
.u 200 • tl

'0 350

.r-f 160 300

~ • 250
IZO

::J zoo
80 150 +

~ '0
100

~
50

m 0 a
z

200 '0

~ C 6' 200 D
oW

175 '0

150 160.,...,
125

roC 100
120

~ 75 80

< 50

'-' 25
40

,..c 0 0
z

CJ '0
'-. Fz 200 ~ 200 trc 160 150

'" lZ0 120 t
b

"0 80 80
+ + l

40 40 ':
0 0

). 5. to. t 5. 20. O. 5. 10. t5. 20.

Nch (45°) Nch (45°)

Fig.3-10:

Charged multiplicity distributions of the accepted in 28.3
mrad cone for various categories of events from data
(histograms) and ISAJET(dots). Shown are the distributions
of the accepted events(figs.A, C and E) and the rejected
events(figs.B, 0 and F) after the "perturbation"(see text).
The first row plots are obtained from all events, second
from accepted and the third from rejected events. Plots are
suitably normalized to help better comparisons between
accepted and rejected events.
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Distribution of charged multiplicity measured in 68.3 mrad
cone, after the cuts. The curve is the ISAJET prediction
after the "perturbation".
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Fig.3-13:

Net charged multiplicity distributions in 68.3 mrad lab
polar angle(90° CM) cone, empty circles, and in 28.3
mrad(45° CM), full circles; the curves are the ISAJET
pre~iction in 68.3 mrad(solid) and in 28.3 mrad(dashed).
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Invariant cross section of charged particles, for fixed x F
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Fig.3-l6:

Invariant cross section of charged particles. for fixed PT
ranges, as a function of x

F
. Figs. (A,C) are tor positive

particles and (B,D) for negative particles. Full(empty)
circles represent data(ISAJET). The first row for fixed PT
range 0.15 to 0.25 and the second 0.35 to 0.45.
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8.6

CHAPTER IV - BEAM JET STRUCTURES

In this chapter we discuss aspects of the beam jet structures in

pp-collisions at jS = 27.4 GeV. The basic physical quantities we use

are multiplicity flow and energy flow of charged particles in the

forward geometry. The multiplicity flow is defined as average charged

multiplicity in limited polar angle regions, and the energy flow is

defined as average sum of charged particles energy in the same angular

regions.

Possible correlations of the beam jet and the 90 0 jet are also in

our mind, i.e., we study the "planarity" dependence of beam jet

-

structures. Such a study of the beam jet structure assumes the

separability of the 90 0 jet clusters of particles from the beam jet

particles, which is not conceptually possible in a strict manner.

However, we expect such a question of separability doesn't undo our

results, since when the beam particles are included in the 90 0 jet

they will tend to make 90 0 jet less jet-like, and since the effect of

the contribution of 90° particles to the beam jet, which is more less

confined to the forward geometry, is presumably small.

We classify a particle as either a beam jet particle or a 90° jet

particle although an umambiguous classification cannot be made for all

particles, and even the very existence of the 90 0 jet and the beam

jet is open to argument. A beam jet particle is loosely defined as a

charged particle that lies within 28.3 mrad cone(45° eM cone, called
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OUTER-CONE). Likewise, particles outside the OUTER-CONE are referred

as the 90 0 jet particles.

We use two parameters to characterize the 90° jet: one is Et in

the calorimeter as a measure of "hardness" of the collision and the

other is the "planarity" as a measure of "jettiness". These two

measures are not interchangeable since high E
t

events are not jetty at

15 = 27.4 GeV.

We describe the planarity and give a brief summary of general

event structure in Sec.4.l. We then present the results on the energy

and particle flow in the forward geometry, in many disguises. First

in Sec.4.2, charge and charged energy flows are presented for total,

positive and negative charged particles. We observe a very soft beam

jet structure, and suppose this is connected with the fact that

particles and energy distributions near 90° look isotropic in azimuth.

Beam jet scaling was established by experiment E260 at Fermilab

[ref.4.2] triggering on a small single arm calorimeter; the underlying

physical idea was implemented in ISAJET. In Sec.4.3, we find that

beam jet scaling for the GLOBAL triggers is violated for positive

charged particles but preserved for negative charged particles.

Next, in Sec.4.4 we consider the net charged particle and energy

flow in the entire forward hemisphere. Net charge incoming is from

the protons of the pp-collision. We show that the net charge migrates

out of the beam jet core into the entire forward hemisphere as Et
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increases; the same is true for net charged energy flow. We find, in

general, that the beam jet effect, a prominent phenomenon of low PT

soft collision, disappears at moderate E
t

much below the kinematic

limit.

Reminding ourselves of the highly planar nature of the hard

scattering mechanism and of the fact that the E260 results are from

the planar small calorimeter trigger, it is natural to select high

planarity events to see whether the previous E260 results and the

prediction of ISAJET on the beam jet structure are recovered. This is

done in Sec.4.S.

4.1 90° Event Structures

Before giving a summary of general event structure, a description

of the quantity "planarity" is in order. The planarity was defined

and used first by CERN NAS collaboration to quantify the "jettiness"

of an event[ref.l-l6]. The method of the calculation of planarity is

described in the following.

In momentum space, the particles that hit the calorimeter are

projected in a plane perpendicular to the beam direction, from which

an E
t

map is formed as illustrated in fig.4-l. Then in an arbitrary

coordinate system supe£imposed on the Et map, one computes A = I p~

and B = I p2 with the summation runs over all the particles in the
y

calorimeter. A and B would depend on the coordinate system and thus
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by maximizing A(so by minimizing B) one finds the planarity of an

events:

P
A - B
A + B

The actual computation of planarity is performed by solving the eigen-

value equation of a tensor I (3 = I ( p2 8 (3 - P P(3 ), where 0,(3 = x,y;
o too

planarity axes can be easily found also. As an extreme example, for a

back-to-back jet event the planarity P 1, and for an isotropic event

p = O. Later, in physics discussions, events are often divided into

low and high planarity events to select jetty events, and the division

is made at 0.7. Planarity is used by NA5, £557 and another similar

Fermilab experiment E609, and a conceptually identical quantity

"circularity", defined as C

[ref.1-19].

l-P, is used by CERN AFS collaboration

Above method of planarity calculation yields results, however,

for an ideal case where 4-momenta of all the particles are known; in

reality, track reconstruction poses a nontrivial problem mostly due to

the clustering of particles in a small region and to the finite

resolution of E557 apparatus. Therefore, in practice, the planarity

is computed as follows. First, E
t

of a module is found from the

energy deposited within and the polar angle 8 of the center of the

module;

E(module) x sinG
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Et map is formed from Et(module) and from the azimuthal angle ¢ of

center of modules. Now the summation on particles in the tensor I
Q~

is replaced by the summation on calorimeter modules with well defined

angles e and ¢. This is why it is essential to have a fine grained

calorimeter; the planarity calculated from modules should represents

the real planarity accurately. The planarity computed as such might

be subject to distortions since the charged particles are bent passing

through the magnet and due to the rescattering of particles with the

materials between the target and the calorimeter. Lopez[ref.1-8]

found the distortion of planarity due to the rescattering negligible

for limited aperture trigger events and Holmes[ref.1-9] I among other

detailed discussions on the planarity, concluded that the effect due

to magnet bending of charged particles is negligible.

Now we present some results on general 90° event structures from

the database used in this thesis. First we show, in fig.4-2, the

planarity distribution for three E
t

ranges(l-8, 8-16 and 16-20 GeV)

and the average planarity as a function of E
t

; events are not jet-like

even at the highest available Et, and the planarity decreases as E
t

increase, at least up to 20 GeV. Note that the average planarity <P>

= 0.42 for GLOBAL events at high E
t

.

In fig.4-3, total multiplicity flow in 68.3 mrad is shown along

with ISAJET predictions as a curve. A good agreement at low Et is

noted, which is expected from the benchmark results in Chapter 3, and

a strong disagreement is seen from at medium Et , Note that the total

multiplicity flow does not increase with Et indefinitely; it is

...

...

...
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saturated at E ~ 13 GeV(~ }S/2) and it decreases afterward. Also
t

shown, in the same figure, is the total multiplicity in 45° CM cone;

it is not much dependent on E , which implies that the total charged
t

multiplicity of the beam jet is not so sensitive to the beam energy

leftover in the hard scattering. Although not shown, the same

distributions for high planarity(P >0.7) events are no different

within the error bars.

As an independent check that the saturation or decrease of the

total multiplicity flow in the forward geometry is not caused by track

inefficiency, the mean PT«PT» of single particles in the calorimeter

region(45°<8
CM

<900) are shown in fig.4-4. Note that E
t

is measured by

the calorimeter and PT is a measurement of the spectrometer. The

average PT is observed to rise steadily as E
t

increases validating the

measurement of charged particles. In the same figure, also shown are

the multiplicity and L P
t

of charged particles in the calorimeter

region. The ratio of P
t

sum of charged particles in the calorimeter

to Et is about 1/4 at high E , as expected, and is large at low E .
t t

The high Et behavior of the ratio is easy to understand; a large

multiplicity of an event is shared among charged and neutral particles

more or less equally and only half of charged particle contribution to

P
t

sum is used to calculate the ratio, hence 1/4. Other detailed 90°

event structures, for example, do/dE t are scattered in previous E557

publications[ref.l-17] and two Ph.D. dissertations[ref.l.8 and 1.9].
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4.2 Charge and Charged Energy Flow in the Forward Geometry

In this section we present charge and charged energy flow in the

forward geometry for INTERACTING BEAM and GLOBAL trigger data. Charge

structure of high Et event is of general interest, but for studies of

the beam jet structure, the charged energy flow is important; the

initial spectator parton configuration in a pp-collision is

characterized by positive charge and would, on the average, first

fragment into a leading hadron with substantial fraction of energy and

with substantial retention of the charge. Furthermore, charge flow in

the forward geometry might be affected by more detailed aspects of

event structure; for example, slow wide angle fragmentation products

might distort the charge structure but their effects on charged energy

flow are presumably minimal.

Multiplicity and charged energy flow are presented below in

angular regions and cones as depicted in Sec.2.3. Also presented are

the fractions of each flows carried by positive and negative charges.

The event acceptance couples with beam jet structure, i.e., 500 GeV

laboratory energy sum cut depends on charged particles energy in the

forward geometry, which renders it impractical and perhaps even wrong

to make direct correction of the data. Thus, data is often presented

along with two ISAJET predictions: perturbed and pure ISAJET

distributions(see Sec.3.S).

...
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4.2.1 Multiplicity Flow

From kinematics, we expect charged energy flow in the forward

geometry to decrease as E
t

increases, and the multiplicity flow is

also expected to be so if the spillover of 90° jet to the forward

geometry is small. In fig.4-5, we present multiplicity flow in three

angular regions. In INNER-REGION, a good agreement at lower Et is

seen as expected from earlier benchmarking of data using ISAJET

MINBIAS mechanism, but at higher E
t

data distribution is lower than

ISAJET's whereas in other regions the opposite is true including the

forward hemisphere(see fig.4.3). The smaller data distribution at

high Et is due to, neither the smaller total charged multiplicity of

data than that of ISAJET nor the acceptance effect. Since lab polar

angle is defined approximately as 8 = P IP and since the P
t

spectrum
t z

is the same for data and ISAJET(see Sec.3.2), the multiplicity flow in

INNER-REGION implies softer beam fragmentation(low p so large 8) ofz

data than ISAJET. In MIDDLE-REGION, at high E
t

, data rapidly falls

off, which is due to the beam fragmentation at large angles, probably

including the leading particle. In OUTER-REGION, where the effect of

leading particles of both 90° jet and the beam remnant disappears, we

observe steady rise of multiplicity flow up to E
t

Z 13 GeV, which is

due to spillover of 90° jet particles into forward geometry. ISAJET

predicts differently; multiplicity flow increases as E
t

but soon

saturated at E
t

Z 8 GeV and this is due to small 90° jet contribution

to multiplicity flow in the forward geometry although the converse

(beam contribution to the calorimeter) is not true.
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In fig.4-6, we present the multiplicity flow in 3 angular cones.

In MIDDLE-CONE, where the effect of 90 0 jet should be small and its

angle 22.5 0 in CM should be large enough to accommodate the leading

particles, the multiplicity at high E
t

is about 1. In OUTER-CONE, we

note that the number of charged particles is only very mildly

dependent on CM energy of the beam remnant(from 13 to 3 GeV). It

would mean that large fractional amount of spectator parton energy is

used up to fragment leading hadrons.

More detail of multiplicity flow is investigated through the

charge composition. We present the ratio ~ (~ ) of positive(negative)
p n

multiplicity flow to the total multiplicity flow in fig.4-7(fig.4-8).

In INNER-CONE, at low Et where the total multiplicity is about 1, ~p

is about 2/3, and this is only a reminiscence of average charge of the

spectator. In MIDDLE-CONE, at high E
t

limit where the total

multiplicity is close to 1, however, ~ is approaching 1/2; ISAJET
p

predicts 2/3 and such a strong charge retention property is not

respected by data.

For further information we provide, without any discussion which

is redundant at this moment, duplicates of figs.4-5 and 4-6, through

figs.4-9 through 4-12, for positive and negative particles separately.

4.2.2 Charged Energy Flow

We present in fig.4-l3 the energy flow of charged particles in

the forward geometry. We note that the energy flow in INNER-REGION

...
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rapidly decreases as E
t

both for data and ISAJET but data distribution

is much less than that of ISAJET. We also note a large acceptance

modification of ISAJET curve due to the perturbation and cuts.

Nevertheless, a good agreement between data and corrected ISAJET is

seen at low E
t

as expected from earlier benchmark results. Since the

average energy per particle is smaller for data than ISAJET, we find

the beam fragmentation of data is softer than that of ISAJET. In next

angular region, MIDDLE-REGION, data displays more rapid falloff at

high E
t

than ISAJET prediction although the agreement at low Et seems

reasonable. In the largest angular region, OUTER-REGION, the charged

energy flow is similar to multiplicity flow.

As in previous subsection, we look into charged energy flow in

MIDDLE and OUTER-CONE in fig.4-l4. In MIDDLE-CONE, all we see is just

a very soft beam fragmentation of data except at low E
t

: better

agreement in this angular cone than INNER-CONE dues to kinematics. In

OUTER-CONE, energy flow decreases linearly as E
t

increases and should

be independent of the event structure for any reasonable model; the

energy conservation law dictates this distribution.

As before, we look into the charge composition via the ratio

~ (~ ) of positive(negative) charged energy flow to the total chargedp n

energy flow; figs.4-15 and 4-16 show 6 and 6 ,respectively. In
p n

INNER-CONE, at low E
t

where the leading particle effect is strong,

most of energy is carried by positive charge. At high E
t

, however,

the effect of positive leading particle disappears in contrast to

ISAJET prediction. For other angular regions, the vestige of positive
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charge is not present; the fraction slightly higher than 1/2 is

similar to charge fraction so the leading particle is not present

there.

As at the end of previous subsection, for further information, we

provide the duplicates of figs.4-13 and 4-14, without any discussion,

through figs.4-17 through 4-20, for positive and negative charge

particles separately.

4.3 Beam Jet Scaling

In previous section, it was shown that the beam jet(or spectator

fragmentation) is very soft, particularly in 8.5 0 CM cone, compared to

the ISAJET predictions. Studies of the charge composition, i.e., 6
p

and 6
n

at high E
t

revealed that the prediction of ISAJET is wrong both

quantitatively and qualitatively. We stress that the excessively soft

beam fragmentation is a problem of ISAJET due to MINBIAS mechanism but

not to TWOJET which controls 90 0 jets. Since MINBIAS does not have a

direct basis in QCD in general and, lacks a clear picture of the

evolution of the beam remnants, the beam jet scaling study should be

interesting in this regard.

One established aspect of the beam jet structure is its scaling

property of the beam fragmentation, first hinted by BFS collaboration

[ref.4-1] at CERN-ISR and later actually measured by E260[ref.4-2] at

Fermilab. The physical implication of result from E260 was in fact

implemented in the ISAJET mechanisms for the generation of the leading

...
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particles of the beam fragmentation. However, the above experiments

triggered on a high PT single particle(BFS) and on a single arm

calorimeter(E260) whose phase space coverage were much smaller than

the present experiment. Furthermore, E260 found that the SINGLE

PARTICLE triggered cross section was much smaller than the GLOBAL

triggered cross section. Hence, the result of E260 does not

necessarily represent the majority of high E
t

pp-collisions and the

beam jet scaling needs be confirmed for GLOBAL triggered events.

Because the experimental setup of E260 is more similar to the present

one than that of BFS is, we compare to the E260 result. The results

of E260 were obtained at jS = 19.4 GeV which is substantially lower

than 27.4 GeV of the present experiment; however, the beam jet

scaling, if indeed universal, should be better seen at higher

energies.

E260 studied the single particle distribution function f(x
F

)

-1 r:: . jet
xFo do/dx F , where xF=2pz/~s, for several trlgger P

T
ranges and for

different incident beams, and ° is the inclusive cross section for

single particles. But there is a physically more reasonable choice of

variables for the beam jet scaling property; the scaled x =2p /(jS.o z

op{et) were also used by E260, which is, for a suitable choice of 0,

the fraction of beam energy shared by a single particle. However, the

parameter 0 reflects the uncertainly in the total beam energy or,

equivalently, the uncertainty in the Et in 90° region due to the

partial azimuthal coverage of E260 calorimeter.
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Nevertheless, for a=1.8±0.2, it was found that the function f(x )
or

does scale, for positive and negative particles separately, and for n

+
and n beams(not presented in ref.4-2) as well as for proton beam as

shown in fig.4-21. The physical interpretation of the f(x ) scaling,
a

as reported by E260, is the universal fragmentation function similar

to that for a single quark, confirming a 4-jet structure of the

"single particle" triggered events.

We present the same kind of analysis as E260, but, this time, the

uncertainty in beam jet energy, which was present as a parameter or in

E260 result, does not exist due to the complete azimuthal coverage of

the E557 calorimeter. The uncertainty in the polar angle coverage of

*the calorimeter(45°~ e ~125°), although perhaps not negligible, should

not be give rise too much ambiguity in the beam jet energy. Thus, we

choose, without any fudge factor, the beam jet scaling variable as x'=

2Pz/(J5-Et). Note that x' involves only eM quantities. Among them J5

and E are invariant, and p is obtained by transforming lab 4-vectors
t z

assuming pion mass. As explained in Sec.3.4, the error of Pz due to

the wrong assignment of mass is small for particles in the kinematic

region of interest (x'> 0.2) and generally the error becomes small for

high E
t

events. Also note that the perfect choice of x' would be x'

2p /(jS-E ), where E is the eM energy sum of particles in the 90 0

z c c

region: However, as is shown below, the approximate scaling property

of f(x') for negative particles suggests that the uncertainty, due to

the definition of x' and other small errors of eM quantities, of the

beam energy is small.
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This study of the beam fragmentation is augmented by comparison

to known quark and diquark fragmentation functions obtained by v(~)p

charged current interactions[ref.4-3] in which only pions are measured

with well defined currents. The fragmentation functions of diquark

into proton should not matter for our study since we consider negative

particles more closely. Besides, net charge and net charged energy

flow(Sec.4.4] reveal that protons in high E
t

pp-collisions are

scattered at large angles. Thus from results of Sec.4.2 and Sec.4.4,

we expect the proton contribution to leading beam fragmentation is

not large.

In fig.4-22, we show the distribution f(x') = x'o-ldo/dx', for

negative charged particles, and for nine E
t

ranges; the beam jet

scaling is evident within errors. The same curve on each figure is an

invariant distribution given by A(l-xF)n as predicted by the dimen

sional counting rule for quark and diquark fragmentation. The

+numerical value of n is given by 1.43 from the fitting of u ~ ~

fragmentation(n = 1.49 for d ~ ~-, ref.4-3), and A is set to 0.233.

Similar fragmentation function f(x') is presented, in fig.4-23, for

positive charged particles; the scaling is observed to be violated,

but as we go to higher E
t

ranges, f(x') scales. The same curve shown

in each figure is of the same functional form except that A is doubled

for obvious reasons(see below), i.e., n=1.43 and A=0.466.

To compare slopes, we fit f(x') to an exponential function Be-~x'

for x'> 0.2, and for each E
t

range. The result of the fit is shown in

fig.4-24 for exponents at each Et bins. Perhaps except for the first



Et bin, the exponent for negative charge is nearly constant or the

scaling is very mildly violated or only slight modification of x' is

required to restore better beam jet scaling(see above). For positive

charges, the exponent decreases rather fast with E
t

and reaches a

constant value around 4 at higher E
t

. For comparison, an exponential

fit to the E260 forward jet fragmentation function gives a slope of

3.7±0.2, which is close to the values obtained here above E
t

= 8 GeV.

The fitted value B is 1±O.5 for each E
t

ranges, both for negative and

positive charges, and at higher E
t

, B is close to 1 for both charges.
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The beam jet structure approached in this direction questions the

applicability of the universality of single quark(or diquark treated

as a single entity) fragmentation to GLOBAL triggered high E
t

events

and this has to be considered in conjunction with the soft fragment-

at ion of beam jet. Should the universality be valid to GLOBAL

triggered high E
t

events and soft fragmentation be preserved, the beam

energy must be greatly reduced at high E
t

, and as a result, the

scaling must be violated for negative charges at a comparable rate as

positive charges, which we just don't see. Thus we rule out the

possibility of the beam jet scaling violation of positive particles by

the soft fragmentation mechanism alone.

To contrast the scaling of beam jet fragmentation for negative

charge and its violation for positive charge, we present the fragment-

ation functions f (x') for positive charges and f (x') for negative
+ -

...

charges together in fig.4-25. At low E , the difference between
t

f+(x') and f_(x') is large at large x' but the difference diminishes
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at high E
t

. To quantify the difference, we show, in fig.4-26, the

ratio function R(x') = f+(x')/f_(x') = (da/dx~)/(da/dx~). Curves in

each figure are ISAJET predictions. Note that, at high Et , the curves

are not shown for the entire x' range since at large x', although very

large, the error bars are too big, which is due to the ISAJET

prediction of too few negative particles at large x'; reasonable

agreement between data and ISAJET prediction is seen at low Et but not

at high E
t

. The ratio function is around 2 at high Et and large x',

which is exactly the ratio of the number of u-quark to the number of

d-quark in proton. As a summary of previous figure, in fig.4-27, we

present the ratio of the average of f+(x') to that of f_(x') for large

x'; we denote it as <R(x'»(= ff+(X')dX' / ff_(X')dX" the range of

integration is 0.5 to 1.0). Note that <R(x'» rapidly decreases as E
t

increases and becomes a constant. The average of <R(x'» for E
t

range

8 to 20 GeV is 1.73±0.15.

For the interpretation of the ratio functions, we use relations

among known fragmentation functions of quark and diquark[ref.4-3] at

large x'(> 0.5) and they are:

D( +) O( -) D( d ~+) ( -)uu ~ 11" » uu ~ 11" , U ~" »0 ud ~ 11"

D(u ~ 11"+) » O(uu ~ 11"+), D(d ~ 11"-) » D(ud ~ 11"-)

From these relations, we note that no parton configuration, except a

single d-quark, cannot be fragmented into 11" at large X'. To put it
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more quantitatively, at large x', for the beam remnants of u-quark, d

quark, diquarks and gluon, <R(x'» would be large(~ 6), 0, large and

1, respectively. The high E
t

observations, of the scaling property of

f(x') and of the numerical value of <R(x'» at 1.73±0.lS, constitute a

direct evidence of the existence(and dominance) of single quark nature

of the beam remnant in high E
t

pp-collision.

As a summary, we have studied a leading particle effect in the

beam jet fragmentation only to find that the leading particle effect

is not present. At high E
t

and at large x', f+(x') and f_(x') look

much the same, except the magnitude, which is obviously due to the

relative population of u-quark to d-quark in the beam remnant. An

evidence of single quark nature of the beam remnant in high E
t

pp

collision is obtained through R(x'). At high Et, a single 2 ~ 2

subprocess, which assures a diquark beam remnant, alone cannot explain

the data.

4.4 Net Charge and Net Charged Energy Flow in Forward Geometry

Previously, we found the disappearance from the beam remnants of

leading particles which are presumably mostly protons. For pp-system,

the net charge of forward hemisphere is +1 on the average and often

the secondary proton is responsible for the unit net charge. Such

proton is, for low E
t

events, often the leading particle in the beam

fragmentation and even for high E
t

events the existence of proton is

substantial from baryon number conservation. Since we don't use

particle identity in this analysis, we study proton behavior through
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the net charge, even though the effect is diluted if strong at all.

As in Sec.4.2, we study the net charge flow first followed by the net

charged energy flow.

4.4.1 Net Charge Flow

In this subsection we present the net charge flow d<Q>/d8 in

entire forward geometry, as a function of laboratory polar angle e,

for ten fixed E
t

ranges. The net charge flow is also provided as a

function of E
t

for fixed angular regions and cones. The integrated

net charges over forward angular regions also illuminate the behavior

of proton in the beam jet fragmentation in terms of Et .

Shown in fig.4-28 is the net charge distribution d<Q>/de for ten

E
t

ranges. The integrated value over 68.3 mrad was shown as <Q> plot

in chapter 3. At low Et , a strong leading particle effect is noticed

as a bump within about 5 mrad, which corresponds to 8.5 0 in eM. Some

discrepancy between data and ISAJET in the lowest E
t

range should not

worry us. The net charge is obtained by subtracting a large(compared

to net charge) number from another large number and ISAJET prediction

in that E
t

range turned out to be !",ither poor as far as the net charge

is concerned; the discrepancy is not due to the leading particle but

is caused by slightly fewer production of slow(p < 30 GeV) negativez

particles. The agreement between data and ISAJET is reasonably good

at low E
t

as benchmark results should assure it. But even in the

medium E
t

range, the agreement begins to break down, and at Et ~ 10

GeV the net charge almost thoroughly spreads out itself over entire
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forward geometry. This phenomenon should be noticed in conjunction

with the study of the E
t

scaling of beam fragmentation in previous

section since for a single quark fragmentation the charge is not

retained except for leading pions(ref.4-4].

The behavior of the net charge in E is best seen when it is
t

integrated for fixed angular regions and cones, as can be seen in the

following. In fig.4-29, the net charge flows in the forward angular

regions are shown. Immediately noticed is the rapid vanishing of the

net charge, of which substantial fraction is due to proton, in the two

narrow angular regions, as E increases. Comparing with ISAJET
t

predictions superimposed as curves, we note reasonable agreements at

low Et and strong disagreement otherwise; at high E
t

, not only the

magnitude(INNER-REGION) but the tendency(MIDDLE-REGION) disagree.

Only in OUTER-REGION, the pure fragmentation region, the agreement is

good. The net charges in angular cones are also given in fig.4-30.

In all CONEs, the net charge flows are rapidly decreasing functions of

E , and in 22.5° CM MIDDLE-CONE the trace of net charge is very small.
t

Even 45° CM OUTER-CONE is not large enough to accommodate all the net

charge, particularly at high E
t

. Overall, data shows that the net

charge is thoroughly spread and the disagreement between data and

ISAJET is strong.

4.4.2 Net Charged Energy Flow

We show in fig.4-31 the net charged energy flow, d«p"Q»/d8

distribution, where p is the lab longitudinal momentum. The behaviors
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of data and ISAJET are similar to those of corresponding d<Q>/d8 but

the disagreement is worse here. We expect that since as Et increases

the average momentum of positive charged particle of data is smaller

than that of ISAJET. At Et~14 GeV, complete disappearance of net

charged energy is observed for data while a persistent effect of

positive leading particle in beam jet is seen in ISAJET all the way to

the highest available E
t

. Reminding ourselves of the total multiplic

ity about 4 in 45° CM OUTER-CONE, we suspect the vanishing net charged

energy is not due to extremely soft beam jet fragmentation since, if

so, we expect unexpectedly large multiplicity, which we don't

see[Sec.4.2] .

In fig.4-32, we present the net charged energy in the forward

angular regions. In INNER-REGION the net charged energy flow shows,

compared to the net charge flow, even more rapid falloff as E
t

increases so that at E about 10 GeV, the net charged energy is
t

practically vanishing; the same is true for MIDDLE-REGION. In OUTER-

REGION, the net charged energy is essentially constant over the entire

Et ranges reflecting this region as the pure fragmentation region free

of leading particle effect.

Similarly in fig.4-33, the net charged energy in forward angular

cones are shown. In MIDDLE-CONE, where the positive leading particle

effect should manifest itself, such effect is small even at low Et and

virtually vanishes at about 10 GeV of E
t

, in contrast to the ISAJET

prediction. Similar result is found for 45° CM OUTER-CONE; the net

charged energy decreases fast at low E
t

and is stablized at higher Et
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only to falloff slowly. It is worth noting that all for three cones,

ISAJET prediction can be approximately fit to straight lines whereas

data shows, unlike the net charge flow, kink-like distributions around

10 GeV of Et . This is due to similar kink-like shape of positive

charged energy flow distribution, and the negative charged energy flow

does not show any sign of abrupt change.

4.5 Correlations between Beam Jet and 90 0 Jet; Comparison to Hard

Scattering Model

In last three sections, we studied various aspects of the beam

jet structure; we found the excessively soft beam jet fragmentation,

the violation of beam jet scaling for positive particles and the

disappearance of the leading proton effect in the beam jet core. At

high Et , nearly all predictions of ISAJET are qualitatively incorrect.

Yet, ISAJET is not an unreasonable model, particularly at very high

energies where life becomes simple, and at jS = 27.4 GeV it is

supposed to describe a class of hadronic collisions well, namely, the

small calorimeter triggered events. Thus, we select high planarity

(P > 0.7) events in which enhanced hard scattering effects are to be

seen and compare their beam jet structures with ISAJET predictions.

For ISAJET, however, we don't select high planarity events since the

planarity dependence of ISAJET beam jet structure is a result of

fluctuation and kinematics[Appendix C]; otherwise such a dependence is

not expected for ISAJET fragments beam jet and 90 0 jet independently.
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Even without regard to the predictions of ISAJET, the correlation

between 90° jet and the beam jet is an interesting topic per se. Such

possible correlations might imply nontrivial structure[see Chapter 5]

of proton other than the structure function. In the following, we'll

repeat the analyses done previously and compare the high planarity

data with the low planarity data, and with the ISAJET predictions. In

Sec.4.5.l, the multiplicity and the energy of charged particles are

presented for low planarity(LP, P < 0.7) and high planarity(HP)

events. The beam jet scaling of low and high planarity events are

shown in Sec.4.5.2. Finally, in Sec.4.5.3, the net charge and net

charged energy is discussed.

4.5.1 Multiplicity and Charged Energy Flow in Forward Geometry

We present the multiplicity flow in fig.4-34. In all CONEs, for

data, the difference between LP and HP is not significant, and the

charge flow in DeTER-CONE indicates that the effect of 90° jet

spillover on beam jet structure is same for LP and HP events. Also

shown are, in figs.4-35 and 4-36, the positive and negative charge

flows in angular cones. We note a systematic positive charge flow

excess, though not significant, of HP events at high E but no such a
t

systematics is seen for negative charges. We also note that ISAJET

does not reproduce multiplicities of HP GLOBAL triggered data.

We present the energy flow of charged particles in fig.4-37. In

INNER-CONE, we note HP energy flow excess for data and the HP energy

flow is closer to ISAJET prediction than the LP's does for a wide
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range of Et , A preliminary result of Fermilab experiment E557/672

confirms strong beam jet activity associated with high Et jetty

events[ref.4-5]. In E557/E672, the forward geometry is completely

covered with new calorimeters so the total energy of forward particles

are measured and, consequently, their result is more definite than the

present one. This effect is due to the HP test selecting 90° jet

fragmentation which is more jet-like in ¢ and therefore more jet-like

in 8. Such a tendency for data to show more evidence for a harder

beam jet fragmentation of HP events than that of LP events, signals a

beam jet structure for HP events. For more detail we present, in

figs.4-38, the positive charged energy flow in three forward angular

cones and, in fig.4-39, the negative charged energy flow. We find

that the observed HP energy flow excess is due to the positive charged

particles.

4.5.2 Beam Jet Scaling

In previous subsection, we found the energy flow excess, although

not strong, of HP events and we showed that the excess is mostly due

to positive particles, indicating possible recovery of the beam jet

scaling which is violated for positive particles. Since the energy

flow in INNER-REGION, even for the HP events, is much less than the

ISAJET predictions, we don't expect a complete recovery of beam jet

scaling. Still, it is worthwhile to check the degree of possible

recovery of the beam jet scaling for HP events.

...

...
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1 da
We present the beam fragmentation function f(x) - x ~ dx for nine

E
t

ranges, where x - 2p /(jS-E ) with p the CM longitudinal momentum.z t z

In figs.4-40 and 4-41, we show f(x) and f(x) for positive and negative

particles, respectively. For negative particles, the same beam jet

scaling is observed. Insufficient statistics does not allow us a

conclusion, favoring or disfavoring, of a systematic recovery of the

beam jet scaling but it is suggestive that small deviation of f(x) for

HP positive charged particles towards the partial recovery is

possible.

4.5.3 Net Charge and Net Charged Energy Flow

Previously, for HP positive charged particles, we observed

suggestive results that the HP energy flow and a partial recovery of

the HP beam jet scaling. We assume that the excess is mainly due to

proton assuming it a leading particle. We attempt to confirm it

through the net charge and net charged energy flows. Unfortunately,

this time, d<Q>/d8 and d<poQ>/d8 distribution suffer from poor

statistics. Thus we present integrated distributions, namely, <Q> in

three angular cones and <poQ> in 45° CM OUTER-CONE.

<Q> distributions in three angular cones are shown in fig.4-42 as

functions of Et along with ISAJET predictions, and for three planarity

slices: low(P<O.5), medium(O.5<P<O.7) and high(P>O.7) planarities.

For all three angular cones, the planarity dependence of <Q> is not

significant and even high planarity <Q> is substantially smaller than

ISAJET prediction.
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In fig.4-43, we show, for nine E
t

ranges, the net charged energy

flow in OUTER-CONE as a function of planarity. This angular region is

selected since it would accommodate most of the beam jet fragmentation

yet the contributions of 90 0 jet spillover into this region cancel

among themselves. Though the planarity effect on the charged energy

flow is small because of the energy conservation law, the net charged

energy rather strongly depends on planarity. This observation is in

accordance with a previous results on harder beam fragmentation of HP

events.

Summarizing this section, we note the following characteristics

of HP events compared to LP events: energy flow excess in 8.5 0 angular

cone, or harder beam fragmentation mainly due to positive charged

particles: no difference in both positive and negative charged

multiplicity. Finally we note the net charged energy flow excess of

high planarity events.

...

...

...

...

...
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Fig.4-l:

An illustrative E map on the calorimeter face. Note that
the positions of the particles on the calorimeter(the tips
of dotted arrows) do not represent P

T
vectors(the tips of

solid arrows).
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Fig.4-8:

Fraction of negative multiplicity flow in INNER-REGION
(fig.A), MIDDLE-REGION(B) and OUTER-REGION(C). Dots and
curves are data and perturbed ISAJET prediction,
respectively.
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Beam Jet Fragmentation function. Report from Fermilab
experiment E260(source ref.4-2).



133

2-41-2

-1
10

~
'0- 2

6-8

°l=< •
~~ •

~I 0
-1

10

~ ~'0- 2

• ~ , [,t:• L • •
- i
~~

I
~." ~.)

ttlt - ~r- ,~~
f- r •t I I

-?'e 0-

J. ).4 C.8 O. ;>4 03 O. ::1.4 0.8

X - 2Pz/</S-Et )-

Fig.4-22:

Beam jet fragmentation functions for negative charges for
nine E ranges 1-2, 2-4, 4-6, 6-8, 8-10, 10-12, 12-14,
14-16 ~nd 16-18 GeV.
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Beam jet fragmentation functions for pos~t~ve charges for
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14-16 and 16-18 GeV.
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Beam jet fragmentation functions both for positive(full
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Net charge distribution d<Q>/d8 for ten Et ranges: 1-2,
2-4, 4-6, 6-8, 8-10, 10-12, 12-14, 14-16, 16-18 and 18-20
GeV. Data(circ1es) and ISAJET predictions(curves) are
shown.
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Fig.4-29:

Net ~harge flow in three angular regions, INNER-REGION(A),
MIDDLE-REGION(B) and OUTER-REGION(C). Dots and curves are
data and perturbed ISAJET predictions, respectively.
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Nee charge flow in ehree angular cones, INNER-CONE(A) ,
MIDDLE-CONE(B) and OUTER-CONE(C). Docs and curves are daea
and pereurbed ISAJET prediction, respectively.
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Net Energy Flow
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Fig.4-32:

Net charged energy flow in three angular regions, INNER
REGION(A), MIDDLE-REGION(B) and OUTER-REGION(C).
Dots(curves) are data(perturbed ISAJET predictions).
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Positive energy flow in three angular cones for high
planarity events(dots) and low planarity events(curves).



10

oo. 5. 10. 15. 20.
Et(GeV)

oo. 5. , O.

B

15. 20,
Et(GeV)

150

.---100
>
tJ

t.:l
'; 80
o

lJ..

~ 60 ......._-z
l
V
c::
w 40

20

c

o
O.

Fig.4-39:

5. 10. 15. 20.

Et(GeV)

Negative energy flow in three angular cones for high
planarity events(dots) and low planarity events(curves).



151

4-62-4Et - 1-2 GeV

10-2

.gl~
10-12

r-fl b -I
10

><
'0- 2

14-16

t t
-I

10
I I

10- 2
'). 0.4 0.8 O. 0.4 0.8 O. :J.~ C.8

X 2P
Z
/(/S-Et )

Fig.4-40:

Beam jet fragmentation function for positive particles of
high planarity(dots) and low planarity events(curves) , for
nine Et ranges.



152

10-2

8-9 8-10 10-12

.gl~ •,~I b 10- 1

~
10-2

12-14 14-16 16-18

10- 1 ~
10- 2 I

O. 0.4 c.e o. 0.4 0.8 O. 0.4 0.8

X - 2P
Z
/{/S-Et )-

Fig.4-41:

Beam jet fragmentation function for negative particles of
high planarity(dots) and low planarity events(curves). for
nine E

t
ranges.



153

205 10 15
Et (GeV)

(a) • 0.7<P< 1.0
e:. 0.5 < P < 0.7
00.0< P< 0.5

( b)

(c )

1.2 ...---------------,

1.0
"'"
~ 0.8

~ 0.6

~ 0.4

8 0.2

0.0
1.2 f---.l.....-----l---L.---1._-l...--!.._...l....----1

"'" 1.0-~ 0.8

NO.6
C\J
-- 0.4
o....." 0.2

0.0
1. 2 I----'---I...--l...------l._...l...------L_..l...-~

1.0
"'"0- 0.8
LO
¢ 0.6

0 0 .4

...." 0.2

0.0

- 0.2 '----J....--L....---I....-----L_.....L.-.-l.._..l...---.J

a

Fig.4-42:

<Q> distribution in three angular cones, for three
planarity slices.



Net Charged Energy Flow In 45° eM Cone

,-,. 120 r"'. 120 ,-,. 100
> > >
4) ell al

S 100 f- ~100 I- ()
80 I-......."

1\
~

A A
0 80 f- r +

+ a 80 f- • a
f" " • " 60 I-

~0.. , a. + a. , ,v 60 f- V 60 I-t • v
40 1-,

40 f- 40 I-

20 20 I- 20 l-f-
0 I I I I 0 I I I I 0 I I I I

O. 0.4 0.8 O. 0.4 0.8 O. 0.4 0.8

80 60 60,-,. r"'. ,-,.
> > >
4) 70 f- <l) Q)
() (j 50 I- () 50

1
......."

60 "-" ......."

A f- A Aa 50

f

a 40 f-

j
a 40

" f- "
t j "0..

f-t T T T
a. a.

jV 40 V 30

:1 f
v 3D

3D f- t r20 20
20 f-

10 10 f- 10-
0 I I I I 0 I I I I

0
O. 0.4 0.8 O. 0.4 0.8 O. 0.4 0.8

..---. 60 r"'. 60 >' 60
> >
V ell Q)
() 50 f- 0 SO f- () 50 I-
'--/ '-'" ......."

1\ A Aa 40 f- a 40 I- a 40 I-

" • "

j
0.. a.

1
a.

v 3D f-

!
v 30 f- V 3D f-

20 f-
T

20 f- + 20 f-

+ t t10 f- r + 1-+ + 10 1-1 t10 +
o I I I I 0 I I I I o I I I I

O. 0.4 0.8 O. 0.4 0.8 o. 0.4 0.8
Planarity Planarity Plananty

Fig.4-43:

<poQ> distribution as functions of planarity in nine Et
ranges.

154



155

CHAPTER V - DISCUSSIONS

In this analysis, we studied aspects of beam jet structures in

pp-collisions at jS = 27.4 GeV. By scanning Et from 1 to 20 GeV we

studied both soft and hard collisions. As a summary of major results

of this analysis, we address the following set of questions, which can

be seen to be different faces of "one thing~ and so are to be solved

all together by a single stroke; they are:

Q.l) Why is the beam jet at high E excessively soft?
t

Q.2) wny does the E
t

scaling of beam jet fragmentation hold

for negative charged particles, but not for positive

ones? IJhy is the ratio of beam fragmentation functions

f+(x')/f.(x') constant at high Et and large x'?

Q.3) wny is the net charge <Q> in 22.5° and 45° reduced to

values well below those expected from 4-jet model?

Where has gone the leading proton effect at high E
t

?

Or, is the proton in high E
t

pp-collision a leading

particle at all?

Q.4) Why is the cross section do/dE
t

at high E
t

large

compared to that calculated from well established

pieces of physics, i.e., structure functions and

perturbative QeD?

Q.S) Why do events at high E
t

not have clear jet structure

at 90°, i.e .. why are events not planar?
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Q.6) What is the origin of the correlation between 90° jet

properties and the beam jet structures, i.e., for high

planarity events, the beam jet fragmentation is harder

and the net charged energy flow in the beam fragment

ation is larger.

The beam jet structures were closely examined through comparisons

with predictions of ISAJET model. Briefly, the ISAJET mechanism

is a 4-jet picture, based on a single 2 ~ 2 subprocess; it is grossly

inadequate in describing the majority of events in high E
t

pp

collisions. It should be stressed that the already known problems of

ISAJET, namely, the small cross section da/dE
t

at high Et and the

incorrect planarity distribution, stem from 90 0 event structures,

which are not directly relevant to the beam jet structure. Small

perturbations of the model may not be able to change the present

beam jet description drastically. And perhaps a dramatic change is

not even desirable, since the beam jet fragmentation is confirmed to

reproduce data well at low E
t

. Thus, in the following we consider

more general changes.

In Sec.S.l, we discuss the past problems and their suggested

remedies. Then in Sec.S.2, we interpret the data in the light of

Section 1, followed by conclusions in Sec.S.3.

...
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5.1 Multiple 2 ~ 2 Subprocesses and Problems of 4-Jet Picture

It is well known that popular low PT soft physics models such as

ISAJET MINBIAS or longitudinal phase space(LPS) model[ref.S.l] predict

too small a cross section da/dE
t

at high E
t

. Therefore we rule out

the possibility of the extension of low PT isotropic physics to the

high E
t

regime. But we also have the NAS puzzle, that is, if we wish

to maintain a view that high Et
event is indeed a result of hard

scattering at large Q2, we find that the planarity distribution should

be jetty, i. e. , just clean 90° jets; NAS showed however in 1981 that

the data is not jetty. A temporary fixup was made by Singer et al.,

[ref.S-2] that, at jS = 27.4 GeV, high multiplicity fragmentation of

the beam and target spectator par tons would contribute a substantial

fraction of the E
t

which would also dilute the 90° jet structure. But

we don't think their argument is convincing. For instance, the

charged multiplicity does not increase indefinitely as Et increases.

We even suspect a self-contradiction in their arguments, which implies

that high E
t

is a result of both hard scattering between partons at

large x F and larger beam remnant energy so that the average planarity

decreases as E
t

increases.

The spectacular demonstration of jet dominance at high E
t

, at

CERN SppS collider[ref.5-3], is in sharp contrast to the present

results. Even at much lower energy pp-collision, we note a recent

CE~~-ISR result[ref.5-4] taken at jS = 63 GeV: for GLOBAL-like

triggered events, for E
t

> 30 GeV, jets become dominant whereas at

lower E
t

the opposite is true. An empirical analysis of this contrast
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was given[ref.5-S] based on the assumption of two hadronic scattering

mechanisms: the soft and jet mechanisms. The condition of the

dominance of jet events in the calorimeter trigger is given by this

emporical analysis to be L E
t

> l2x~y(~¢/3600) GeV. In this

estimation, however, a great deal of uncertainty was involved in both

soft contribution and jet contribution, which was based on LUND Monte

Carlo program, in[ref.5-6].

an explanation.

It is an ad hoc description rather than

Another alternative for an answer to the NA5 puzzle and to the

question in our present analysis lies in the multiple 2 ~ 2 sub

processes in a single hadron-hadron collision, with each of scattered

parton developing their own mini jets[ref.5-7]. We know that the

scattering of two large x
F

partons at large angles is rare, and we

suspect the possibility that perhaps it is rarer than the multiple

scattering of lower x
F

partons at smaller angles. Since an immediate

consequence of multiple scattering is the reduction of the number of

partons in the beam remnant, we have investigated the beam jet

structures in both soft and hard pp-collisions.

As for particular multiple scattering models, for earlier ones we

cite those of Humpert, Landshoff et al., and Paver et al. [refs.S-7 and

5-8]. 'However, for detailed studies of event structures, it would be

convenient to use a practical model coded as a Monte Carlo program.

As for such a model we notice that of Sjostrand[ref.5-9] used to

account for a recent result from UA5 collaboration[ref.5-10] at 540

GeV CE~~ SppS, on charged multiplicity distribution. Yet, it is
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uncertain whether the Sjostrand model, motivated to explain KNO

scaling violation at collider energy, is still relevant, in its

original context, at jS ~ 27.4 GeV where KNO scaling is a working

theory.

It should also be noted that in a connection with sse physics at

40 TeV, the importance of multiple 2 ~ 2 subprocesses again emerges,

in more rigorous theoretical scope known as the "small-x problem",

resulting in the jet cross section larger than the total cross section

[ref.5-ll]. However, the multiple scattering contribution to hadron

hadron collisions at 27.4 GeV seems to come from different physics,

although it is conceivable that the low energy limit of the multiple

parton scattering at SppS and sse might be low PT isotropic

scattering and solve the NAS puzzle.

5.2 Possible Model to Account for Data

We shared too many pages on generalities, and now we are ready to

answer the questions listed earlier in this chapter using a particular

model. Within the multiple parton scattering hypothesis, one assumes

that high E
t

is achieved either of by two competing processes, one by

a single scattering among large x
F

par tons and another by those of

two(or more) small x F partons, and, needless to say, at large angles.

The former should result in small aperture triggered events and the

latter would result in only GLOBAL triggered events composed of

several mini jets[Sec.l.2] whose sum of Et is nothing more than the Et

of each pair. This would explain (Q.S) listed above but (Q.4) needs



be clarified by models incorporating multiple parton scatterings;

since such models incorporate single parton scatterings as well as

multiple pairs, they would increase da/dE
t

at high E
t

.

Rephrasing (Q.l), at high E
t

the forward energy flow is dispersed

within the 45° eM forward cone since the beam remnant(a single quark

plus gluon effects) is soft, i.e., lower energy than that of the

diquark beam remnant. Another consequence, coming from the single

valence quark nature of the beam jet at high E
t

, is the possible

production of baryons at wide angle. Such baryons are often protons

and this would explain (Q.3), i.e., the leading particle net charge,

which presumably is often due to proton, is dispersed over the entire

forward hemisphere. Another consequence is the violation of the E
t

scaling of beam fragmentation for positive charged particles, which is

listed as (Q.2). At low E
t

, where single parton scattering dominates,

the beam remnant, due to its positive charge, fragments itself often

into a leading proton but not into a leading negative charged

particle. The ratio f+(x')/f_(x'), of beam fragmentation functions of

positive charged particles to that of negative ones, at high E
t

and

large x' can be interpreted as the relative ratio of single valence

quark spectators, i.e., two u-quarks to one d-quark, with each of them

fragmented with the universal fragmentation function of a single quark

of the beam jet as applies to 90° jets too.

The interpretation of data, especially of the net charge <Q> and

the ratio f (x')/f (x') at high E and large x', evidences the single+ - t

quark nature of the beam remnant, which is probably due to the

160



161

dominance of multiple 2 ~ 2 subprocesses in high Et GLOBAL events.

Such pairs of partons are randomly distributed in azimuthal angle and

should result in dominance of low planarity events. A small fraction

of high planarity events at high E
t

is due to, either constructive

multiple parton scatterings(two random pairs of partons that happen to

be aligned) or a single hard scattering. The former doesn't lead to

any distinctive beam jet structures but the latter does, i.e., the

recovery of 4-jet structure of pp-collisions. (Q.6) supports this

assertion and informs us of a rough estimation of the proportion of a

single hard scattering contribution to high planarity events. The

average spectator charge is 2/3 for a single pair of quark scattering

and is 1/3 for double pairs[ref.5-12]. Therefore there is a

distinction in the spectator charge, which should affects the net

charge <Q> and the net charged energy <poQ> as functions of the

planarity. <Q> is about 1/3 at high E
t

and <Q> might be higher for

high planarity events at the same E
t

. However, the signature is by no

means clean while <poQ> clearly shows the planarity dependence. There

are other physical quantities supporting the re-emergence of 4-jet

picture for high planarity events, such as the energy flows in 8.5 0

and 22.5 0 eM cones, which correlate jetty events with harder beam jet

fragmentation, and the partial recovery of the E
t

scaling of beam

fragmentation toward the low E
t

fragmentation for positive charged

particles. The estimation really cannot be made to any reliable

accuracy, yet the correlation is suggestive.



5.3 Conclusions

In conclusion, we observed, using charged particles, a number of

beam jet structures of soft and hard pp-collisions at jS = 27.4 GeV,

and they are: the excessively soft beam jet fragmentation: the E
t

scaling of beam fragmentation for negative particles, its violation

for positive particles, its scaling at high E for both charges, and
t

the approximately constant ratio(= 1.73±O.lS) of the beam fragment-

ation function of positive particle to that of negative particle at

high E
t

and large x': the disappearance of the leading proton effect

in the beam jet core: for high planarity events, the harder beam

fragmentation and larger net charged energy flow. From these

observations, we conclude that at high E
t

the beam remnant is

predominantly of single quark nature so that there is a breakdown of

the 4-jet structure of pp-collisions at high Et . Such a breakdown

is probably due to the dominance of multiple 2 ~ 2 subprocesses in

high E
t

pp-collisions.
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APPENDIX A - CALORIMETER CALIBRATION

The calorimeter we used is made of 288 modules which themselves

are smaller calorimeters. Longitudinally, modules are made to totally

absorb energy of particles by stopping them inside; electrons and

photons in electromagnetic(EM) modules and hadrons in a set of EM and

front hadronic(FH) modules followed by back hadron(BH) modules. But

transverse leakage of energy into nearby modules becomes problematic

when one tries to construct tracks from module responses. The design,

construction and performance of E557 calorimeter are well documented

in Rapp et al., [ref.A-l] and the parameters of the modules are listed

in Table 2-1.

When a high energy particle hits a calorimeter, the following

happens. During the degradation of energy of a particle in dense

materials(lead or iron), a shower of secondary particles is created

which in turn yield light in the scintillators, then the light signal

is transmitted through the waveshifter bars(which turn blue light into

green) to the phototubes. An ADC channel converts from the electrical

signal of a phototube to a digital reading which is proportional to

the number of secondary particles, which again is proportional to the

energy.of an incident particle.

An EM particle interacts with the material rather simply with its

shower well contained in EM modules but a hadron interacts in more

complicated ways so measurement of hadron energy is not as good as EM
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particles. The sampling calorimeter is subject to fluctuations of the

number of secondaries, which is the major source of finite resolution.

One may expect that the fractional error SE/E is proportional to lifE

from the generalities of fluctuation. So, for measurement of energy.

the calorimeter is a good device for high energy particles and a poor

one for low energy particles.

By calorimeter calibration we mean a set of two procedures known

as on- and off-line calibration. The on-line calibration consists of

preset and iteration of high voltage on phototubes(for details. see

App.S of Holmes[ref.1-9]). The off-line calibration is consists of

the following procedures: gain adjusting, and pedestal finding for

accurate computation of energy deposited in modules(for details, see

App.A of Lopez[ref.1-8] and App.C of Holmes[ref.1-9]). Two sets of

runs were devoted to the calorimeter calibration one before physics

run and other about 3 weeks later. The result of second calibration

run is summarized in Ahn[ref.A-2]. All of these are well documented

but are scattered in many places so we wish to list some of them here

for self-containedness.

A.l On-Line Calibration

Given an incident particle, which is e or ~ with known energy

E. ,at the center of a module, one should set the high voltage of
~nc

phototube to obtain a desired pulse height in terms of ADC channel

reading:
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P = g x f x E. x sine
inc

where g-400 counts/GeV, f=energy containment fraction and 8=polar

angle of the center of a module: all known or preset. Setting voltage

accordingly, one is able to extract E
t

directly from the calorimeter,

which helps fast trigger. Voltage setting is done online by PDP-ll

iteratively; initial value of high voltage is set to find the peak

pulse height for a sample of events, which in turn estimates new

voltage to be fed back for next sample until a stable voltage is

obtained. All modules are scanned by mechanical movement of

calorimeter in the beam line.

A.2 Off-Line Calibration

Off-line calibration is a procedure of obtaining accurate values

of gains and pedestals for each module. For a module, the relation

among energy Emod ' gain Gmod ' pedestal Pped and pulse height PADC is:

E = (P - P ) x G
mod ADC ped mod

with previous expression on pulse height, one may establish relations:

G - l/g • 1/sin8 and E d = f x E.mod mo inc Since an EM module responds

differently for EM particles(photon and electron) and hadrons it is

necessary to have particle identities from beam Cerenkov counter,

which was available for the first calibration run. Nevertheless, the

identification was made by the ratio of EM responses to incident

energy by exploiting the fact that electron shower is well contained
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in EM modules but hadron showers occur only partly in the EM modules.

For BH modules, the shape of dN/dE distributions was used instead,

which is superposition of two Gaussian distributions: one from

electron and the other from pion with different signals at the same

energy[ref.A-2]. However, statistics was not enough to separate two

local peaks of dN/dE so gains of first calibration were retained. For

front modules, the effect of longitudinal leakage into BH module is

corrected. Although BH modules don't have another rear calorimeter,

the longitudinal leakage was estimated to be 1.7 GeV for a 20 GeV

hadron[ref.A-3] .

The object of off-line calibration is also to estimate the effect

of transverse leakage of energy into nearby modules and fluctuation of

pedestals. The former is overcome by iterative method since gains of

all modules must be fixed at the same time since for adjacent modules

A and B one needs GB to fix GA and G
A

to fix GB. The latter is

handled by so-called "Devenski tracking"[ref.A-4]. For actual

computation of energy of modules, fluctuation of pedestal seems more

problematic than gain changes. Gains were turned out to be time

dependent and pedestals were monitored in each run. The following

describes methods of gain fixing and pedestal monitoring.

Having particles identified as electron, hadron, ambiguous, muon

or tail(the last two are not used), ADC response of a module is stored

for many particles(a particle for an event), together with those of

nearby modules within 35 em. Then a cumulative data file of ADC

responses is produced.
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For a module, the beam energy is calculated using nominal gain

calculated from calorimeter geometry, Gmod = 1/400 X l/sin8 in the

beam or in its surrounding. Otherwise for modules away from the beam,

pedestals are obtained. Calculated beam energy is forcefully made to

known value 20 GeV by changing gain only of the module in the beam.

All the modules are scanned to obtain new gains in this first

iteration.

Previous step is repeated but starting with new gains just

obtained and then repeated again until the change of gain is less than

5% for all the modules. It never took more than 5 iterations before

being stabilized. The order of adjusting gain is BH first, FH next

and EM last. The whole procedure doesn't adjust pedestals, it only

averages them for each module. f(~ E diE. ) is also obtained as a
mo inc

byproduct, which related to the transverse size of shower.

"Devenski tracking" is related to a shift in pedestal values.

Fluctuation of pedestals can be decomposed into two component:

systematic drift and random shift. It is believed that systematic

fluctuation is due to noise induced by the spark chambers which are

located just upstream of calorimeter. If so, pedestal will fluctuate

not only run by run but also event by event and modules will fluctuate

coherently. It seems random shift doesn't do serious harm for physics

analysis using calorimeter energy since random shift contribution to

total calorimeter energy and E
t

is small but systematic drift surely

does, especially, for total event Et distribution. It was estimated

that the total E
t

shift of order of few GeV when 30 modules shift by 5



channels coherently. Clearly such a potentially dangerous drift must

be corrected. Here is how. For an event, even for GLOBAL triggers,

usually more than half of the modules are neither hit by a particle

nor have leakage from nearby modules. For such modules, the response

is the pedestal itself. So when one plots a histogram of responses

for 1 event, one would see clear spike where response is the same as

pedestal which can be used as an indicator whether pedestals drift

together or not. In program, average pedestal subtracted ADC pulse

heights are histogrammed and the position of peak is the estimation of

pedestal drift. Devenski and Rapp[ref.A-5] reported that for a sample

run(RUN663) the average event by event pedestal drift is 0.75 counts

with RMS width 3.5 channels.

A.3 Results of Calibration

The results of calibration are correct gains and an understand

ing of fluctuation of pedestals. Also we checked good linearity of

module responses against incident energy, found width of response and

estimated shower size of a typical hadron(lateral/transverse) through

fraction of energy containment of a module. Pedestals and gains are

stored in "pseudodata" map to be used by TEARS for data analysis. It

was found that between the first and second calibrations, on the

average,' the gain of EM modules for electron had increased by 9.7% and

for hadrons by 14.5%, and that the gain of FH modules by 9.5%. In

physics analysis, such a change is taken into account.
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The event structures extracted from E computed with gains and
t

pedestals thusly obtained are not affected by acceptance effects;

effects of magnet and of secondary scattering on event structures are

turned out to be negligible[Chapter 2]. Even systematic shift of Et ,

which is thought to be ±5%, should not affect results of this thesis

although, it might affect, for example, cross section do/dE t due to

the rapidly falling nature of do/dE
t

,
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APPENDIX B - TRACK AND VERTEX RECONSTRUCTION

Charged tracks are reconstructed from information in and about

PWC's and spark chambers, and this consists of chamber positions along

the beam line, chamber angle and positions of charged particles within

each chambers. Tracks before the magnet are are used to determine the

vertex position. Much of the material in this appendix is provided by

H. J. Martin. I thank him for this matter.

B.l Track Reconstruction

The tracks are first reconstructed in 2-dimensional planes which

we call X-view and Y-view. With the beam direction in Z, X-view is a

discrete set of sparks(we use this generic name for any coordinate of

a track in a chamber) in the horizontal XZ-plane. Y-view is similarly

defined in the vertical plane. Thus, X- and Y-views are projections

of the 3-dimensional tracks into XZ- and YZ-planes. For 3-dimensional

reconstruction of tracks, slant chambers were used to provide sparks

in various planes(rotated by 15°. 26.6° and 45° along Z-direction)

other than XZ- and YZ-planes.

The track reconstruction begins with search of tracks in Y-view,

then X-view, followed by matching of the two views and linkage of two

X-views before and after the magnet. The Y-view (called either VIEW2

and VIEW4, identical) looks for tracks as single straight lines that

can span the entire group of chambers since the magnet bends a charged



particle trajectory in X-view only. The first X-view search is in

chambers after the magnet(VIEW1), the second before the magnet(VIEW3).

The before and after tracks are linked by comparing mid-magnet points.

The last part of the search matches the projection in the two views.

The slant chambers after the magnet control the match. Ambiguities

are much greater for slant planes in front of the magnet where the

tracks are bunched together so that slant chambers are not used there.

The search of each view proceeds in stages. After a stage is

completed, all sparks associated with track projections found in that

stage are deleted. The remaining sparks are the input data for the

next stage.

The foremost routine of the track reconstruction algorithm is

called ONEVU1[ref.B-l] and its job is to find straight line segments

from a set of spark coordinates in chambers. Let Xa~ be spark

positions in a chamber whose location along the beam line is Z , where
a

a runs over chambers and ~ runs over spark positions in chamber a.

Given a set of coordinates (X f3'Z ) in a view, ONEVUl first generates
Q Q

any possible line segments by joining any sparks of the first and last

chambers in Z. For this provisional track, other sparks in chambers

between the two end chambers are searched within a strip(= 1 cm wide,

called ROAD) covering the line segment, and ONlVUl requires a minimum

number of sparks depending on views and number of chambers. If the

ROAD test is satisfied, a fit is done and a X2 test is applied, that

is, we obtain the provisional track parameters by fitting observed

sparks to a straight line x = a + 5z, where a and 5 are found by
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minimizing X 2
- I N

l
(a + bz - x )2/02 for N chambers (with some

a a a
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possibly missing) and measurements x
a

with error 0a(=wire spacing) on

the track. If X2 is less than a preset x2 • (=3) the track is enlisted
mLn

as a candidate. When the end chamber search sparks are exhausted,

another search between next end chambers, starting with the next

inward end chambers is made in precisely the same manner. Obviously,

a true track is multiply reconstructed, and therefore identical tracks

reconstructed at different end chambers are X2 tested and only the

best X2 fit track is enlisted. Note that not all the chambers are

required to provide a spark to form a track, and better X2 is possibly

obtained with some sparks deleted from a track.

Using ONEVU1, the track reconstruction is done in the order as

listed below. Note that the vertex reconstruction was done in the

first stage data processing[Sec.2-3] and the vertex point was used as

a spark.

The Y-view

1) Look for tracks in the very forward direction. Require sparks in

PWC chambers B, C, 0 and FP(see fig.2-l). Spark chamber data are

used if present, but not required(spark chambers were inefficient

in this region and old tracks from previous events were not always

cleared). Require a minimum of five hits, including the vertex.

2) General search using all planes and with group requirements on hits

used at each station, e.g., only one of the four spark chambers in

the E station could miss. Require a minimum of nine hits.



3) Repeat stage 2, with relaxed criteria for number of required

sparks. Require six or more hits.

4) Repeat stage 3, but remove requirement of vertex point on track in

previous steps.

5) Look for track segments within spark chambers. This stage is

searching for old tracks that have not been cleared.

6) Look for wide angle tracks before the magnet.

The X-view after the magnet

1) Require hits in all PWC chambers(3 planes) D and FP. Use spark

chamber data if present but there are no requirements that it be

present. This search is similar to the first stage in the y-view

in that it only finds tracks in the forward region, where the

limits of that region are determined by the size of the FP planes.

2) General search, with requirements on minimum number of hits at each

station. Require minimum of eight hits, with no more than one miss

at each station.

3) Repeat stage 2, with reduced hit requirement. Minimum is seven

hits. No specific requirements for any station.

4) Search for track segments at each spark chamber station.

The X-view before the magnet

1) General search, with a requirement of minimum 4 hits in 5 planes.

Use X-view after the magnet to get mid-magnet points.

2) Repeat stage 1 with reduced hit requirement, i.e., 3 hits.

3) General search to see if unused mid-magnet points can be forced

onto previous tracks.
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4) Look for wide-angle, low-momentum tracks in this view.

5) Search with requirement of mid-magnet point, and without target

constraint for unused sparks.

The Track Matching

The track match is a procedure of constructing 3-dimensional

tracks after the magnet[ref.B-2]. It is the selection of meaningful

tracks out of all possible 3-D tracks constructed from pairs of VIEWl

(X-view) tracks and VIEW2(Y-view) tracks, and this is done by inspect-

ing the projection of the tracks on the slant chamber coordinate

systems, i.e., the match is done by ROAD and X2 tests(with X2 • ~ 5)
m~n

similar to the algorithm of ONEVU1. The match is also done in several

stages, i.e., ) stages with various conditions on the ROAD sizes(l, 1

and 0.5 cm) and the minimum number of hits on slant chambers(4, 2 and

2 hits).

The Track Link

The track link is a procedure of constructing trajectories of

charged particles before and after the magnet, by joining a VIEWl

track and a VIEW) track at the mid-magnet point. At the mid-magnet

point, VIEWl and VIEW3 tracks need to share the same chamber point(if

any) and this is done by looking up track data bank which is filled in

previous stages. The link is done twice; firstly for a fixed VIEW]

track all VIEWl tracks are checked and if more than one VIEWl tracks

link the present VIEW3 track, the better one, i.e., smaller x2 VIEWl

track is selected; second trial is done similarly except that VIEWl

tracks are fixed and VIEW) tracks are checked. At the end of each



link, the momentum and charge are determined from the deflection angle

and its sign, respectively.

B.2 Vertex Reconstruction

The vertex reconstruction algorithm we use has a long history too

[ref.B-3] and the current version is revised by Martin[ref.B-4]. The

track reconstruction package is used to find tracks to define the

vertex. The track reconstruction is done in several stages using

beam, VIEW2(Y) and VIEW3(X before magnet) tracks; first the beam track

is found and fitted, then scattered tracks are found and fitted. This

results in a vertex separately in VIEWl and VIEW2, which is reconciled

finally in a 3-dimensional fit. The whole procedure is repeated

twice using the only tracks that pass through each fiducial vertex

region; the first search uses the fiducial region of 2 m x 6 cm x 6 cm

around the target, and the second uses the shrunken fiducial region

which is located around the vertex found in the first search with the

size 5 times the error of the vertex coordinates. Note that it is not

necessary to match the VIEWl and VIEW2 tracks.

2
The vertex fit is done by X method. For 2-dimensional fit,

assuming K tracks emanating from a common vertex, one first construct
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2
a vertex Xg

its minimum as

L~ x~(summation on K tracks) and expand each X~ about
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where ~ and b
k

are measured intercept and slope of k-th track without

the vertex constraint, a
k

and b
k

are true intercept and slope to be

found, and the matrix Mk is the error matrix of a and b given as

-1

2
Then one minimizes X

g
by varying K+2 free parameters, which are xv'

zv(vertex positions) and b k ( a
k

is given by xv - bkzv ) , which is best

done by iteration.
2

Some tracks that give large contributions to X
g

are dropped in the process. For 3-dimensional fit[ref.B-S], the

principle is the same, but the minimization condition is nonlinear.

Nevertheless, after the linearization of the condition, by the Newton-

Raphson method, similar iteration procedure yields desired results.
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APPENDIX C - ISAJET MODEL

In this analysis we employ a Monte Carlo program that simulates

pp-collisions at 400 GeV lab energy for the following purposes: the

estimation of the detector efficiency and resulting acceptance[Ch.3] 1

the estimation of the effect(distortions) of acceptance on physics

distributions, and comparisons of data with theoretical predictions

[Ch.4]. The Monte Carlo program we use is ISAJET model written(and

continually modified) by F. Paige and S. Protopopescu[ref.C-l]; it

- + -
simulates pp(pp)-collisions, e e annihilation, Drell-Yan process and

other fundamental processes. Currently, version 5.00 is available but

ISAJET used in this analysis is version 3.25. The older version,

however, does not mean its uselessness. More recent versions usually

incorporate new physics (version 4 has some built in supersymmetry) or

new assumptions. The differences between versions can help us

differentiate the effects of new physics or new physics assumptions.

For present use, ISAJET version 3.25 is adequate. Throughout the text

ISAJET refers only version 3.25.

ISAJET is a QCD simulator of pp(pp)-collisions. There are

essentially only two components in ISAJET relevant to this analysis.

One is called "MINBIAS" which fragments only beam particles, basically

a low PT physics. The other is called "TWOJET" which hard scatters

and hadronizes partons. TWOJET mechanism in version 3.25 is simple-

minded: it has neither gluon bremstrahlung nor initial state gluon

radiation, which are presumably responsible for the softer fragment-



ations: not even the k effect is included.
T The fragmentation
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mechanisms of two components are completely different from each other,

which is undesirable from an aesthetical viewpoint. Indeed, a smooth

transition from high PT hard scattering to low PT soft physics is not

possible within ISAJET. As Sjostrand pointed out(ref.C-12], there

exist no direct link of cut Pomeron with perturbative QCD. In

applications of ISAJET, to compare with the data one has to average

the physical quantity from various sets of events by their cross

sections, one set generated by MINBIAS and the others generated by

TWOJET.

C.l MINBIAS

MINBIAS generates low PT events which comprise most of inelastic

pp-collisions. By fragmenting spectator partons, the same algorithm

also generates the beam remnants of TWOJET high PT events. The

mechanism of generating MINBIAS events involves the generation of

multiple "cut Pomerons" from a simplified version of cut Reggeon field

theory of Abramovskii et al(ref.C-2]. A leading baryon is first

generated with a flat momentum fraction X, i. ,e., dn/dX = 1, and the

remaining energy is divided among several cut Pomerons. The number of

generated cut Pomerons approximately fits a Poisson distibution with

average 1.67 at jS = 27.4 GeV. Each cut Pomeron is fragmented into

hadrons according to a modified Field-Feynman ansatz, where particles

with P > 0 and P < 0 are generated separately. Transverse momentumz z

distribution of particles is the normal soft collision distribution of
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dn/dp 2 - 1/a2 .exp(-p2/a 2) with mean transverse momentum <Pt> .35
t t

GeV/c.

The cross section given by MINBIAS is purely a function of number

of generated cut Pomerons and of)S. Charged particle multiplicities

of MINBIAS generated events approximately fit the KNO scaling[ref.C-3]

at 400 GeV as shown in fig.C-l. The cross section da/dE t , with Et in

the calorimeter, of MINBIAS events drops very steeply as Et increases,

steeper than that of TWOJET events as shown in fig.C-2. MINBIAS seems

reproduce many aspects of low PT inelastic collisions rather well.

C.2 TWOJET

TWOJET works in two steps: one is the production of high PT hard

partons and the other is fragmentation: note that the two steps are

decoupled. Such decoupling may not be aesthetically appealing but

should be working to a good accuracy at very high energies, say at

CEfu~ SppS energy, though at jS = 27.4 GeV the decoupling is, perhaps,

questionable. As a result of the decoupling, a practical disadvantage

is inevitable, that is, energy conservation in a collision is violated

and is only restored at the end of each event generation by rescaling

all the momenta of particles. This is quite a high price to pay,

since the detailed information at the parton level, namely, energies

and momenta of partons, are lost or not exact. Such an undesirable

feature is known to exist generally for any independent fragmentation

model[ref.C.8]. Models like the LUND model[ref.C-9], in which string-

like objects play the basic role, are more desirable in this respect.
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TWOJET is more realistic than MINBIAS in the sense that TWOJET

calculates the cross section of an event from elementary parton-parton

cross section(da/dt) using perturbative QCD Feynman rules. For each

b d /d"" 1f 2 2su process a t 1.S g1.ven by ~ QslMI [ref.C-l], where M is the matrix

elements expressed in terms of parton Mandelstam variables s,t and u.

-
1The running coupling constant is taken to be Q (Q2)

S

where ~ = 3{;;f (f is the number of flavors at jS = 27.4 GeV) , scale

parameter A = 0.1 GeV d 2 2stuan Q = ~2+f2+Q2

As an input, TWOJET needs structure functions: parametrizations

of fractional momentum distribution of partons inside proton, obtained

from experiments. One of two sets of structure functions can be

chosen in ISAJET: one by Owens et al., (ref.C-5] and the other by Baier

et al., [ref.C.6]. This analysis use structure functions of Baier

whose gluon is somewhat harder than that of Owens. The structure

functions are used, together with the elementary parton-parton cross

sections, to calculate the cross sections of events.

ISAJET fragments primary par tons in three steps. First, scaling

violation of structure function is taken into account by generating

multiple quark-gluon shower. The practical prescription adopted by

ISAJET is that of Fox-Wolfram(ref.C-7], which handles collinear

showers as well as noncollinear ones. This part of the fragmentation

is described by perturbative QCD; after this nonperturbative QCD sets

in. Note that at E557 energy, however, gluon radiation is almost

inactive. Second, these par tons fragment into primary hadrons by

Field-Feynman algorithms and MINBIAS is called in to fragment



spectators using cut Pomerons. Third, the primary hadrons decay into

stable particles according to the tables of the Particle Data

Group[ref.C-10]. Events generated are all equally weighted within a

run. MINBIAS mechanism does not conserve charge since it randomly

assigns a charge to a particle. However, we used charge conserving

events only; about 20% of ISAJET events conserve charge.

C.3 Event Structures of ISAJET

Comparisons of ISAJET events with experiments are available in

many documents and papers prepared by the authors of ISAJET model.

Two predictions of ISAJET on 90° event structures are relevant, with

due comments, for background to our analysis of forward structure.

However realistic ISAJET is, in some physics applications, one

still cannot afford to be too hasty in drawing conclusions using

ISAJET. The reason is obvious; underlying physics of ISAJET does not

necessarily represent all relevant physics. For example, ISAJET is

plagued by its own inconsistency, originated from the very existence

of two mechanisms MINBIAS and TWOJET which cannot be smoothly

connected; this results in, at low E
t

, ambiguities in some

applications. The total cross section is one to be noticed among the

probable many; when one adds the total cross section of MINBIAS and

TWOJET, it will be greater than 33 mb of Particle Data Group. Also

the cross section of TWOJET can vary to a large extent, e.g., if one

pushes PT of a jet to zero the cross section will be as large as

MINBIAS's. Then we are at a loss; shall we give away some of MINBIAS
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cross section, or low Et TWOJET events, or accept the total cross

section greater than the observed one? We used MINBIAS events only at

low Et « 4 GeV) and TWOJET events at higher E
t

(> 4 GeV).

In fig.C.2, dO/dE t distribution is shown; at high E
t

TWOJET cross

section turns out to be smaller than data and MINBIAS cross section is

much smaller than TWOJET's. At higher E
t

where MINBIAS is practically

extinct, one can use only TWOJET. The TWOJET prediction on dO/dE
t

depends on the PT range parameters PTMIN and PTMAX. Parameters PTMIN ...

...d 2d d (for partons 1 and 2) to which the QCD parton cross section
Pt Yl Y2

and PTMAX were introduced to find an envelope for the cross section

do

of an event is compared in order to accept or reject the event prior

to further fragmentation. This procedure permits fast generation of

uniformly weighted events. ISAJET events used in this analysis are

generated with the smallest PTMIN at 2 GeV/c. PTMIN can be chosen to

be arbitrarily small but the validity of perturbative QCD becomes

dubious for PT as low as 1 GeV/c. For database of ISAJET used in this

analysis, from Fig.C-2, an estimation of 8 GeV seems a reasonable

value above which TWOJET becomes dominant over MINBIAS. The small

cross section of ISAJET might be improved by incorporation of other

mechanisms, e.g., initial state gluon radiation but the choices are

open. We regard this as a problem to be solved in a coherent context

with those of planarity and the beam jet structures(see Chapter 5).

The second aspect of ISAJET properties at 90° is planarity. We

check whether the planarity structure come from kinematics and/or

fluctuations, neither of which are manifestly related to basic QCD

...
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dynamics. Since planarity is defined in a plane perpendicular to the

incident beam direction, for ISAJET events to be planar two things

must occur at the same time; in the first place, the 90 0 jets should

be there and the fluctuation of beam particles should not smear the

90° jets. Fig.C-3 shows the planarity distributions of ISAJET and

data as a function of E
t

. Note that ISAJET prediction grossly differs

from data at high Et(NAS puzzle). In fig.C-4, a scatterplot is shown

for planarities computed using "all particles" vs. those of using "all

but beam fragmented particles". From this we note that planarity is

rather arbitrarily contributed by the beam jet; quite often low

planarity events are in fact high planarity events for the 90° jet

particles. Thus, ISAJET predicts a correlation of planarity and the

beam jet and it is due to the fluctuation of beam jet fragmentation,

i.e., larger multiplicity beam jets result in low planarity events and

they are softer than smaller multiplicity beam jets.

In conclusion, ISAJET predictions on 90° event structures are not

correct at high Et . However, at low E
t

, ISAJET predictions are good

enough in every aspect as demonstrated in benchmark results[Chapter

3]. In spite of the disagreements at high Et , due to good agreements

at low E
t

where only MINBIAS mechanism is used, ISAJET is still a

useful model for our studies on the beam jet structures.
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Fig.C-l:

Charged multiplicity distributions of ISAJET prediction
compared to the KNO-scaling shown as a curve fit by Buras
Koba parametrization[ref.C-ll]. ISAJET does not agree with
the fit completely; ISAJET does not generate enough events
at high multiplicity. Note the ISAJET cross section is cut
by half to make the comparison since ISAJET can have only
even multiplicities because of charge conservation. The
functional form of the Buras-Koba fit is

where A = 66 mb(2 x total inelastic cross section of pp
collision at 400 Gev) , B = ~/4, z = n/<n> and <n> = 9.
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Fig.C-2:

Differential cross section, do/dE , where E is the
transverse energy in the wide angte calorim~ter. The curve
is data. The closed circles are MINBIAS prediction and
other symbols represent TWOJET predictions with different
run parameters PTMIN and PTMAX. -
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Fig.C-3:

Planarity distribution as a function of E. Closed(open)
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data.
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The scatterplot of event planarity vs. "jet planarity".
The jet planarity is the planarity calculated only from 90°
jet particles in the calorimeter, that is, the contribution
of beam particles is not included in computation. Et range
of events used is 4 to 8 GeV. -
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