—y l

ABSTRACT

Title of Dissertation: A Study of High Transverse Energy Events in
Proton-Proton and Proton-Nucleus Collisions at
Vs = 27.4 GeV
Richard Scott Holmes, Doctor of Philosophy, 1985
Dissertation directed by: Robert G. Glasser
Professor
Department of Physics and Astronomy

Experiments intended to provide information on the constituents of
particles such as protons achieve their probes of very small distances
by studying events in which a large momentum transfer takes place.
Because partons (quarks and gluons) seem to be confined inside composite
particles, it is not possible to observe directly the outcome of a hard
parton—-parton scatter. Instead, one expects the reaction products to
materialize as ordinary particles travelling approximately in the
original parton direction, with large momentum components in the plane
transverse to the direction of the incoming projectile.

I discuss properties of events in which large amounts of transverse
energy‘(Et = sum of magnitudes of transverse momenta for relativistic
secondaries) are produced in five full-azimuth apertures which cover
ranges in pseudorapidity (n) of An = 0.73 to An = 1.49. Data were
collected using the Fermilab Multiparticle Spectrometer triggered by a
large, segmented calorimeter; U400 GeV/c protons on targets of hydrogen,
aluminum, copper, and lead were used.

Cross sections as a function of Eg in each of the five apertures

are presented. The c¢ress sections fall exponentially with increasing

E¢; the fall-off is more rapid in the narrower apertures. The
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dependence on Et is less steep than is predicted by a quantum
chromodynamics-based model. For one of the five apertures, which is
centered in the forward hemisphere, the c¢rcoss sections for the nuclear
targets at large Et are consistent with being proportional to the atomic
mass number, A. However, for the other four apertures, the cross
sections grow more rapidly than A, A simple phenomenclogical model is
presented which predicts a similar enhancement.

The events selected by requiring high Et in a large-An, full
azimuth aperture are predcominantly non—-jetlike at all values of Et' but
hydrogen target events selected for high Et in a small—-An, full azimuth
aperture are increasingly planar at increasing Et' The latter behavior
strongly contradicts a longitudinal phase space model but is in general
agreement with the QCD-based model, and suggests the onset of jet
production. No evidence of a similar increase in jetlike structure is

found for events originating in the heavier targets.
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Now spring bursts
with warm airs
Now the furor of March skies
retreats under Zephyrus
And Catullus will forsake
these Phrygian fields
The sun~drenched farm-lands of Nicaea
& make for the resorts of Asia Minor,
the famous cities...

-— Catullus
Are they gaining, Huxley?

-- Gary Larson
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CHAPTER 1
INTRODUCTION

It is now generally accepted that the proton, the neutron, and the
rest of the strongly interacting particles cecllectively known as hadrons
are composites: they are made of more fundamental objects, the quarks,
bound together by a force mediated by the exchange of particles called
gluons. In this dissertation I present results from an experiment
designed to provide information on the interactions between quarks and
gluons. 1 begin in this chapter with a discussion of some of the

earlier findings in this field and an overview of the rest of this

dissertation.

1.1. Historical survey

The first direct experimental evidence of the compeosite nature of
nuclecons (protons and neutrons) came from a series of deep inelastic
electron—nucleon scattering experiments performed at SLAC in the late
1960's and early 1970's.! Figure 1-1 illustrates this process from the
viewpoint of the parton model?’® in which the process is seen in the
infinite-momentum frame of reference as an instantaneous scatter of the
electron from a single pointlike constituent of the proton -- a

"parton". Various versions of the parton model identified the partons



with the quarks (the three valence quarks postulated in the quark model
of the hadrons plus a "sea"™ of quark—antiquark pairs),?® or with the
quarks plus the gluons (the gauge particles of the force binding the
quarks together);"“ these models were successful in describing much of
the behavior observed in the deep inelastic electron scattering
experiments.

In 1971, Berman, Bjorken, and Kogut® made predictions about the
cross sections for the production of secondary particles in deep
inelastic collisions as a function of transverse momentum, Pg- (This
quantity is the magnitude of ﬁt, the projection of the momentum of the
secondary onto the plane transverse to the incoming particle.) They
used an extension of the parton model to predict that the cross section
should undergo a transition from the exponential form observed at low Pt
to a power law at high Per and that high-pt particle production
therefore should be readily observable at then-available accelerator
energies. Such behavior was found in 1972 at the CERN Intersecting
Storage Rings,® and was studied in a number of subsequent experiments at
CERN and Fermilab.’ Figure 1-2 shows a typical result, with the cross
section breaking aQay from the exponential form at a Pt of about 1
GeV/¢c. The cross sections reported for high Pt single particle
production had a pt—n dependence, where n was about 8 (Fig. 1-3).

The Chicago—-Princeton collaboration, in an extensive study of high-
Pt particle production using proton beams of momenta 200, 300, and 400
GeV/c and targets of beryllium, titanium, and tungsten, made the
surprising discovery that for py greater than about 3 GeV, the cross
section grows as a function of the nucleon number A (the average number

of nucleons per nucleus in a given target material) faster than A.®°



They found that the A dependence of the invariant cross section
E[do(pt.A)/dp3] for producing a given type of particle with transverse

momentum py could be parametrized as

do(p, ,A) do(p,,1)
E————F————=E————3—t———-A°‘(pt) . (1-1)
a3p a3p

It was already known that the total hadronic cross sections increase
with A as A2/3; due tc the large strength of hadronic interactions, the
interior of the nucleus is "shadowed" by the nucleons at the surface.
Since the volume of the nucleus 1s approximately prqéortional to A,® the
surface area and hence the cross sections for large strength processes
such as low p, production go as A2/3. (See Ref. 10). It was assumed
that a similar A2/3 dependence would apply to high-pt particle
production. For example, this assumption is implicit in the Chicago-
Princeton collaboration's early analysis of its tungsten target data.
However, in subsequent studies using several different nuclear
targets, Chicage-Princeton found that the value of a increases with Pt
through 1.0 as Py goes from O to about 2 GeV/c and reaches about 1.1 for
pions at pt = 3 GeV (Fig. 1-4). Up to a = 1.0 this increase could be
explained as the disappearance of shadowing. Farrar and (independently)
Pumplin and Yen!! argued that the apparent strength of hadronic
interactions is due to multiple interactions of low~-momentum partons,
while high—pt processes involve only one or a few low-strength
interactions of high-momentum partons. 1In this regime the nucleus is
essentially transparent and one can regard it as a collection of
independent nucleons all equally likely to participate in a collision,

so that a should be 1.0.



The increase of a beyond 1.0 is more problematical. This
"anomalous nuclear enhancement" (ANE), to use Krzywicki's coinage of
Ref. 12, has been the subject of much theoretical interest.'?*!'2#!? The
theories can be divided into those based on collective effects and those
based on multiple interactions; the latter have had more success,
particularly in view of the experimental evidence that high-mass

dilepton yields increase as A"O

. Large Py processes may be able to
tell us something of the nature of the nucleus, starting with the
question of whether it can in fact be treated as a collection of
independent nucleons. Viewed another way, nuclear matter can be
regarded as a kind of detector capable of providing insight into the
space-time development of the hadronization process in which the
scattered partons evolve into final state particles.

Some light was shed on the question of what happens to scattered
partons by studies of high energy electron-positron collisions beginning
at SPEAR!“ and DORIS.'S. The annihilation of e‘e” can give rise to a
quark-antiquark pair which fly apart back to back and produce hadrons at
limited transverse momentum with respect to the original parton
directions; the two resulting configurations are termed "jets" (Fig. 1-
5). The SPEAR jet studies confirmed quark parton model predictions of
Jjet angular distributions and scaling properties.

Field and Feynman,'® using information on hadronization and the
quark distributions in nucleons obtained from the results of the deep
inelastic lepton scattering experiments and e+e— data, developed a quark
parton model of high Pt production in hadron-hadron collisions. Figure
1-6 illustrates the physics underlying this model: the fundamental

process is an elastiec quark-quark scattering (gluons were not



incorporated), with the subsequent hadronization giving rise to the high
'pt hadron h. This is the "leading" (highest pt) hadron in one of the
two jets which arise from the hadronization of the two scattering
quarks; two more jets come from the two "spectator" quark or diquark
systems. The quark-quark scattering was regarded as a "black box" and
the cross section was chosen to give a pt"8 behavior for the high Pt
production cross sections, similar to what had been observed.
To produce a hadron at a given high Py, one must scatter a quark at
a higher Py s since the cross section falls rapidly as Pt increases, the
most likely case is that the quark Pt is not very much higher -- about
15%. The quark then must hadronize in such a way as to give an
unusually large fraction of its transverse momentum to one hadron. This
requirement in combination with the steep Pt dependence of the cross
section results in a prediction that the ratio of the cross section for
producing a jet at a given p, to the cross section for producing a
single hadron at the same p, should be large.'’ 1In an extension of the
original Field-Feynman model, Feynman, Field, and Fox computed this
ratic, obtaining a value of 370 at Xp = 0.4, rising to 1000 at Xy = 0.7,
where x, = 2pt//s.’°
A further refinement by Feynman, Field, and Fox!® of this model
incorporated gluons and replaced the "black box" parton scattering cross
section with quark—-quark, quark—-gluon, and gluon—gluon cross sections
calculated in first—-order perturbative quantum chromodynamics (QCD).
QCD scale breaking effects also were included.
The latest incarnation of this model, referred to herein as the
"QCD/Brem" model, improves on the Feynman-Field-Fox QCD model by

incorporating the previously neglected effects of noncollinear gluon



bremsstrahlung.?® I have used a Monte Carlo simulation based on the
QCD/Brem model in the present work; it is described more fully in
Appendix D.

The promise of a substantial increase in yield at a given Pt
prompted a second generation of experiments in which the trigger
requirement was "high pt" in a geometrical aperture large enough to
contain the expected jet from a scattered quark, as measured by the
response of a segmented ionization calorimeter.2?122123 GgStpjctly
speaking, these experiments triggered not on high transverse momentum
but on what has come to be known as high transverse energy in the
trigger aperture. The "particle transverse energy" (Et) of a group of
particles is defined to be Zeisin ei, where €4 is the energy of the i'th
particle and ei is the polar angle of its direction. For relativistic
secondaries, E, = Z(pt)i' a scalar sum. The transverse momentum of the

group of particles, by contrast, is the magnitude of a vector sum,

|):(§t)i Transverse energy triggers are discussed further in chapter

II.

Experiments E2602! and E395%2 used two-arm calorimeters, each arm
subtending a solid angle of about 1 to 2 sr in the proton-proton center
of mass, while E2362° used a single arm calorimeter subtending about 3
sr. Both E260 and E395 triggered on high Py single particles and on
high transverse energy in a single arm; E395 also used a two—-arm
transverse energy trigger. Both of these experiments reported yield
ratios of jets to single particles larger than 100. E260 published a
cross section for jet production which was in qualitative agreement with
the predictions of the QCD-based model of Feynman, Field, and Fox. |

E260 and E395 both claimed the jets on which they triggered were



generally well contained within the acceptances of their calorimeters.
However, Dris has shown2?" that a limited solid angle calorimeter is in
fact biased in favor of well-contained jets. Briefly, the argument is
as follows: Suppose we are triggering on 5 GeV transverse energy in a
calorimeter whose size is comparable to an average jet's size. The
trigger requirement can be satisfied by, say, a typical 6 GeV jet that
leaves 5/6 of its energy in the calcorimeter, or by a 5 GeV jet that is
smaller than average and leaves all its energy in the calorimeter.
While only a small fraction of 5 GeV jets will be so well contained,
they still are much more likely than the average 6 GeV jet owing to the
steep energy dependence of the jet cross section. Therefore the trigger
will select predominantly well-contained, 5 GeV jets.

As a corollary, if one reduces the size of one's trigger sector,
one will collect well—-contained, smaller jets. It follows that unless
cne uses a calorimeter larger than the largest jets, one will observe a
"jet cross section" that depends on the size of the trigger sector.

E395 and E236 verified this prediction experimentally, and E236 declined
to extract a "jet cross section" for this reason. However, features of
the event structure in the E236 data were reported to agree well with
the Feynman-Field-Fox QCD model.

E260 studied the A dependence of the "jet cross section," comparing
production from aluminum and hydrogen targets. An Aa(pt) dependence was
found, with a exceeding 1.0 for Pt larger than about 1 GeV/c. This
behavior was qualitatively very similar tc the ANE observed with high Pt
single particles.

The confusion brought about by the solid angle dependence of the

"jet cross section," as well as lingering doubts as to whether the



jetlike structure observed in these experiments might have been an
artifact of the trigger requirement, led to the proposal of Fermilab
experiment ES557,2° which would use a calorimeter much larger than those
in the experiments discussed above. Such a calorimeter would be much
larger than a jet, thereby circumventing the Dris effect; it would
permit triggers which would not be inherently biased in favor of jetlike
structure; and it would enable study of the event structure at all

azimuthal angles, not just in the regicns near and copposite the jets.

1.2. Dissertation contents

This dissertation presents results from E557, using events
satisfying a large, full-azimuth calorimeter trigger or a minimum bias
trigger, with 400 GeV/c protons incident on targets of hydrogen,
aluminum, copper, and lead.

Chapter II describes the design of E557, including an overview of
the apparatus and a discussion of the triggers. The data set for this
analysis is described. Chapter III is a discussion of the calorimeter
resolution function. In Chapter IV I discuss cross sections for
production of transverse energy into various geometrical acceptances,
and 1 compare the results for the four targets. Chapter V contains an
analysis of the event structure in hydrogen and nuclear targets. In
Chapter VI I compare my results to some models and to results from other
experiments. Details of the apparatus, trigger logic, and data
acquisition; procedures for calorimeter phototube voltage setting; a
discussion of offline calibration, pedestal finding, and vertex finding;
a description of two Monte Carlo simulations; and a discussion of the

statistics of weighted events are to be found in the appendices.



FIG. 1-1. Parton model view of deep inelastic lepton scattering: lepton

(L) scatters from parton in hadron (h), giving rise to a jet.
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CHAPTER II

EXPERIMENT E557

A "Proposal to Study Hadron Jets with the Calorimeter Triggered
Multiparticle Spectrometer" was submitted to the Fermi National
Accelerator Laboratory (Fermilab) in May, 1977.! The experiment was
approved and designated E557. Our first data-taking running period was
in the Spring of 1981; we logged 194 hours of beam time, most of it for
testing and calibration, and reccrded 537,000 events on tape. As of
April, 1985 results from E557 have been reported in three published
articles,?'3'* and two PhD dissertations in addition to this one have
been cor will soon be written.3'® 1In this chapter I discuss the design
of E557, the apparatus, the triggers, and the data set on which my

analysis is based.

2.1. Design and goals of E557

ES557 was designed as an extension and improvement of the earlier
Fermilab experiment E260. As in the predecessor experiment, the intent
was to explore parton-parton interactions by studying events in which
the collision of twoc hadrons gave rise to jets, and the method was to
use a large particle~detection system triggered by a calorimeter on

events with high transverse energy. It was envisioned that both
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negative (p, K, and ) and positive (p, X', and n') beams with momenta
of 200, 300, and 400 GeV/c would be used in combination with both a
liquid hydrogen target and several "nuclear targets" in the form of
metal foils.

The chief differences between E557 and E260 were a higher beam
energy, a larger calorimeter with improved angular resolution and more
flexibility for triggering, an additional Cherenkov counter for improved
identification of final state particles, and the capability of tagging
different species of beam particles using Cherenkov counters and a

transition radiator—-detector system.
2.2. Coordinate systems

The Cartesian coordinate system used herein, except where noted, to
refer to positions of apparatus and the like has its origin at the
intersecticn of the nominal-beam line with the plane defined by the
upstream face of the spectrometer magnet. The x direction is
horizontal, to the left as one faces downstream. The y direction is
upward and the z direction is downstream along the nominal beam line.

In discussing acceptances and particle trajectories it is more
convenient to use a spherical polar coordinate»system with origin either
at the point of an interaction or in the center of the hydrogen
target. The longitudinal coordinate, z, is parallel to the nominal beam
line; the polar angle, e*, is measured from the z axis in the proton-
proton center-of-mass frame (8 denotes the equivalent angle in the
laboratory frame), and ¢, the azimuthal angle, is measured such that
¢ = 0° is horizontal to the left when looking downstream and ¢ = 90° is

up. Unless otherwise stated, in this dissertation "center of mass"
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refers to that of a system which in the laboratory frame consists of a

400 GeV/c proton and a stationary precton in the hydrogen target.

2.3. Apparatus

E557 made use of the Multiparticle Spectrometer facility (MPS), a
facility designed for the analysis of large-multiplicity events, located
in the west branch of the M6 beam line at Fermilab (M6W). The following
is an overview of the apparatus; details may be found in Appendix A and
in the cited references.

The MPS, shown schematically in Fig. 2-1, was built in 1975 by a
collaboration of the California Institute of Technology, Fermilab,
Indiana University, the University of California at Los Angeles, and the
University of Illincis at Chicago Circle. To the existing analysis
magnet and particle tracking system the ES557 collaboration added a
large—acceptance, full-azimuth, highly segmented calorimeter system for
measurement of energy carried by both neutral and charged particles, as
well as a system for beam particle mass identification; the original
segmented Cherenkov counter, used to identify particles in the final
state, was upgraded to a two component segmented Cherenkov counter
system. The other major components of the MPS are the target station,
redesigned for E557; the superconducting analysis magnet; and a charged
particle tracking system consisting of proportional wire chambers and
spark chambers.

The calcrimeter played a major role in E557; it enabled us to
trigger on high transverse energy events, and was used to measure the
energy flow in the final state as a functiocon of 9* and ¢. It covered

the full azimuth over a wide range of polar angles approximately
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centered on 90° in the proton-proton center of mass. The calorimeter
was divided longitudinally into three sections, denoted Electromagnetic
(EM), Front Hadron (FH), and Back Hadron (BH). Laterally it was divided
into small modules; EM had 126 modules, each of which had a FH module of
the same height and width immediately behind it, while BH had 28
modules, larger than those in EM and FH. The division of EM and FH is
shown in Fig. 2-2 and that of BH in Fig. 2-3. Each EM module was a
sandwich of 14 half-inch thick sheets of lead alternating with half-inch
sheets of plastic scintillator. The FH modules consisted of a 40-layer
sandwich of scintillator and half-inch steel, while the BH modules
contained 22 layers of scintillater and one-inch steel (Fig. 2-4). An
electron or photon striking an EM module would dissipate its energy,
mainly in the lead, by producing a shower of secondary particles and
generally would lose nearly all of its energy by the end of the EM
module, 30 cm in depth (total of 16 radiation lengths). The shower
energy was sampled by the scintillator sheets, whose total light output
was then proportional to the ionizaticen in the module, which in turn was
proportional to the energy deposited in the module. A hadron would
generally start to shower in either the EM section or the FH section;
energy would be deposited mainly in the FH section (3.8 nuclear
absorption lengths) and shower leakage from FH would be absorbed in BH
(3.7 absorption lengths). Light from all of the scintillators in each
module was sampled by a waveshifter bar, whose light output travelled
through an acrylic light pipe to a photomultiplier tube, where it
produced an electrical signal. Analysis of the phototube pulse heights
therefore permitted measurement of the energy carried by the final state

photons, electrons, and charged and neutral hadrons striking the
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calorimeter.

The front face of the calorimeter was located 9.4 m downstream of
the center of the hydrogen target and was 3.09 m x 2.29 m in size with a
0.65 m x 0.42 m rectangular hole in the center. The shape was chosen to
match the acceptance of the spectrometer and to compensate for the
magnet's horizontal smearing of charged particles.

The charged particle spectrometer was used in this analysis only to
find the vertex. It consisted of thirty-four planes of proportional
wire chambers (8500 wires), twenty—four planes of magnetostrictive spark
chambers, and a superconducting analysis magnet. The magnet was used to
distinguish positively and negatively charged particles and to measure
their momenta by bending their paths horizontally. For this experiment,
to limit smearing of our transverse momentum trigger, the magnet was
operated at a reduced field; we used a current of 50 amps, corresponding
to a change in p, for each fast charged particle of about 0.2 GeV/c.

The intent was to minimize both the number of particles bent into or out
of the trigger aperture and the distortion of the paths of the
triggering particles.

The hydrogen target was 45 cm long and was centered 1.4 m upstream
of the magnet face. Two nuclear target foils were located at about
z =-1.19 mand z = -1.14 m.

The geometrical acceptance of the apparatus —-- the angular region
defined by the initial trajectories of very high momentum secondaries
that hit the calorimeter -- covered all azumuthal angles when the
center-of-mass polar angle lay in the range 59° < e* < 114°, measured
from the center of the hydrogen target. (The acceptance of the

spectrometer alone was complete for 0° < e* < 114°), An overall
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acceptance equivalent to 27 azimuthal acceptance for H#7° < e* < 125° has
been estimated, corresponding to -0.65 < n* < 0.84, where n* is the
center~of-mass pseudorapidity, n* = 1/2 1n ((1+cos e*)/(1—cos e*)).
Acceptances measured from the nuclear target positions were smaller by
about 2%. Figure 2-2 shows the positions at the front face of the

*
calorimeter corresponding to & = 45°, 90°, and 135°.
2.4, Triggers

The calorimeter was used to trigger the MPS on events with high
transverse energy. The trigger logic and the data acquisition system
are described in Appendix A. The following is a less detailed look at
the trigger, with some calorimeter design considerations.

In Chapter I, "particle transverse energy" (Et) was defined as the
sum, over all final state particles entering some aperture, of the
particle energy times the sine of the angle the particle's path makes
with the path of the beam particle. To compute this quantity accurately
one must have good knowledge of the trajectories of all the particles in
the aperture, neutral as well as charged. Accurately measuring the
trajectory of one charged particle in time to trigger a detector is a
challenge; accurately measuring the trajectory of a neutral particle at
all is difficult; accurately measuring the trajectories of all charged
and neutral particles of a high-multiplicity event to make a trigger is
far beyond present feasibility.

What can be done for triggering purposes is to measure a quantity
that approximates the particle transverse energy. For E557, each
calorimeter module was set ub to give a signal proportional to the total

energy deposited in it multiplied by the sine of the angle between the
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center of the module and the incoming beam in the laboratory frame (a
process described in Appendix B). The summed outputs of all the modules
in some aperture is the "calorimeter transverse energy" (EE) for that
aperture.

The calorimeter transverse energy is a good approximaticn to the
particle transverse energy if (1)‘a11 the particles in ﬁhe aperture of
interest enter the caleorimeter, (2) the particles hit near the centers
of the mocdules, (3) the particles leave nearly all their energy in the
struck modules, and (4) the calorimeter accurately measures the energies
deposited in it. Additionally, in order to be able to understand the
event structure, one would like the probability that more than one
particle will hit any module to be small. Obviously these conditions
will never be fulfilled perfectly, but they suggest design criteria for
the calorimeter and asscciated apparatus which will allow these
conditions to be approximately fulfilled.

For example, there are two advantages to making each module as
small as possible: the chance that two uncorrelated particles will
strike the same module will be negligible, and the error in computing
transverse energy due to aésigning the angle of the center of the module
rather than the actual particle angle will be small. On the other hand,
if the modules are too small, a large fraction of the energy lost by a
particle will leak into neighboring modules to be included in the EE sum
as separate "particles" at the centers of those modules. A balance of
these considerations led to the division into modules of the EM and FH
sections shown in Fig. 2-2. The smallest modules, 4" by 8" in size, are
nearest the center where the particle flux is largest. (Note, however,

that these central modules are the largest in terms of width in ¢. 1In
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cos e* they are about as large as many other modules as well). Most of
the modules ;re 8" by 8"; the outermost are 8" by 12",

Figure 2-3 shows the division of the BH section. It was more
coarsely divided than EM and FH because it was intended only to measure
the leakage from the back of FH, not individual final state particles.
The large outer modules did not function properly in the Spring 1981
running period due to problems with the optical couplings to the
phototubes, and were not used for triggering or analysis.

An interaction in the target region was detected by the coincidence
of a beam particle traversing the target with either the absence of a
charged particle in the beam path 8 meters downstream of the target, or
the presence of several charged particles immediately downétream of the
targets. The high-E, triggers used in E55T required Eg to be above a
threshold in some region of the calorimeter in coincidence with an
interaction in the target region. Several trigger apertures in the
calorimeter were used, but this analysis uses only "Global trigger"
data, in which the threshold requirement was imposed oﬁ the Eg computed
by summing over all the modules in the EM and FH sections and the
smaller modules in the BH section. Thesholds from 6 to 17 GeV were
used.

To obtain data at all available values of Eg the Global data were
supplemented by data from runs in which there was no Egvthreshold
requirement, but only the target region interaction requiremént; this

was the "Interacting Beam" trigger.
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2.5. Beam and targets

Due to the limited amount of beam time available in the Spring 1981
running period, only a 400 GeV/c diffractive proton beam was used. This
gave a proton-proton center-of-mass energy of vs = 27.4 GeV., Flux at

6

the MPS was 5 «x 105 to 1 x 10° protons per pulse with four to six pulses

per minute.

In each run there were three targets: liquid hydrogen and two
nuclear targets. During the course of the running period five nuclear
targets were used: two thicknesses of aluminum, two of copper, and one

of lead.
2.6. Data set

Data were taken in a series of runs, with usually one thousand to
five thousand events written to tape in each run. Global and
Interacting Beam triggers were taken in separate runs, and the Global
trigger threshold was changed only between runs, This analysis made use
of all Global and Interacting Beam trigger runs from the Spring 1981
running period for which there were no known hardware problems capable
of significantly affecting the results.

The data runs have been divided intoc four "run groups"
corresponding to the four different configurations of nuclear targets
that were used. These run groups are designated 0, A, B, and P. (There
were no Global trigger runs in group P). The materials, thicknesses,
and positions of the nuclear targets for each run group are listed in
Table 2-1.

Vertices were found and calorimeter energies computed in offline
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data processing (Appendix C). Any events for which the vertex-finding
algorithm failed were discarded, as were events whose vertices lay
-outside the target region, -1.75 < z < -1.05. (Biases were thereby
introduced which had to be corrected for in the analysis). Table 2-2
summarizes the data set for this analysis; shown for each run used are
the run identification number, the number of events written to tape, and
the number of events with vertices found in the "fiducial hydrogen
target region" and the "nuclear target region". These two regions are
defined to be -1.65 m < z < -1.25 m and (24-2.6 cm) < z < (z4+13.4 cm),
respectively, where 24 is the position in z of the upstream nuclear
target, given in Table 2-1. The vertices were used in computing
calorimeter energies from the phototube pulse heights (Appendix C).

In addition to the experimental data, I have used data from twvo
Monte Carlo simulations: a Longitudinal Phase Space model (LPS), and a
Quantum Chromodynamics/Gluon Bremsstrahlung model (QCD/Brem); these are
described in Appendix D. Only proton-proton events were modelled in the
simulations, and the vertices were distributed only in the fiducial
hydrogen target region. There were 26,155 events in the LPS data and

75,925 events in the QCD/brem data.
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FIG. 2-2, Division of EM and FH calorimeter sections. The numbers

shown identify the 126 modules in the EM section; each of the 126 FH
modules was located directly behind an EM module with the same height
and width, and was identified with the same number plus 130. Circles
show the positions of center-of-mass polar angles 9* = 450, 90°, and

135° at the front face of the EM section.
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TABLE 2-1. Nuclear targets.

32

Run group Material Position Thickness
(m from magnet face)

0 Pb ~1.194 1.53 < 1074

Al -1.14Y 7.94 x 107"

A Cu ~1.189 3.97 x 1074

Al ~1.139 7.94 x 107"

B Pb -1.188 1.53 x 107"

Al -1.138 2.56 x 107"

P Cu -1.186 0.74 = 1074

Al -1.136 7.94 x 1074
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TABLE 2-2, Raw data set.

Number of triggers

Run Run Fiducial H2 Nuclear

Group Number Raw ' target region target region

Interacting beam trigger

0 589 6556 2710 233
611 2077 1064 75

613 1138 610 57

614 1757 964 75

Total 11528 5348 4y0

A 654 3509 1684 202
670 1328 660 92

679 1828 860 116

693 1045 by3 66

696 2784 1438 209

Total 10494 5085 685

B Tuy 4150 1982 137
' 754 2843 1226 72

761 quz1 1959 131

768 2292 981 68

775 3258 1461 98

780 5102 2302 155

792 5142 1712 145

Total 27208 11623 806
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TABLE 2-2. (Continued)
Number of triggers
Run Run Fiducial H2 Nuclear
Group Number Raw target region target region
P 972 6075 2142 186
979 8735 4455 380
998 3055 645 168
1003 4873 2280 177
Total 22738 9522 911
Total 71968 31578 2842
Global trigger
0 591 1833 266 254
592 1629 313 259
593 12753 3130 1823
619 2489 1304 201
620 2015 966 181
621 659 233 104
622 1503 533 24y
625 638 146 183
626 6156 1256 1439
627 6890 1371 1658
628 2689 375 618
629 6455 1004 1519
631 4952 792 1169
632 1849 297 399
Total 52510 11986 10051
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‘TABLE 2-2. (Continued)

Number of triggers

Run Run Fiducial H2 Nuclear

Group Number Raw target region target region

A 663 3470 435 1289

672 1354 127 420

685 5451 175 2032

686 2135 272 826

688 18203 2491 5873

Total 30613 4100 10440

B 772 2924 37 718

783 1317 183 362

784 038 572 1159

789 3841 588 1127

794 5699 850 1330

Total 17819 2510 4696

Total 100942 18596 25187

Grand total 172910 50174 28029
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CHAPTER III

APERTURES AND RESOLUTION FUNCTIONS

To learn about the energy entering the calorimeter from a study of
its outputs, one must understand the how the former is transfeormed into
the latter in the calorimeter. If a given signal coming from a given
module always corresponded to a particular energy entering the front of
that module, life would be somewhat simpler. The real world is not so
accommodating, and the following chapter is a description of my study cof
the E557 calorimeter and a discussion of the limitations imposed on my
analysis of the E557 data due to complexities of the calorimeter
response. 1 begin with a description of the five full-azimuth apertures
I chose to weork with in the physics analysis presented in Chapters IV
and V. The remainder of this chapter documents a search for suitable

calorimeter resolution functions.

3.1. Calorimeter apertures

Early results from ES557' confirmed the finding of DeMarzo et al.?
that in the energy range of present fixed-target accelerators, proton-
proton collisions selected with a full-azimuth, large—-An transverse
energy trigger, such as the E557 Global trigger, are predominantly non-

jetlike. Subsequently it was shown® that a small-A¢, large-An
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transverse energy trigéer selects events with short-range correlations
stronger than those forced by the trigger or by kinematics; this has
been interpreted as evidence of jet production.

This is in qualitative agreement with some theoretical
speculations" suggesting that in events selected by a calorimeter
trigger, the fraction which are jetlike should increase as the solid
angle of the trigger aperture decreases. It therefore is of interest to
study events in whiéh large amounts of Eg are produced in apertures
which are small in n rather than in ¢.

A map of the front face of the E557 calorimeter in a projection
where curves of constant ¢ and curves of constant cos B* are straight
lines (Fig. 3-1) quickly convinces one that this piece of apparatus was
not designed to be divided into bands in pseudorapidity. I have,
nevertheless, divided the calorimeter into approximations of such
bands. In deciding on boundaries, I used two main criteria:

+ The bands should have reascnable shapes in cos B*—¢ space.
One cannot draw boundaries that do not deviate substantially
from lines of constant cos e*, but I have attempted to
minimize their jaggedness.

» The division should be approximately symmetric under
rotations in ¢ and reflections in cos e*.

The divisions selected are shown in Fig. 3-2 (x~y space) and Fig.
3-3 (cos e*—¢ space). Figures 3-2a and 3-3a show the calorimeter
divided into three large bands, labelled 1, 2, and 3 from the innermost
to outermost. Note that the two EM modules closest to the center, and
the FH modules behind them, are excluded from band 1, in order to make

bands 1 and 3 nearly equal in acceptance and symmetric in position.
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Figures 3-2b and 3~3b show a band approximately centered on e* = 90°,
labelled 4, which is wider than band 2.
The five apertures selected for this analysis are:
- Global -- All modules in EM, FH, and BH calorimeters
« A~Global -- (A for "Almost") All EM and FH modules in bands
1, 2, and 3.
» B2/3 —— All modules in a region corresponding approximately
to the backward two-thirds of the calorimeter, bands 2 and 3.
« F2/3 -- All modules in a region corresponding approximately
to the forward two~thirds of the calorimeter, bands 1 and 2.
+ M1/2 =-—- All modules in a region corresponding approximately
to the middle one~half of the calorimeter, band 4,

Note that BH is used only for Global, since its larger modules
cannot be matched to these apertures. Acceptances for the five
apertures and their regions of overlap are given in Table 3-1. These

acceptances are for particles entering the EM modules only; slant
entries into FH through the hole and entries into the BH calorimeter
will very slightly increase the effective acceptances of all but B2/3
and M1/2. Computation of acceptances does take into account shadowing
by the magnet aperﬁure. In terms of widths in pseudorapidity the
acceptances are: Global, An = 1.49; A-global, An = 1.35; B 2/3,
An = 0.84; F 2/3, An = 0.88; and M 1/2, An = 0.73.

The F2/3 and B2/3 apertures cover nearly symmetric regions of

acceptance with respect to front-back reflection (Fig. 3-4).
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3.2. Necessity of understanding the resolution function

In principle, the response of the calorimeter to an isolated
incoming particle depends on (1) the energy of the particle (2) its
identity (hadron, muon, electron, or gamma) (3) the entry point and (4)
the entry angle. Whether the particle came from a high—pt quark-quark
scatter or a 1ow-pt interaction or, for that matter, a secondary
interaction in the Cerenkov counters is unimportant.

A major difficulty arises, however, when one tries to understand
events as opposed to particles. 1In an event, particles are in general
not isclated and one cannot disentangle individual particle signals in
the calorimeter with any great reliability on an event-by-event basis.
One therefore tries to use the entire set of calorimeter signals to
characterize events as a whole. To do so, one wants to construct a
resolution function, R(Eg;a), which is the probability function for a
calorimeter transverse energy EE given an input event described by a set
of parameters denoted by a.

For an imaginary perfect-rescolution calorimeter, one whose output
voltages are proportional to Et Wwith perfect accuracy, R(Eg;a) would be
a Dirac delta function, G(EE—Et). A slightly less imaginary device, a
"perfectly uniform Et calorimeter,”" would be one with granularity much
finer than the scale of the event structure, whose outputs are subject
to fluctuations, but whose response function is exactly the same for all
particle entry points and angles and which literally samples Et' not E
weighted by the sine of the angle to the modules' centers. Such a
calorimeter would give a‘resolution function with nonzero mean and

width, but the shape of this resolution function would depend only on
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Et. For such a calorimeter, the set of parameters a used to define R

would consist solely of E,. One could not determine, given the observed
Eg for an event, what the true Et was on an event by event basis, but it
could be done statistically. That is, given only output EE spectra, one
could estimate Et spectra. If the resolution function R(EE;Et) were the

same regardless of the nature of the mechanism which produced the

events measured by the calorimeter -- if, as one would hope, R really
told us only about properties of the calorimeter -- then one would have

do__ [ do C. _
=< - l S5 R(E[SE) CE, (3-1)
dE, t

and by inverting this equation one could estimate do/dEt from do/EC.
Real-world calorimeters -- and their simulations -- are more
difficult to deal with. The E557 calorimeter did not have ultrafine
granularity; its response was not identical for all entry points and
angles; energy could leak through the central hole, the sides, and the
back; several modules were defective during the run. Moreover, like all
real calorimeters, it responded to energy, not transverse energy.
Therefore the response of the calorimeter in general depended on the
energies, ldentities, entry points, and entry angles of all the
particles, and one may not be able to make a reliable determination —--
even in a statistical sense —- of, for example, transverse energies of
the incoming particles summed over the global aperture knowing only the
global sum of the calorimeter cutput signals. In fact, 5 GeV Et (global
sum for actual particles) events arising from hard quark—-quark scatters
in general cannot be expected to look like 5 GeV E£ events arising from

soft collisions —- there may be more, or fewer, particles in the final
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state striking the face of the calorimeter; more, or fewer, cases of two
or more particles in a single module; more, or fewer, particles near 90°
-in the center of mass as compared to those at smaller angles; more, or
fewer, 'slant' entries into the sides of the central hole; and so on.
Thus, for a real, nonuniform calorimeter, there is no reason to expect 5
GeV Et events of one class to give rise to the same global sum of
calorimeter signals as that from 5 GeV Et events of the other class.
R(E%,Et) will be "production mechanism dependent." To get a resolution
function which is production mechanism independent one must deal with
additional parameters of the event. One may be able to use, for
example, the outputs of a subset of the calorimeter modules to subdivide
the data into groups within which R might, to good accuracy, be a
function only of Et' In such a case, a good estimate of the true Et
spectrum can still be extracted. Failing that, one procedure would be
to devise a resolution function that depends on additional parameters
describing the particles entering the calorimeter, and then to measure
these parameters fof the experimental data using the apparatus upstream

of the calorimeter.
3.3. Production mechanism dependence

I have studied the calorimeter response by using the results of two
Monte Carlo simulations: the QCD/Bremsstrahlung model and the
Longitudinal Phase Space (LPS) model (described in Appendix D). The
function R(EE;Et) is computed from the Monte Carlo data as follows: a
scatterplot (that is, a two-dimensional histogram) is made of EE versus

Et’ Each bin of such a plot represents a measurement of the double

differential dzo/dE%dEt, integrated over the bin. R(E%;Et) is just
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(d%0/dESAE, )/ (do/dE,).  So

T c c
2 E
[ (d%/dE,dE) dE,

T c c ) )
£ R(ESE,) dE = = 1 (3-2)

dc/dEt

and

o)

g
dE

T 99 p(gC. - (e ¢ . .
[ i R(E_;E,) dE, = J (d20/dE,dE.) dE, = (3-3)

e @]

as required. If the scatterplcot bins are narrow enough in both Et and

EC, then C; ., the content of the bin in the neighborhcod of (Eti' Egj)

J
is approximately R(Egj,Eti)AEtiAE%j, and one can take appropriately
normalized values of the scatterplot as approximate measurements of
R(EC,Et). One can then check R(EE;Et) for production mechanism
dependence. I

The expected dependence is observed and is significant (Fig.
3-5). In fact, resclution functions obtained from scatterplots made
with event weights differ from those obtained using the same data but
without weights. The calorimeter's response to a class of events should
not depend on the weights attached to those events; this is just another
instance of production mechanism dependence {or more accurately,
production spectrum dependence), and again it arises because the

calorimeter response is not simply a function of Et'
3.4. Additional parameters

A production mechanism independent parametrization of the

calorimeter resolution therefore requires that one use other parameters
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in addition to, and perhaps in place of, Et'
At this point it is useful to consider the various causes for the
differences between Et and EE. The most important ones are:
» Calorimeter response fluctuations.
« Granularity.
« 'Bad' (malfunctioning) modules.
- Leakage of various sorts: transverse and longitudinal;
module-to-module, module-to-air, and air-to-module.

The first of these is really a major component of the production
mechanism independent behavior of the calorimeter being studied. The
same simulation of the calorimeter is used in both Monte Carlos, so the
behavior of the fluctuations is the same for both.

'Granularity' refers to the fact that I multiply the calorimeter
energy from a module by the angle subtended at the vertex between the
beam and the center of the module in computing transverse energy,
whereas the actual angles of the secondaries are distributed over the
module and its neighbors; in fact the average actual angle is generally
not the same as the central angle. Monte Carlo studies indicate that
granularity is not a dominant cause of transverse energy shifts.

The Monte Carlo computes responses for all modules, but to simulate
our experiment some modules can be turned off in the analysis —-- notably
the large BH modules, but also some five EM and FH modules. Therefore
Monte Carlo studies of bad module effects are straightforward.

The most difficult item in this list is leakage. The Monte Carlo
data tapes I used contain information on particle energies and module
energies, but no direct indication of how much energy in each module was

deposited by each particle. Thus there is no direct measure of
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leakage. (A definition of "leakage" is.in order. It turns out to be
simplest for my Monte Carlo studies to define the "track (transverse)
energy" for a given aperture as the sum of (transverse) energies of the

tracks entering the EM modules in that aperture, regardless of whether

they entered through the front face or through the sides of modules

bordering on the hole. Tracks entering FH modules via the hole, or BH

modules, are not counted in the track (transverse) energy sums.
Therefore, by "leakage™ I mean any energy entering or leaving a module
other than in the form of particles from the upstream of the calorimeter
entering the EM modules. This includes shower energy leaving one module
and entering another (transversely or longitudinally), shower energy
leaving a module and escaping from the calorimeter (again, transversely
or longitudinally), and particles entering the FH or BH calorimeters
directly).

Note the following: (1) Leakage between two good modules both in a
given aperture will not contribute to an energy shift in that
aperture. It will, however, contribute to a transverse energy shift,
because energy belonging to one module will be assigned the angle of the
other. (2) Because the Global aperture includes the BH calorimeter,
longitudinal leakage for this aperture should be small. (3) Because the
Global aperture inveclves all modules, the types of transverse leakage
corresponding to an energy shift are: between good and bad modules; into
the modules in the ring bordering the hole (so-called 'ring modules');
and out of ring modules. Energy leakage out of modules bordering the
outer edge of the calorimeter is small because the energy deposited
there in the first place is small. Of course, at the outer boundary

sin 8 is large, so there could in principle be significant transverse
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energy leakage at the outer boundary.

In order to isolate effects of leakage, in and out, at the ring and
the outer bouddary, I have studied the quantity AE = E - EG, where EG is
the same as EC but with all modules considered 'good!'; that is, no
module responses were set to zero to simulate bad modules., Figure 3-6
shows the distribution of AE in the LPS and QCD/brem Monte Carlo data.

I divided the events into three classes according to whether AE was
large and negative (< -15 GeV), large and positive (> 15 GeV) or small
(=15 GeV < AE < 15 GeV). For each class of events and each EM and FH
module I computed the average energy measurement for the module, divided
by the global calorimeter energy. Figures 3-Ta to 3-Tc show the results
for the LPS Monte Carlo data; QCD/brem results are in Fig. 3-8. The
figures represent the lower right quadrant of the calorimeter; the other
three quadrants give the same results. The number displayed in each
module just below the EM module number is the average percentage of the
Global energy that was contributed by that module. For example, if Eg
is the energy measured in module number i, then the number underneath
the '49' in module 49 is 100 times ryg = <Eﬁg/(§Eg)>, where the sum is
over the Global aperture modules in the EM section. The next number is
the corresponding quantity for the corresponding FH module {100 r179),
and the final number is the corresponding quantity for dualmods (summed
pair of EM and FH modules; 100 ryg,q79).

The results for both Monte Carlos are similar. For the modules
which have a surface on the inside of the hole, the average energy
response of the module as a fraction of the global sum varies
significantly with AE. Compensating differences are spread ameng the

rest of the modules and are relatively small on a per—-module basis.
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= (Similar results are seen when percentages of transverse energy are
computed, or when events are classified by transverse energy shift. The
= latter studies indicate that transverse energy leakage at the outer
boundary is relatively small).
B The twenty 'ring' modules -- EM modules 48, 49, 50, 57, 58, 69, 70,
= 81, 82, and 83, and the corresponding FH modules —— may be subdivided
into two types, EM and FH, and two positions, 'x' (left and right of the
= hole) and 'y' (above and below), making in total four subdivisions. The
following correspondence between energy shift and the ratios ry for
} these modules may then be noted:
= « For AE < =15 GeV, compared to -15 GeV < AE < 15 GeV, ry is:
+ about the same for EM ring modules
= - substantially larger (by 50%-100%) for FH ring
modules.
- » For AE > 15 GeV, compared to =15 GeV < AE < 15 GeV, ry is:
= + larger for EM ring modules, more so for 'y' modules
than for 'x' modules
= « substantially larger for FH ring 'y' modules,
slightly larger for FH ring 'x' modules.
= Apparently a major component of AE is leakage at the hole. Large
— positive AE means a large amount of energy has leaked ocut; this tends to
occur in events where large amounts of energy entered the front face of
= the ring modules. The energy that did not leak contributes to higher

than average responses in EM and FH ring modules. Large negative AE
means a large amount of energy has leaked in; that is, particles have

entered FH and BH modules through the hole, contributing to larger than

Il

usual responses in FH, but not EM, ring modules.

: 
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These data suggest that the energy measurements in the ring modules
might make a suitable set of parameters for a subdivision of the data
-into groups within which the resoluticon function depends only on Et‘ I
studied the dependence of the behavior of the calerimeter on quantities

which are sums of the above r.'s over the four subdivisions of the ring,

i
denoted by r, gy ry/EM? ry/Fy+ and ry/FH" Figures 3-9a to 3-9d show
mean values of these quantities as functions of AE for the QCD/brem
Monte Carlo. <ry, gy’ and <ry/EM> rise approximately linearly with AE;
<"x/FH> and <Py/FH> both fall as AE increases to zero, but for AE > O,
<rx/FH> stays nearly constant while <ry/FH> increases.

These differences in the behavior of these quantities suggest that
at least three of the four need to be considered separately ~- that to
separate events intoc groups for which R(EE,Et) is production mechanism
independent, slicing on a single quantity derived from the responses of
the ring modules will be insufficient. 1 have compared AE in the two
Monte Carlos with and without cuts on the four r's. As shown in Figs.
3-10a to 3-10d, the distribution of each of the four r's falls
approximately exponentially, which implies that fairly stringent cuts
are needed. Figures 3-11a and 3-11b show the distribution of AE in the
LPS and QCD/brem models, respectively, for events where the global
energy sum is between 120 GeV and 240 GeV. The following cuts then were
applied:

0.04 < ry, gy < 0.08
0.14 < y/EM < 0.18
0.00 < ry/FH < 0.04
0.04 < ry/FH < 0.08.

The distributions of AE after these cuts are shown in Figs. 3-12a and 3-
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12b. The two Monte Carlos now give the same results, within the error
bars —- which are enormous because of the severe degradation of the
statistics: after the cuts only 25 QCD/brem events and 14 LPS events
remain, out of 31,908 and 11,007, respectively. The cuts on r were
chosen to be near the peaks of their distributions; most other slices
would contain even fewer events.

This jillustrates the problem with the proposed procedure: it is
infeasible with the available statistics. As an example, if one must
separate events according to three different variables -- say, ry/FH?
Tv/FH? and a linear combination of ry,py and r'y/EM? and if one takes n
slices in each variable, one must deal with n3 separate sets of
distributions to be corrected separately and recombined. Five slices
for each variable means a total of 125 subdivisions of the data. Not
only is this a great complication, but the meager. statistics of the E557
Spring 1981 data set would be so much further reduced in each
subdivision as to make meaningful analysis virtually impossible. Even
the Monte Carlo data, as we have seen, cannot survive narrow slicing on

several variables.
3.5. Comprcmise: R(E%;Et)

I was unable to find a way to construct a production mechanism
independent resolution function given the data available. The function
R(EC;Et), while production mechanism dependent, is better than
nothing. I decided to use R(EE;Et) as computed from Monte Carlo data
that, in some sense, are the best available simulation of the
experimental data.

As will be seen in the following chapters, neither of the Monte
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Carlos described in Appendix D represent the experimental data very
well: the event structure in the experimental data falls between the LPS =
and QCD/brem extremes. I therefore have constructed a "Hybrid Monte
Carlo" data set, consisting of the combined LPS and QCD/brem events. ~
Operationally, a Hybrid Monte Carlo histogram is generated by summing -
the corresponding LPS and QCD/brem histograms, each of which is scaled
by a weighting factor chosen to minimize the mean square difference !é
between the Hybrid and experimental global do/dEC. The scaling factors ;
for the LPS and QCD/brem events were 0.43 and 1.30, respectively. =

The Hybrid data are dominated by QCD/brem events at high EE. ;;
Because the spectral slope of .the QCD/brem global EE spectrum is quite
different from that seen in the experimental data, the Hybrid global EE :é
spectrum fits the latter very badly at high EC. It should not be taken
seriously as a physics model of the real events. =
3.6. Parametrization of the resolution functions ‘-—‘

Separate resolution functions were used for each of the five !é
apertures. Rather than using normalized contents of E% versus Et ‘
scatterplots directly as measurements of the resolution functions, I !
chose to use parametrizations of these data. Clearly, since EE must be .j
non-negative, H(EE;Et) must have an endpoint at Eg = 0. However, for :-
fixed Et larger than about 1 GeV, R(EE;Et) is found to be nearly gé
Gaussian, within the errors dictated by the weights and statistics of

-

the Monte Carlo data. I therefore have used the parametrization

=,
=
-
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N(E,)
R(E(SE,) = E— exp ['(Eg“u<5t))2/2°2(Et)]’ B 2 0
JZﬂoz(Et)
c -
=0, Et <0 (3-4)

where N(Et) is given by the normalization condition (3-2), and ”(Et) and

02(Et) are quadratics in E:

+ M2Et + M3

+ S2Et + S

u(Et) M, E

(3-5)

[ O I I V]

2
o (Et) S1E 3

The Mi's and the Si's were determined by separate fits to the mean and
variance of EE as functions of Et from the Hybrid Monte Carlo data. To
do these fits required knowledge not only of the means and variances of
EE, but also of the variances of these means and variances. These were
computed from the Monto Carlo data, wherein different events enter with
different weights. A discussion of the statistics of weighted events,

and derivations of the appropriate formulas, may be found in Appendix

E. The results of the parametrizations are given in Table 3-2.
3.7. Limitations

Clearly, the resolution functions I have constructed are far from
perfect. The production mechanism dependence is only one problem.
Another is with the simulation of the apparatus. There is no simulation
of secondary interactions between the vertex and the calorimeter. The
calorimeter modules are modelled, not as sandwiches of scintillator and

steel or lead, but as uniform blocks of the same total number of
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interaction and radiation lengths. Showers are not modelled at a
microscopic level, but as average showers corresponding to the energies
and types of the initiating particles. Fluctuations in the shower
development are not modelled.

Most of these deficiencies affect low-energy tracks most. A low-~
energy hadron in the real calorimeter, for example, whose energy is
entirely absorbed in the first layer of absorber and is therefore lost
would in the model give rise to a shower and be detected. Another
shortcoming of the simulation is that shower widths are assumed to be
independent of energy whereas in fact they decrease as energy increases;
again, low-energy tracks are treated less correctly than high energy
ones.

We therefore can expect the simulation to be least accurate for
low-E, events -= as is the Gaussian parametrization of the resolution
functions. The implication is that Monte Carlo data at low Eg,
resolution functions at low Et' and the low ends of the corrected
transverse energy scales are the least reliable. The resolution
functions and corrected transverse energies at high Et are more
trustworthy, but, due to the production mechanism dependence of the
resolution functions, only to the extent that the Hybrid events simulate

real events closely enough.
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FIG. 3-1. Front face of E55T7 calorimeter, drawn in cos 6* - ¢ space:
curves of constant cos e* are straight horizontal lines; curves of
constant ¢ are straight vertical lines. Modules adjacent to center hole
are at top. Modules on ocuter boundary are at bottom. Dotted line

indicates magnet aperture.
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Fractional ¢ acceptance
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"FIG. 3-4. Fraction of full 2r acceptance in ¢ as function of: cos o ,
. : *
- for F 2/3 aperture (solid line); -cos & , for B 2/3 aperture (dashed

line).
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models: LPS with event weights (solid line), LPS without event weights
(dashed line), QCD/brem with event weights (dot-dashed line), and
QCD/brem without event weights (dotted line).
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Module energy ratios for AE < =15 GeV; LPS data.

3-7a.

FIG.
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Module energy ratios for |AE| < 15 GeV; LPS data.

3-Tb.
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Module energy ratios for AE > 15 GeV:; LPS data.

3-Te.
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Module energy ratios for AE < -15 GeV; QCD/brem data.

FIG. 3-8a.
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FIG. 3-8b.
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Module energy ratios for AE > 15 GeV; QCD/brem data.

FIG. 3-8c.
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TABLE 3-1. Aperture acceptances and overlaps.

Global A-global B 2/3 F 2/3 M 172
Global 7.86 7.54 4.89 4.91 4,33
A-global 7.54 4.89 4.91 4.33
B 2/3 4.89 2.26 3.37
F 2/3 4.9 3.22
M 1/2 4.33

NOTE: Diagonal entries are geometric acceptances of the
corresponding apertures; off-diagonal entries are acceptances of the
regions where the two corresponding apertures overlap. All entries are

in units of steradians.



TABLE 3-2. Parametrizations of resolution functions.
-3 -1 -3
Aperture M; (1072 Gev' ') M, M3 (102 GeV)
Global -5.1 + 0.3 1.074 + 0.003 -3.6 ¢+ 2.5
A-global -5.4 + 0.3 1.039 + 0.003 0.3 + 2.4
B 2/3 -8.9 + 0.5 1.071 + 0.004 21, + 2.7
F 2/3 -12.2 + 0.8 0.991 + 0.004 9.1 + 2.3
M 172 -13.4 ¢+ 0.7 1.028 + 0.005 25. + 2.5
Aperture s, (1073) S, (1072 GeV) S5 (1072 GeV?)
Global 2.4 + 0.3 7.8 £ 0.2 0.53 + 0.04
A-global -1.3 + 0.3 7.2 + 0.2 0.51 + 0.04
B 2/3 -1.5 + 0.5 8.7 + 0.2 1.55 + 0.06
F 273 -0.6 + 0.6 7.9 + 0.2 0.83 + 0.04
M 172 -1.9 £ 0.7 9.7 £ 0.3 1.38 + 0.06
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CHAPTER IV
CROSS SECTIONS

In this chapter I present an analysis of cross sections for proton-
proton and proton-nucleus scattering as a function of transverse energy
deposited in each of the five full—-azimuth geometrical apertures
described in Chapter III. The dependence of the cross sections on the

nucleon number A is discussed.
4.1. Luminosities

The cross section for some process P, o(P), is defined by

’
I°Nscat

o(P) =

where R(P) is the rate at which process P occurs in the target
(dimensions are number of events per unit time), IO is the incident beam
flux (particles per unit area per unit time), and Ngcat is the number of
scattering centers expcsed to the beam. The quantities in this
expression are determined from the counts recorded by the online
scalers; each scaler incremented its count whenever a particular
condition was met (see list of scalers in Table A-4). Quantities

denoted below by s(name) are counts recorded by the scaler with the
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corresponding name.
Nscat is given in the thin target approximation by

pNyAzae
- —, (4-2)

Nscat A

where p is the mass density of the target, NO is Avogadro's number, Az
is the length of the target, a is the cross sectional area of the
intersection of the beam and the target, e is a dimensionless factor to
correct for attenuation of the beam as it traverses the target, and A is
the nucleon number of the target. In E557, incident protons are counted
using the beam counters SA, SB, and SC (described in Appendix A), so for
events originating in the fiducial hydrogen target region, e must take
into account 20 cm of hydrogen plus the material between the beam
counters and the fiducial region. The result is e = 0.97, giving

N =a / (611 mb).

scat

The rate divided by the flux, R(P)/Io. should be roughly constant

in time and equal to

R(P) _ T(P)a

I, " s(EFF BEAM) °

(4-3)

Here T(P) is the number of times process P occurs in hydrogen target
events while the trigger is M"live" (ready to accept an event) and
s(EFF BEAM) is the total number of beam particles entering the target
while the trigger is live. The number of observed occurrences of P
while the trigger is live is s(TRIGOR). To get the total number of
events while the trigger'is live, this must be increased by

k x s(PRETRIG) / s(STROBE) where « is an acceptance factor to be
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discussed below and s(PRETRIG) / s(STROBE) accounts for events occuring
in interactions which were not allowed to produce a trigger due to the
presence of another beam particle within 130 ns or another interaction
within 200 ns.

Because the trigger can be live while the spark chamber dead time
has shut off data collection, the number of events written to tape,
s(TRIG), is smaller than s(TRIGOR). I assume the fraction of events
occurring in the hydrogen target is the same while the trigger is live
as when data acquisition is live, so that for a run in which we are

triggering on process P,

NH )(s(PRETRIG)] ]

s(TRIG)’‘s(STROBE) (4-4)

T(P) = k+s(TRIGOR)(
Here Ny is the number of recorded events which come from a vertex
reconstructed to be in the fiducial hydrogen target region.

The acceptance factor k reflects the fact that not all recorded
events have a successfully reconstructed vertex. There are two main
error conditions in the vertex finding software. A type 34 error occurs
when the vertex fit algorithm fails; a type 23 error indicates an
overflow of a data buffer. Events with type 34 errors are primarily
from interactions downstream of the target and so do not contribute
significantly to the factor x. An examination of events with and
without type 23 errors suggests that type 23 error events generally have
vertices distributed similarly to those of events without type 23
errors. Of the events with type 23 errors in a given run, the fraction
that should be attributed to the hydrogen target is the same as the

fraction of non-error events attributed to hydrogen. I have computed «
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accordingly.

The luminosity for the j'th run, L.

R is defined by

. . MW _ s(TRIG) _ s(STROBE) s(EFF BEAM)

i o(P) ~ «s(TRIGOR) s(PRETRIG) 611 mb  ’ (4-5)

and may be interpreted as the expected number of events of a given type
to be found in that run divided by the cross section for such events,
provided those events satisfy the online trigger requirements. In the
case of the Interacting Beam trigger runs, the average value of o¢{P) was
computed using a subset of the runs and luminosities were computed using
this value, 28.3 millibarns, divided by.NH for each run. Values for Lj
for each of the Global trigger runs are given in Table 4-1,

For three of the Global trigger runs in the data set (591, 592, and
593), scaler readings were unavailable and for a fourth (628) the
luminosity computed from the scalers was not considered reliable due to

a large number of vertex finding failures. Luminosities for these runs

were computed in a manner to be described later.
4,2, Hydrogen cross sections

Hydrogen target data were selected using the vertices generated in
the first stage of data processing. Vertices were required to lie
within the hydrogen target fiducial region, the middle 40 cm length of
the hydrogen target. A few events (about 25) for which the calorimeter
measured an energy of more than 400 GeV were rejected. These fell into
two categories: events not much larger than 400 GeV, which are
consistent with upward fluctuations in the calorimeter, and "junk"

events, where noise in the system produced nonsensical signals -—-—
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typically "calorimeter energies" of 2000 to 7000 GeV.

4.2.1. Uncorrected hydrogen cross sections (experimental)

Figure U4-1 shows the number of events as a function of Global EE

for several runs, where the number of events for each run has been
divided by the luminosity for that run. If the online Global sum used
to generate the trigger were very accurate, then these points all would
lie on the same curve, the cross section as a function of E%, which is
the envelope of the curves in Fig. 4-1. Each run would "turn on"
sharply at its threshold value of EC. Instead, the turn-on is gradual
and the points for a given run do not join up with those of the lower-
threshold runs until about 1 GeV beyond the peak. There are errors in
the online Eg sums due to pedestal drifts, errors in phototube gains,
and the assumption that all events originate in the center of the
hydrogen target. When E% is computed offline, the turn-on is smeared.
For each Global trigger run, a cut on the Global transverse energy
at a level of about 1 GeV beyond the peak iﬁ the E% spectrum for that
run was used to select events well beyond the trigger threshold. This
corresponded to the value of EE for which the trigger accepted
essentially all events and the spectrum for that run joined up with the
envelope of the spectrum for all runs. The events surviving this EE cut
were used in determining dc/dEE for all values of EE above the cut
value. Table 4-1 lists the cut values for each Global trigger run. I
refer to this procedure for determining cuts as the "envelope method."
One can also look at the number of events as a function of EE in
each of the four smaller apertures. The result is similar to what is

seen with E%. The existence of a threshold for Global EE implies that
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for small enough values of the restricted aperture Eg the number of

events seen will be suppressed; there is a gradual turn-on as Eg

increases and the requirement on Global EE becomes less and less
inhibitory to production of the restricted aperture EE. To compute
da/dE% one must impose on each run a cut on EE in the aperture under
consideration. The events surviving this cut are not biased by the
Global Eg threshold and may be used to compute the cross section for
values of EE above the cut value. The cuts have been determined by the
envelope method as a function of the Global Eg cut and are listed in

Table 4-2,

The approximate value of the cross section do/dEg evaluated at

E% = EEO for each aperture is given by
C C
[do ] i I NHJ(EtO.AEt) (1-6)
dEC EC-EC AEC I L '
t 't to t J

where the sums are over all runs for which the aperture transverse
momentum cut is smaller than E%o. Here NHJ(EEO,AE%) is the number of
events with a vertex in the fiducial hydrogen target regiocon in run j
with EEO < Eg < EEO + AEC; AE% is small. Events from Interacting Beam
trigger runs were used without transverse energy cuts, because no
threshold bias was present. For this analysis I used a value of AE% =
0.1 GeV; I then averaged the results over bins of width 0.5 GeV or more.
The cross sections for production of EE into five calorimeter
apertures are given in Table 4-3 and plotted in Fig. 4-2. The values
given are the average values of do/dEE over the bins indicated in the
plots by the horizontal error bars. Vertical error bars shown are

statistical only. As mentioned earlier, luminosities for four Global
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trigger runs could not be computed from the scalers. These runs were
not used in the first computation of the cross section for the Global

aperture. Luminosities for these runs were then estimated by

[ (N, 7aED) Qe
L = JC = (4-7)
I [ (doraEy) aE

where the integrals are from the EE cut up. I then included these runs,
using the estimated luminosities, in the final calculations of the cross
sections. I have checked that inclusion of these runs does not
substantially alter my results except to reduce the statistical errors.

Comparison of the spectra for the F2/3 and B2/3 apertures reveals a
disturbing discrepancy. The two regions have similar acceptances and
are approximately mirror images of each other with respect to
p* = 90°. Because the initial state (proton-proton) is symmetric with
respect to e* = 90°, we must expect the spectra for F2/3 and B2/3 to be
nearly identical. Instead, the spectrum for F2/3 falls much more
rapidly with E;. The conclusion (if we are to retain our faith in
Poincare invariance!) is that these spectra as they stand reflect some
instrumental biases.

If the resolution functions described in the previous chapter
adequately describe these biases, then the discrepancy should be
disappear when the resolution functions are used to correct the
transverse energy scales. This correction procedure will be discussed

shortly.
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U,2,2. LPS and QCD/Brem cross sections

First, however, I present cross section predictions from the Monte
Carlos. Two sets of cross sections for the LPS data are presented in
Tables 4-4 and 4-5; they are plotted in Figs. 4-3 and 4-4. The first
set, do/dEE, was computed from sums of simulated calorimeter module
responses. The second set, do/dEt, was computed from the actual
transverse energies of the final state particles at the interaction
vertex. The corresponding spectra for QCD/Brem Monte Carlo data are
given in Figs. 4-5 and 4-6, and in Tables 4-6 and 4-7. Calculation of
the cross sections was handled in much the same way as for the
experimental Interacting Beam trigger data; the values of the luminosity
were supplied by the Monte Carlo programs.

The F2/3 and B2/3 Et cross gsections are nearly identical, with a
very slightly steeper slope for the F2/3 which seems reasonable in light
of the small differences in acceptance. The F2/3 and B2/3 E% spectra,
however, show a discrepancy similar to what was seen in the hydrogen
data. The simulation of the apparatus seems to be at least
qualitatively successful in modelling the effects that give rise to the
front-back asymmetry. These effects are present most strongly in the
F2/3 data; there is a pronounced difference between the F2/3 Et and EE
spectra, whereas for B2/3 the Et and EE spectra are much more similar to

one another.
4.2.3. Corrections to Et

The next step in understanding the Et spectra is to use the

resolution functions to determine corrections to be applied to the data,
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allowing an estimate of d¢/dE; from do/dEg.
The method used was a modification of the one developed for the
first E557 publication (Ref. 1). In the preceding chapter I wrote that

the Et spectrum is related to the EE spectrum by
C,.C _ c )
So(E.) = l S,(E.) R(EJ;E,) dE, (4-8)

where R(EE‘Et> is the resolution function, obtained from the Hybrid
Monte Carlo; Sg(E%) = do/dEg is the experimentally obtained spectrum
described above; and S_(E;) = do/dE, is what we want to solve for.
Rigorous solution methods exist,® but for our purposes —-- given the
simple behavior of the spectra -- the more ad hoc procedure of
"guessing" a solution and then verifying it by direct substitution is
easier.

The prescription is as follows: first, I obtain a zeroth-order

input spectrum of the form
SO(Et) = A exp (-aEt) . (4-9)

The parameters A and o are determined by a least squares fit of the

zeroth-order output spectrum,

C,.C, _ | c
Sg(E) = l So(E,) R(EJGE,) dE (4-10)

to Sg(E%) in the range of E% from a few GeV up, where the observed

spectrum is decreasing and is nearly exponential. Next, I compute
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S“(E”)
S,(E.) = Sy(E) [F—]

B (4-11)
0"t s“(e%

O Qo O
ct Qfecr O

where the functions of E% are evaluated at EE = u(Et), the mean value of
the resolution function at Et' and B is a normalization constant
determined by the requirement

®

7 c,.C
l S,(E,) dE, = { So(E;) dE

C

c (4-12)

S1(Et) is taken to be the final estimate of do/dEt. By substitution
into Eq. 4-8 I verify that this estimate is accurate. The primary
differences between this method and that used for Ref. 1 are: first,
Ref. 1 used resolution functions based on a subset of the LPS data and
on a set of events consisting of tracks derived from the experimental
calorimeter data, treated as input and run through the equipment
simulation. Second, the resolution functions for Ref. 1 were

C

parametrized by Gaussians normalized to unity from Et = -» to +», rather

than from 0 to +~ as in Eq. 3-2. Third, in the computation described by

% at EE = Et' Fourth,

my Eg. 4-11, Ref. 1 evaluated the functions of E
the normalization condition (eq. #4-12) was not imposed; B was set to
1. The second and fourth of these modifications are the principal
reasons for the differences between my final cross sections and those of
Ref. 1.

To check the procedure, 1 applied it to the Hybrid Monte Carlo
events. Figures 4-7 and 4-8 show do/dE% and estimated do/dEt,

respectively, for the Hybrid data. Alsc shown in Fig. 4-8 are the

actual shapes of the Et spectra. Agreement is very good. The
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front/back asymmetries in the Et spectra have been removed by the
correction procedure.

I then applied the correction procedure to the experimental data.
In Fig. 4-9 and Table 4-8 I present the corrected E, spectra for the
hydrogen data. Again, the front/back asymmetry has been much reduced;
however, there remains a difference between F2/3 and B2/3 of up to
nearly a factor of ten in cross section, corresponding to a transverse
energy shift of about 1.5 GeV. This residual asymmetry will be
discussed further in the next chapter. As in the QCD/Brem data, the

F2/3 shows the largest correction of the five apertures.
4,3. Nuclear targets

Nuclear target data were selected using the vertices generated in
the first stage of data processing. The positions of the nuclear
targets were determined to within about 1 mm from an examination of the
vertex positions and only events with vertices in the range

(z1-0.026 m) < Zyey € (z1+0.13u m) were accepted, where z, was the

X
position of the upstream nuclear target ("Target 1"). This region fell
between and excluded the peaks due to the end of the hydrogen target and
the dE/dx counter, though a small fraction of the accepted events
probably came from the tails of these peaks. vFigure 4-10 shows the
geometry of this nuclear target region and defines some notation.

Cuts similar to those used for hydrogen were imposed: calorimeter
energy was required to be < 400 GeV and the Global transverse energy had
to be at least 1 GeV above the hardware threshcld in the Global trigger

runs. In addition, cuts were imposed for each aperture on the

transverse energy in that aperture. Studies using the envelope method
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indicated that the Eg cut values used for the hydrogen data (Tables 4-1

and 4-2) were appropriate alsc for the nuclear target data.
4,3.1. Vertex function fits

Figure 4-11 shows a typical histogram of vertex positions (z
coordinate only) in the nuclear target region. Whereas with the
hydrogen data, a fiducial region inside the target could be taken, and
events with vertices inside that region could be used as an
uncontaminated sample of hydrogen events, the nuclear targets are too
thin and too close together to permit a clean separation according to
vertex position. 1Instead, I have divided the nuclear target region
events between Target 1, Target 2, and background according to the
following procedure.

The data were binned according to EY and a histogram of vertex z-

C
t
coordinates was made for each bin. (The HBOOK histogram software
package was used?). The histograms had eighty bins in z covering the
entire nuclear target region, with each z bin 0.2 cm wide. The choice
of EE binning was, perhaps, not intuitively clear. Eg bins ranged in
width from 0.5 to 2.0 GeV. Three criteria determined Eg bin sizes and
boundaries: first, bins were made no narrower than necessary, to
minimize problems due to the (already poor) statistics. Second, bins
were made no wider than 2 GeV for the obvious reason that I am
interested in changes in cross sections on scales of a few GeV,

% cuts;

Finally, for each aperture, bin boundaries were imposed at the E
this made analysis easier, because it eliminated threshold effects in
any given histogram. For those E% bins with enough events, a fit tec a

function -- the "vertex function" -- could then be made. The fit was
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performed using the HBOOK fitting routine, HFIT. The vertex function
has components corresponding to each of the two targets, which can be
separately integrated to estimate the number of events originating in
each foil.

In E557's earlier analysis of nuclear target cross sections for two
apertures, Global and Small Aperture,“ the form chosen for the vertex
function was a sum of four Gaussians plus a constant background term.
Two of the Gaussians were centered on Target 1 and two on Target 2. A
single Gaussian for each target had been tried and was found to give
very poor fits; the observed shapes have longer tails than can be
accounted for by single Gaussians. The fits were to data stored in
histograms having forty bins, each 0.004 m wide. Because the positions
of the targets (centers of the Gaussians) were well known, there were
nine parameters for such a function -— the amplitude and width for each
of the four Gaussians and the background amplitude. The normalization
constraint (the integral of the vertex function must be the number of
events observed) reduced the number of free parameters to eight.

A severe problem with this functional form is that the two
Gaussians for each target are highly correlated. Crudely speaking, if
HFIT finds it desireable to reduce the width of one, it then "wants" to
increase the width of the other to compensate. The result is that the
fit tends to be unstable, in the sense that one or more of the
parameters either decreases or (more commonly) increases until it runs
up against a user-imposed limit. Apparently HFIT then leaves the
"runaway" parameters where they are and adjusts the othefs for the best

2

fit. The resulting fit is often good enough, as measured by its x<, for

our purposes. However, the covariance matrix returned by HFIT,
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necessary for a correct computation of errors, has deleted from it the
rows and columns corresponding to the runaway parameters.

It was for this reason that I tried a fit to the following vertex
function (the subscript j denotes quantities associated with the j'th E%
bin}:

dj(z) = [d1jA(z;z1,I‘ ) + dzjx(z;zz,rzj) + dBGjb(z)]Hj , (4-13)

1]

where 24 and z, are defined in Fig. 4-10, Hj is the total number of

entries in the histogranm, A(z;zi,rij) is the Lorentzian function

r

A(z;zi,r..) L

1) ® 211((z—zi)2 + (rij/z)z) (i =1o0r2, (4=14)

and b(z) is a uniform background within the nuclear target region,

b(Z)’-;—-:—Z— iqu<Z<Zd

=0 otherwise . (4-15)

The limits Z, and z4 are defined in Fig. 4-10. The widths, r1j and r2j'
and the amplitudes d1j and d2j. are the free parameters; the background
amplitude, dBGj' is determined by imposing the normalization condition.
The least squares procedure used by HFIT is based on the assumption
that the relative error on the contents of each bin is small; for this
condition to be satisfied one would 1ike at least five entries, or
better yet, ten in each bin. 1In fact, for the eighty-bin histogram,
many bins had two, one, or zero entries. For this analysis I decided to

combine adjacent bins to arrive at a coarser, nonuniform binning. The
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first such attempts used fifteen nonuniform bins in z with widths
ranging from 4 mm near the target positions (where statistics are best
and the function varies most rapidly) to 22 mm in the gap between the
targets. Later the binning was coarsened still further to eight bins
with widths from 8 mm to 58 mm (where the largest bin covered most of
the region downstream of target 2). Figure 4-12 illustrates the binning
scheme used.

A second advantage of the two-Lorentzian fit over the four-Gaussian
fit now comes to light: the former has only four parameters to the
latter's eight. Obviocusly the eight-parameter function would have been
less suitable for the eight-bin fit.

I attempted the fit to fifteen nonuniform bins using a two-Gaussian
function, a four—Gaussian function, and a two-Lorentzian function. The
two-Gaussian form was clearly inferior. Comparing the latter two
functions, only marginally better fits (as measured by the probability

2 of the fit) were obtained with the four-Gaussian form. In

of the x
light of the fact that the two-Lorentzian form did not suffer from the
instability problems that plagued the four—-Gaussian function, I decided
to use the former for this analysis.

However, none of the tested functions fit the data particularly
well, Fits to histograms with large numbers of entries (>1000) were
quite poor; the Lorentzian tails apparently are still not quite long
enough. On the other hand, only a few of the histograms have enough
statistics that the departure from a Lorentzian form is detectable. For
the purposes of estimating the number of events under each peak in our

limited quantity of data, it is doubtful that any improvement in the

choice of the fitted function would significantly change the results.
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Once the fit was made, the number of events in the nuclear target

region ascribed to target i in E% bin j was simply

d
D (dyoTy ) = dpy [ alasz,r ) dz . (4-16)

z
u

I used the covariance matrix returned by HFIT and propagation of errors

to determine the variance of Di the term proportional to the variance

j;

in dij dominates.

4,3.2, Low statistics method

For many (in fact, most) bins of EE the vertex histogram could not
be fit reliably due to poor statistics. Fits were done for only those
histograms in which each of the eight bins in z contained ten or more
events. To estimate Dij for those remaining histograms that had more
than 35 entries, I used a different, cruder procedure. (Histograms with
fewer than 35 entries could have been eliminated by rebinning. However,
if different binnings were used for different targets, comparison of the
nuclear target cross sections would have been more complicated, and the
improvement in accuracy would have been marginal. These very low
statistics EE bins therefore were disregarded completely.) A value for
dBGj was assumed; for, E% > 3 GeV I chose dBGj = 0,15 £ 0.10, and for
EC < 3 GeV, 0.30 + 0.20. Values of (1.5 + 0.3) cm and (1.3 + 0.3) cm
were aésumed for F1j and sz, respectively. I based all these
assumptions on the results and trends of the fits to histograms with
better statistics. The number of events within 2.4 cm of each target,
c1j and °2j' was estimated by summing the histogram entries within those

boundaries (denoted Zy1r Z41s Zypr and zy, in Fig. 4-10) and subtracting
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the estimated background:

cij = (# events in (Zui'zdi) for bin j)
- dBGjHj(Zdi—zui) / (zd—zu) . (4-17)

Finally, I estimated Di by multiplying cij by the appropriate factor:

J
] e A(Zu’zd;zi’rij) (1-18)
1 713 Mz ez 4520y y)
where
, Zy
A(za,zb;zi,rij) = i A(z;zi,rij) dz . (4-19)

a

As a check of this procedure, I compared its results to the results of
the fit for histograms where the fit could be done reliably; agreement
was very good. About two-thirds of the measurements of Dij had to be

made with this procedure.
4.3.3. Nuclear cross sections

The cross section for nuclear target i, (do/dEg)A', in bin j is
i

approximately Dijo?, where

eAi
(4-20)

Q
i
.

c
piAziNoAEt

Here Py is the density of target i, az; is its thickness, NO is
Avogadro's number, AE% is the width of the Eg bin, and € is a beam
attenuation factor. For our experiment there is negligible attenuation

by the first nuclear target or between the twe nuclear targets, so e is
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the same for both, but larger than for hydrogen, since it includes the
attenuation by the entire hydrogen target.

In principle one can get up to four measurements of average do/dEE
for aluminum in each Eg bin, one from each of the four run groups. In
practice, the measurement from group B seems to be unreliable (i.e. not
very consistent with results from groups 0, A, and P), due to poor
atatistics and a bad choice of target pairing: the thin aluminum target
was used in combination with the lead target, and, especially at high
E%, the signal from aluminum was washed out by the much stronger signal
from lead. Similar problems afflict the copper data from run group P,
in addition to the fact that this run group includes no Global trigger
data. The stronger aluminum signal from these runs, and the lead signal
from run group B, appear to be good. The final uncorrected cross
sections for aluminum are obtained from averaging up to three
measurements per Eg bin, one from each of run groups 0, A, and P. For
copper, one measurement per E% bin was used (run group A), and for lead,
up to two measurements per E% bin (groups 0 and B).

The uncorrected cross sections for all three targets and five
apertures are presented in Figs. 4-13 (aluminum), 4-1Y4 (copper), and
4-15 (lead), and in Table 4-9. Note the front~back asymmetry (the cross
sections for the F2/3 aperture are steeper than those for B2/3) is

stronger than for the hydrogen data. This behavior is consistent with

the values of Et/E (Chapter V) and with thecoretical expectations.
4.3.4, Et scale for nuclear target data

One would at this point 1like to apply corrections to the nuclear

target E% spectra to correct the Et scale, as was done with the hydrogen
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data. There are two problems, however. First, the nueclear target data
are arranged in coarse, nonuniform bins, with some large gaps .
(particularly for copper). The method used for the hydrogen data Et
corrections assumes the bins are be small (0.1 GeV), uhifoﬁm, and mostly
nonempty except at high Et’ Second, there is the problem of the
production mechanism dependent resolution functions. If‘the Hybrid
Monte Carlo is a mediocre simulation of the hydrogen data, one must
expect it to be even worse as a simulation of the nuciear data; the LPS
and QCD/Brem Monte Carlos, after all, are proton-proton simulations, not
proton-nucleus (and their vertices are distributed in the hydrogen
target only). I have no proton-nucleus Monte Carlo available.

What would be the likely result of corrections to the nuclear
targét spectra, if one could do them? For both the LPS and the QCD/Brem
Monte Carlos we can compare do/dEE to the actual do/dE, (Figs. 4—3 to 4-
6), and for the experimental data we can compare to the estimated do/dEt
(Figs. 4-2 and 4-9). This is a rather disparate set of models;vand we
know the details of the resolution functions differ between them,'but
they have certain features in common. For most of the aperturés; the
corrections are small. Viewed as a horizontal E; shift (rather than as
a vertical do/dE% correction), for all but the F2/3 aperture the
corrections generally are Et shifts of about 0.5 GeV or‘less at the
highest values of Eg (roughly a 3% shift). The corrections are largest
for the F2/3 apertures, closer to a 1.0 GeV (6% to 10%) shift.

Given that the corrections are this small for events as different
as those geﬁerated by LPS and QCD/Brem, it is reasonable to‘expect that
the Et shifts for the nuclear target data are also small. Given that

the observed differences in event structure between the various nuclear
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targets are small (Chapter V), it is reasonable to expect that the
corrections for the various nuclear targets will be similar. These
expectations are based on extrapolations of what we know about the
resolution functions and the nuclear target events. Like all

extrapolations they must be taken cum grano salis until better data (or

better analyses!) are available. Nevertheless, they seem reasonably
safe.

I therefore will make no attempt to present corrected cross
sections for the nuclear targets; the uncorrected cross sections already
presented will be used for the following A-dependence studies, with the
understanding that the transverse energy scales are uncertain at the
highest transverse energies by about 5% for the Global, A-Global, B2/3,
and M1/2 apertures and by about 10% for the F2/3 aperture. These
uncertainties are systematic; the differences between the shifts for the
various nuclear targets should be somewhat smaller than the shifts

themselves.
4.3.5. Nucleon number dependence
As is customary in studies of A-dependence, I will parametrize the

cross sections by

. (4-21)

Here s i3 the extrapoclation of de/dEg to A=1; typically hydrogen does
not lie on such an extrapolation. The parameter a can be computed using

ratios of numbers of events in a given run group from
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2

o 0
a(EC - 1n(o 5/ © 1) + ln(D2j /D
tj In(A, 7 A))

= ag + @, ln(D2j / D1j) ’ (4-22)
or from fitting a straight line to the logarithm of the cross sections

as a function of 1n(A):
1n (do/dEt) =qa 1ln (A) + B ; (4-23)

a and B are the parameters of the fit. Results from both methods are
consistent, but the second gives smaller errors and was used for my
final results. For many bins of E% only two points on this line are
available (aluminum and lead, usually) and a "fit" to a straight line is
a less than Herculean task. Where data from all three targets are
available, the linear relationship is found to hold well (Fig. U4-16).
The resulting values of a as a function of EE are given in Fig. 4-
17 and Table 4-9; the table also gives the correlation coefficients of
the fits. A rise in a is seen in all apertures; clear evidence of an
increase to values higher than 1.0 is seen in all but F 2/3, where
a > 1.0 in the last four bins, but by less than one standard deviation

for three of the four.
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8.5 GeV < E{ < 10.5 GeV. @ 11.5 GeV < E¥ < 13.5 GeV. @ 15.5 GeV < ES <

16 GeV. & 16.5 GeV < EL < 17.5 GeV. w 18.5 GeV < E{ < 19.5 GeV.
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TABLE 4-1. Luminosities and Global EE cuts for hydrogen data, Global

trigger.

Run Run Luminosity E% cut Number of
Group Number (wp™ 1) (GeV) events
0 591 6.172 13.0 71

592 7.462 13.0 86

593 18,12 11.0 1176

619 0.186 7.0 190

620 0.375 7.0 387

621 0.565 10.0 68

622 1.27 10.0 162

625 5.92 13.0 88

626 46.9 13.0 575

627 55.2 13.0 614

628 90.92 17.0 31

629 649, 18.0 85

631 552. 18.0 99

632 180. 18.0 31

Total 3663
A 663 149, 16.0 145
672 66.2 16.0 hy

685 163. 15.5 209

686 71.4 15.5 81

688 395. 15.0 827

Total 1306
B 772 264, 17.0 67
783 54.9 16.0 55

112



TABLE 4-1. (Continued)

Run Run Luminosity cut Number of
" Group Number (ub™ 1) (GeV) events
784 179. 16.0 128
789 190. 15.5 201
794 152. 15.0 300
Total 751
Grand total 5720

aLuminosity estimated using Global Eg cross section
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TABLE 4-2. Restricted aperture E% cuts as functions of Global E% cuts.

E% cut E% cuts, restricted apertures (GeV)

Global (GeV) A-Global B 2/3 F 2/3 M 1/2
7.0 7.5 6.5 6.0 5.5
10.0 10.5 9.0 8.0 7.5
11.0 1.5 9.5 8.5 8.0
13.0 13.5 11.0 9.5 9.5
15.0 15.5 13.0 11.0 11.0
15.5 16.0 13.0 11.0 11.5
16.0 16.5 13.5 11.5 11.5
17.0 17.5 14.5 12.0 12.5

18.0 18.5 15.0 12.5 13.0




TABLE 4-3. Calorimeter transverse energy spectra for experimental

hydrogen data and five apertures.

GLOBAL

ET BIN EDGES CROSS SECTION
(GEV) (MICROBARNS)

.0 4.14 +/- .09) E+0Z

.S S5.26 +/-  .10) E+0OZ

6.51 +/—- .11) E+0Z
.93 +/- .11) E+OZ
&.32 +/~  ,11) E+03
S.52 +/—  .10) E+40Z
4.77 +/- ,09) E+0OZ
2.81 +/- ,08) E+02
.02 +/- .07) E+0Q2
2.4L 4/~ .07) E+03
1.91 +/=  .0&) E+03
1.45 +/- .0S) E+0Z
1.12 +/- ,.05) E+0OZ
S.25 +/- ,38) E+0Z
S.99 +/—- .27) E+02
4.41 +/~- .22) E+0Z2
Z.44 +/- .20) E+02
2.62 +/~ .1%) E+02
1.55 +/- .14) E+Q2
1.42 +/~ .13) E+02
§.59 +/- .70) E+Q1
4.9% +/- .53) E+01

aqouocuioMoUommoOmMoUuOomouUuounnD

nrogoMoNOoONOoNOADMONOOON

COUOOVNONNCTEANDDERWNN - =

[N
QOVVODNNEGITARAIDDWWNN =

11. 11.5 4.41 +/- .20) E+01
11. 12.0 2.66 +/— .16) E+01
12.0 12.5 2.06 +/—- .14) E+Q}
12.5 13.0 1.35 +/- .11) E+01
12.0 13.5 7.88 +/- .33) E+00
13.5 14.0 S5.34 +/- .27) E+00
14.0 14.5 3.57 +/- .22) E+00
14.5 15.0 2.62 +/— .19) E+00
15.0 15.5 1.53 +/~ .07) E+00
15.5 16.0 8.90 +/- .40) E-01
16.0 146.5 6.10 +/- .28) E-01
16.5 17.0 3.60 +/—- .22) E~O1
17.0 17.5 2.51 +/- .14) E-O1
17.5 18.0 1.62 +/- .13) E-01
18.0 12.5 ?.45 +/~ .7&) E~OZ2
18.5 19.0 6£.54 +/- ,63) E-OZ
19.0 19.5 4.67 +/—- .54) E-02
19.5 20.5 1.88 +/- .24) E-02
20.5 21.5 7.57 +/- 1.5%) E-03

[y
-
.

P I IR P R I e i o B WP P I e P R e T T T T R R R I N I N el o el e e e i e T

1.97 +/- .57) E-03

21.5 23.5



TABLE 4-3. (Continued)
A-GLOERAL
ET BIN EDGES
(GEV)

.0 -
«D 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 2.0
2.0 3.5
3.5 4.0
4.0 4.5
4.5 5.0
2.0 5.5
5.5 6.0
&.0 6.5
6.5 7.0
7.0 TS
7.5 8.0
€.0 .5
8.5 9.0
9.0 .S
2.9 10.0
10.0 10.5
10.5 11.0
11.0 11.5
11.5 12.0
12.0 12.5
12.5 1Z.0
13.0 13.5
12.5 14.0
14.0 14.5
14.5 15.0
15.0 15.5
15.5 16.0
14.0 16.%
14.5 17.0
17.0 17.5
17.5 18.0
18.0 18.5
18.5 19.0
19.0 20.0
20.0 21.0
21.0 23.0

Ll e e e e el e el o o e o o Y e Y W o W o o W e el e e o el o e e e o e e el o e e e o e e

CROSS SECTION
(MICROEARNS)
5.14 +/- .10) E+0Z
&.42 +/—- .11) E+0Z
7.66 +/— .12) E+0Z
7.36 /- .11) E+0Z
&.47 +/- J11) E+QZ
S.47 +/— .10) E+OZ=
4,62 /- .09) E+03
3.36 #/—- .03) E+02
2.66 +/- .07) E+03
1.96 +/—  .0&) E+03
1.49 +/- .05) E+03
1.09 +/- .04) E+0%
.00 +/- .38) E+02
S5.51 +/- .21) E+02
4.44 +/- ,28) E+02
2.74 +/- .18) E+0z
2.16 /- .1&) E+02
1.24 +/~ .12) E+02
1.06 +/— .11) E+02
&.67 /- .90) E+01
4,89 +/- .77) E+01
2.85 +/- .41) E+01
1.20 «+/- .27) E+01
1.37 +/- .11) E+01
8.23 +/- .88) E+00
4,91 +/- .68) E+00
2.96 +/—- .52) E+00
2.05 +/— .17) E+00
1.44 +/- .14) E+00
g.79 +/- 1.12) E-0O1
S5.30 +/- .87) E-O1
2.90 +/- .29) E-01
1.60 +/- .17) E-0O1
1.02 /- .12) E-0O1
5.75 +/- .87) E-02
S5.31 +/- .7%) E-O2
2.50 +/- .52) E-02
1.27 +/-~ .28) E-0Z
9.69 +/— 1.74) E-O03
2.73 +/—- .946) E-OR
4,54 +/~ 3.21) E~O4
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TABLE 4-3,

(Continued)

B 2/3

ET BIN EDGES

(GEV)
.0

n

QO VVOADNNTCEANND2EWONE= -
owouououmoaoUMNMomonoMmMono

[N

OV VDONNCCEANNDDDWNN - -

-
.

(SRS
=0
-

[y
[y

12.

qoogoomomoUuomoOoNOoUNOoONOMOM

[
N

13.0
13.5
14.0
14,5
15.0
16.0

17.0
19.0

Ll e T I R N e T e T T e T o T R I I I T e T T S R I N T

CROZS SECTION

(MICROBARNS)
1.01 +/- .01)
1.06 +/-  .01)
.84 +/- .13)
7.70 +/- .12)
5.0 +/- .10)
4.14 +/- .09)
2.92 +/- .Q7)
1.86 +/— .04)
1.31 +/- .0%)
8.10 +/- .33)
5.52 +/—- .31)
3.31 +/- .24)
2.15 +/- 20)
1.32 +/-  .13)
.65 +/- 1.08)
3.46 +/- &%)
2.4 +/— L &5)
1.79 +/- .4%)
€.54 +/- 2.28)
&.95 +/- . 21)
D.865 +/=- .73
2.96 +/— .53)
1.26 +/- .13)
6.56 +/- .97)
4,74 +/- .82)
2.21 +/- .&8)
.68 +/- 1.322
&£.90 /-, 95)
4.22 +/- .7%)
1.83 +/—- .435)
1.21 +/- .19)
4.25 +/- 1.25)
1.21 +/—-  .4¢)

E+04
E+0Q4q
E+0Z
E+Q=
E+0Z
E+03
E+03
E+0Z2
E+03
E+02
E+02
E+02
E+0Z
E+02
E+01
E+O1
E+O1
E+01
E4+ 00
E+00
E+Q0
E+0Q0
E+0Q
E-O1
E-0O1
E-0O1
E-02
E-02
E-02
E-02
E-02
E-0Z
E-03



TABLE 4-3.

(Continued)

F 2/%

ET BIN EDGES

(GEV)

o

—

-
QOVOVWONNCTCOCUNDLEWNNNE -
oo oNOoUOoOANOCONOMOMONOWUMOMU

[
[

11.5
12.3
12.5

oooouooOoNoNOoUROoMMOoOnOoOM

e .
= OOV IYNAONNIPFOCMANA_EWWNNE -

11.5
12.5
15.5

15.5

P N e e el e el o Bal e el e o el e el el o e o el e el

CROSS SECTION
(MICROBARNSE)
1.24 +/- .01) E+04
1.19 +/- .01) E+04
1.02 +/- .01) E+04
7.66 +/—= .12) E+OZ
5.29 +/- .10) E+0OZ
.46 +/—- .03) E+OZ
2,20 ¥/~ .06) E+OZ
1.24 +/- ,05) E+0Z
8.44 +/— .39) E+02
5.03 +/~- .30) E+O2Z
.13 +/-  .24) E+02
2.00 +/—- ,1%9) E+0Z
9.18 +/- 1.05) E+01
S5.60 +/- .8%) E+01
2.14 +/- .52) E+0O1
2.14 +/~ .S2) E+O01
9.11 +/- 2.35) E+00
3.43 +/~ .57) E+0O0
1.20 +/-  .35) E+00
£€.37 +/- 1.09) E-01
4,60 +/- .81) E-O1
1.81 +/- ,52) E-O1
&.846 +/- 1,.09) E-02
2.52 +/- .39) E-OZ
9.09 +/- 1.69) E-O2
1.36 +/- .48) E-03



TABLE 4-3.

(Continued)
M1/2
ET BIN EDGES
(GEV)

.0 .
] 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.9 3.0
2. 2.5
2.5 4.0
4.0 4.5
4.5 5.0
5.0 5.5
5.5 6.0
6.0 &.5
&5 7.0
7.0 7.5
7.5 &.0
.0 8.5
8.5 “.0
9.0 9.5
9.5 10.0
10.0 10.5
10.5 11.0
11.0 11.5
11.5 12.5
12.5 13.5

13.5 15.5

L B o B P e T T S S N I N e e T T I TP N I S W I I

CROZS SECTION
(MICROBARNS)
1.48 +/—- ,02) E+04
1.31 +/- .02) E+04
1.04 +/- .01) E+04
7.04 +/—- .11) E+0Z
4.51 +/- .09) E+0OZ
2.728 +/—- .07) E+0Z
1.62 +/- .QS) E+02
9.05 +/— .40) E+02
S.82 +/—- .32) E+02
3.01 /= .23) E+02
1.81 +/- .18) E+0Z2
9.41 +/- 1.07) E+0O1
S.00 +/- .72) E+01
2.34 +/—- .&4) E+01
3.34 +/- 2.41) E+00
S.69 +/- 1.90) E+QQ
2.96 +/—- ,52) E+00
2.04 +/- .44) E+00
.33 +/- 2.99) E-01
.63 +/—- .73) E-O1
2.09 +/—- .5¢&) E-0O1
@.77 +/- 3.99) E~-02
4.34 +/- 1.16) E-02
2.43 +/- .40) E-OZ2
4.51 +/- 1.41) E-03
1.36 +/— .4%) E—-03
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TABLE 4-4,

data and five apertures.

Calorimeter transverse energy spectra for LPS Monte Carlo

GLOBAL

ET EHIN EDGES

(GEV)
.0
.5

\O‘OCOPN\IO‘?‘LHUI&#QJWMN“"
ynowoouomoumoNonono

OCQOOORONNOCGCTCANNDLEWONNER-
AONOUANOUNONONOMNOMNONOAROM

L e B o S WP N I A e e R B B o B B B N e N B P NP NP P I I I

CROSS SECTION
(MICROBARNS)
1.49 +/- .032) E+04
1.15 +/- .03) E+04
.59 +/- 25) E+03
7.9 +/- .22) E+0Z
L. 02 /- ,19) E+0Z
4,40 +/— .15) E+03
2.26 +/- .12) E+0O2
2.30 +/- .09) E+03
1.62 +/- .07) E+0Z
1.15S +/- .06) E+0Z
.66 +/- .42) E+02
$.42 +/- .3232) E+02
3.97 +/—- .27) E+0Z
2.65 +/- .21) E+02
1.69 +/- .14) E+02
1.22 +/- .14A) E+0Q2
7.69 +/- 1.08) E+01
4.6 +/- .£1) E+01
2.28 +/- .47) E+01
2.36 +/- .5&) E+01
2.12 +/- .53) E+01
€.92 +/- 3.00) E+00
4.81 +/- 1.77) E+0Q0
3.46 +/—- 1,87) E+00
3.09 +/- 1.94) E+00
1.30 +/~ .23) E+00Q
7.9% +/- 1.76) E-O1
4,12 +/- 1.32) E-01
1.31 +/- .79) E-0O1
3.19 +/- 2.4%) E-0Z
S.87 +/- 5.74) E-03
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TABLE 4-4.

{Continued)

A-GLORAL

ET RIN EDGES

(GEV)

o

cuoumouUuosoUuouunoacroNnocmoUuoU

F d
OES%)@(DG)V'QO‘O(AUIb-b&)lehJP'H

=y
[T

11.5
12.0
12.5
13.5
14.0
146.0

MO AO0ONOUOACHONOWONOWNO N

COVMNONNCOANDDOWMNN -

P I e A A e e el e el e e e e i e R e e o R a o el o e e e =)

CROSS SECTION

(MICROBARNS)

1.&5
1.23
9.80
7.67
S.80
4,10
2.89
1.96
1.3%
8.79
&.41
4,58
2.79
1.87
¥.80
S.82
5.599
2.60
2.83
1.02
@.96
2.79
1.45%
1.11
7.46
7.48
2.39
3.62
1.73

+/-  .03)
+/- . 0O3)
+/-  ,29)
+/- .21)
+/- .12)
+/— .14)
+/- .11)
+/—=  .08)
+/= Q&)
+/— .46)
+/=  .29)
+/-  .30)
+/— .22)
+/- ,19)
+/- 1.23)
+/—- .92)
+/=- ,90)
+/—- .38)
+/—- .8%)
+/- .35)
+/-~ 3.4¢4)
+/—- .33)
+/—- .22)
+/- .21)
+/- 1.7&)
+/- 1,76)
+/- 1,04)
+/- 3.22)
+/- 1.20)

E+04
E+0Q4
E+Q3Z
E+03
E+03
E+0Z
E+02
E+0Z
E+0QZ
E+0Z
E+02
E+QZ
E+02
E+02
E+01
E+01
E+Q1
E+0O1
E+01
E+01
E+00
E+00
E+00
E+00
E-O1
E-O1
E-01
E-0Z
E-Q0S
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TABLE 4-4. (Continued)

B 2/3

ET BIN EDGES _ CROSS SECTION
(GEV) (MICROBARNS)

.0 . 2.1 +/~ .0Q4) E+04

1.41 +/—- .03) E+04
.46 +/- .23) E+03
S.97 /- .17) E+0=
3.86 +/— .132) E+0QZ
2.34 +/~ .09) E+0Z
1.35 +/- ,04&) E+03
7.91 /- ,43%) E+0Z
4.&£1 «/—- .20) E+02
2.81 +/~ .24) E+0O2
1.57 +/- .18) E+02
7.0 +/—- 1,05) E+01
4,22 +/- .78) E+01
2.46 +/- ,528) E+0O1
1.47 +/—- .4%5) E+01
.65 +/- 3.52) E+00
6.47 +/- 3.14) E+00
2.37 +/- 2.2%5) E+00
4.65 +/- 1.40) E-O1
2.76 +/- 1.14) E-0O1
2.65 +/- 1.1%) E~-O1

OV VWO NNIPCAADDLOWONE = -
cdomogogoNouoUucaocomoUd

QOVVONONNOCGCUNUADRWWNN -
AaoNOoUNOoOUNONORNONOMNOMNOMOM

[
. .
[
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TABLE 4-4, (Continued)

F 27z
ET EBIN EDGES CROSS SECTION
(GEW) (MICROBARNS)

.0 oS ( 2,646 +/- .04) E+04

S 1.0 ( 1.42 +/—~ .03) E+04
1.0 1.5 ( 9.72 /= .23) E+0Z
1.5 2.0 ( 5.89 +/~ .17) E+0=
2. 2.5 ( 3.65 +/~ .12) E+03Z
2.5 3.0 ( 2.08 +/- .03) E+OZ
2.0 3.5 ( 1,25 +/- .06) E+OZ
3.5 4.0 ( 7.282 +/- .43) E+0¢
4.0 4.5 ( 2.5& +/- .27) E+02
4.5 5.0 ( 2.14 +/- .19) E+OZ
5.0 .5 ( 9.21 +/- 1.31) E+0O1
.5 6.0 ( 7.29 +/- 1.04) E+01
&.0 &.S ( 2.87 +/- .4&2) E+01
6.5 7.0 ( 1.93 +/- .51) E+01
7.0 7.5 ( 5.85% +/- 2.53) E+00
7.5 8.0 ( 6.66 +/—- 3.12) E+00
&.0 &.5 ( 8,40 +/—- 1.82) E~O1
2.5 9.0 ( 5.95 +/- 1.5%) E-01
2.0 .5 ( 2.1 +/- 1.03) E~-O1
.5 10.S ( S.95% +/- 4,04) E-O02
10.5 11.3 ( 3.70 +/- 3.24) E-OZ
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TABLE 4-4, (Continued)

M 1/2

ET BIN EDGES CROSE SECTION
(GEV) (MICROBARNS)

.0 . 3.05 4/~ .04) E+04

1.48 +/~ .03) E+04
€.40 +/~ .21) E+03
S.15 +/~ .15) E+03
2.80 +/~ .10) E+0z
1.5 +/~ .07) E+0%
€.46 +/~ .48) E+02
4,03 +/~ .29) E+02
2.37 +/~ .22) E+0z
1.40 +/~ .17) E+02
.20 +/- ,95) E+01
2.83 +/~ .42) E+01
2.16 +/~ .S5&) E+01
&.98 +/~ Z.09) E+00
4,75 +/~ 2.64) E+00
2.62 +/~ 2.10) E+00
5.18 +/~ 1.4%) E-01
1.51 +/- .77) E-01
1.50 +/- 1.02) E-02
b&.14 +/~ 4,04) E-02

AN NeRURNI No i No Nl Rold ReR{ NoN{ No i Ro N4 |

aododogomononmoNonoO

O:OQOJG)VNIO‘O‘(.HU!##';}OJNN#“

VOQAOANNITGCUURPDEOWODNEY - -

-




TABLE 4-5.

125

Particle transverse energy spectra for LPS Monte Carlo data

and five apertures.

GLOBAL

ET BIN EDGES

(GEV)
-0

a

O‘O*CIWCO\J.\IOO*MEJI#'AW&JMN"‘H
ocomouuonogonocaouonNLsANo

aAocoNoNOoAQUNDDACAOANOAOCARHOND N

o
COVVIVONONNCIrPOCANANDDWWNNL -

()
| s

12.0
12.5
13.0
13.5
14.0
14.5
15.5

Ll e el el o el o el o Ra o e el el el o W o S S I N W I T e T S NP

CROES SECTION
(MICRCOBARNS)
1.54 +/- .03) E+04
1.21 +/- .03) E+04
.80 +/- .25) E+O=
7.64 +/- 22) E+03
5.93 +/—- .18) E+03
4.34 +/— .15) E+03
.07 +/-  .12) E+0Z
2.07 +/- .08) E+0z
1.45 +/- .07) E+0O2
1.09 +/- .05) E+02
6.79 +/- .38) E+02
4.94 +/- .32) E+02
.79 +/-  .25) E+O2
2.08 +/- .20) E+0Z
1.60 +/— .1&) E+02
8.40 +/- 1.13) E+01
4.33 +/- .78) E+01
2.92 /- .62) E+01
2.24 +/- .53) E+01
1.45 +/- .38) E+01
1.54 +/—- .4%5) E+01
7.89 +/- 3.04) E+00
3.96 +/- 1.82) E+00
4.4L +/- 2,70) E+0Q
1.17 +/- .21) E+00
7.19 +/- 1.49) E-01
4,00 +/~- 1.32) E-01
1.02 +/- .58) E-01
7.465 +/- &.32) E-O02
7.74 +/- 4.,7%) E-OZ2



TABLE 4-5.

OCVIVDRXANNOCECUNNDPWONRNF =

(Continued)

A-GLOBAL

ET EBIN EDGES

(GEV)

[ ] s @ L] e @ = s s 9 2 0 e ® e @ s 8 [ ]
ocuvwoocuuonounouonoNonNOoOMo

ocooumououwouuoomooumom

[
OOV IYNONNETECANANLEDLODWNN- -

el e e e e e el e e e e e el b S R R N Il a e o e e el

CROSS SECTION

(MICROBARNS)
1.5 +/- .03)
1.25 +/- .03)
1.02 +/- ,03)
7.50 +/~ .21)
S.61 /- .17)
4,06 +/- .14)
z.81 +/- .11)
1.91 +/- .08)
1.28 +/- .0&)
9.36 +/—- .49)
S.92 +/—- .Z6)
4,23 +/- .29)
2.8 /- 23
1.63 +/- .1&)
1.13 /- .13)
5.3 +/- .87)
3.028 +/- &5
2.955 +/- .S8)
1.70 +/- ,4%)
1.61 +/— .4%)
4,76 +/—- 1.77)
2.21 +/- ,320)
&£.09 +/~- 3.18)
1.16 +/—- .22)
&.844 +/- 1,&2)
2.8 +/- 1.032)
4,28 +/- 1.40)
1.62 +/- 1.01)
&.27 +/- 4,.01)
2.24 +/- 2.71)

E+04
E+04
E+04
E+03
E+03
E+0Z
E+03
E+QZ
E+02
E+02
E+0Zz
E+0QZ
E+0OZz
E+02
E+02
E+01
E+0O1
E+01
E+01
E+01
E+00
E+00
E+0QO0
E+00
E-O1
E-O1
E-O1
E-02
E-02
E-05S
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TABLE 4-5. (Continued)

B 2/2

ET RIN EDGES CROSS SECTION
(GEV) : (MICROBARNS)

-0 . 2-71 +/— -C’4) E+04

1.45 +/- .02) E+04
9.10 +/- .22) E+03
§.83 +/- .17) E+0=
3,862 +/-  .12) E+OZ
2.00 +/—- .02) E+03
1.25 +/- .04) E+Q3
7.25 +/- .42) E+02
4,21 +/- ,.30) E+02
2.16 +/—- .21) E+02
1.22 +/-  .15) E+0Z
&.09 +/- .9%) E+01
2.87 +/—- .4&2) E+01
1.646 +/- .4%) E+01
1.09 +/~ .3%) E+01
1.42 +/- .28) E+00
2.71 +/- 2.03) E+00
S.24 +/~ 1.40) E-01
2.72 +/- 1.1%) E-Q1
1.00 +/—- .44) E-O1

fmouomouvwounoowmouowmowuw

maotoNoNOoUIOAOUMODANOUANOMNM

VOO AONNGEPPRADDOWWONNN -~
OVVONONNCGTAUDLDOWNN -

-
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TABLE 4-5. (Continued)

a
F 2/3
ET EIN EDGES CROSS SECTION
. (GEV) (MICROBARNS)
.0 2.958 +/- .04) E+04

1.44 +/- ,.03) E+04
.68 +/—-  J23) E+O2
S5.794 +/- .17) E+03
3.9 +/— .13) E+0Z
2.12 +/- .09) E+OZ
1.31 +/- .04&) E403
8.45 +/—- .4%) E+02
4.3% +/- .31) E+02
2.56 +/- .22) E+02
1.44 +/—- .18) E+02
7.10 +/= 1.0&) E+01
4.12 +/- .7&) E+0O1
3.63 +/- .72) E+01
1.36 +/- .42) E+01
3.67 +/- 1.83) E+00
2.98 +/- 1.9&) E+00
1.07 +/- .21) E+00
4.85 +/- 1.40) E-0O1
1.14 +/- .4%) E-0O1
3.72 +/- 3.2%) E-02

aaoounounmouocomouownoAou

OVIYOANNGCGOCUNDHWWRYNN- -
= ONVOONNEITCAUNDDDWONN ==
aagooouwomoolmoMoMmMoOMon

-
[Ty
L] L
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TABLE 4-5. (Continued)

M 1/2

ET BIN EDGES CROSS SECTION
(GEV) (MICRORARNS)

.S . 1.45 +/- .03) E+04

.44 +/- .21) E+03
5.04 +/—- .15) E+03
2.82 +/—- .11) E+02

28 +/-  L07) E+OZ
7.96 /- .44) E+OZ2
4,66 +/— .33) E+02
2.60 +/- .24) E+02
1.21 +/—- .17) E+02
&.05 +/—-  .95) E+401
2.84 +/~ .74) E+01
1.67 +/— .42 E+01
1.18 +/—- .42) E+01
3.34 +/- 1.89) E+00
2.32 +/—- 2.27) E+00
4,46 +/- 1.40) E-O1
1.02 +/- .4%5) E-Q1
3.29 +/- 2.04) E-0S

auaouonououOoONOMO MO

OCNONNOCGOrUMUADDWONN - -
daAaoUoNOUNOoOUNOoONDUNONO

NYRONNGOCANNLDHOWNN-~-

-
—



TABLE 4-6. Calorimeter transverse energy spectra for QCD/brem Monte

Carlo data and five apertures.

GLOBAL

ET BIN EDGES

Lol Noji Neo Rl NoNi Boji ot Nold Ro i Ne i)

VRONNCCCUTANDPRONNE-

(GEV)

aoUuonounonNocUnonNonoNoNonono

= OOV VODANONNGSGOCUNARDPWONNF -

Pt b pub P
—

-
NN

13.0
13.5
14.0
14.5
15.0
15.5
14.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5
20.0
21.0
22.0

el e el e e el o el o N o N e N e o N o e N e e N e e e i e e N o e N o e o e Y o e o e e R e N o N Y

CROSS SECTICON

(MICROBARNS)
1.09 +/- ,2%9)
3.66 +/~ .58)
7.92 +/— .88)
1.23 +/- .11)
2.09 +/—- ,20)
2.94 +/- .21)
2.89 +/- .,1&)
2.99 +/- .14)
2.32 +/- .14)
2.08 +/- ,13R)
1.34 +/—-  .0%9)
1.18 +/- .07?)
6.29 +/—-  .52)
S.22 +/— ,.5¢&)
2.85 +/—- .3%)
1.57 +/- .19)
¢.20 +/- 1.38)
1.08 +/—~ .67)
4,94 +/- 2.02)
2.15 +/—- .40)
1.71 +/- 1.048)
1.12 +/- .5S0)
2.86 +/~ .4%2)
1.24 +/- .19)
7.94 +/- 1.31)
S.37 +/—- .84)
2.74 +/- .79)
1.95 +/- .64)
7.72 +/— 1.62)
9.30 +/—~ 4.5%5)
3.77 +/- .89)
1.84 +/—- .3¢&)
1.30 +/- .51)
1.11 +/—- &R)
3.12 +/- 1.26)
2.08 +/- .81)
£.42 +/- 1.,89)
&£.54 +/- 1.82)
3.73 +/—- 2.14)
1.12 +/- .44)
3.78 +/- 1.80)

E+0OZ
E+0Z2
E+02
E+0Z
E+02
E+03
E4+02
E+03z
E+03
E+O0Z2
E+0Z
E+O032
E+0Q2
E+02
E+02
E+02
E+O1
E+Q2
E+01
£+01
E+01
E+O1
E+00
E+QO0
E-0O1
E-0O1
E-01
E-01
E-02

E-02

E-02
E~-02
E-02
E-02
E-03
E~-03
E-04
E-04
E-04
E-04
E-05
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TABLE 4-6,

(Continued)

A-GLOBAL

ET BIN EDGES

cuomoaomonocoaomoMoNnNowMo

COVUVNONNEGETANNPDWRNNF -

10.5

(GEV)

gqounmoouosumouomMoomomomon

— s
= OO VVONNNOOETUNANDIDWNN = =

—
[

12.0
12.5
13.0
13.

14.0
14.5
15.0
15. 5
16.0
16.S
17.0
17.5
18.0
18.5
19.5
20.5
22.5

e e e el e Ra e Re e e el e el o el o ol e R e B e el o o el o el ol o el e e o R e e R Yo N PN

CROSS SECTION

(MICROBARNS)
1.25 +/~- .[58&)
1.58 +/- .34)
S.00 +/=-  L&T)
1.20 +/- .17)
1.95 +/- .1%5)
2.61 +/- .18)
2.19 +/-  .20)
2,97 +/- .18)
Z.26 +/- .14)
2.27 +/- .132)
1.50 +/- .10)
1.22 +/—- .09)
7.86 +/— .72)
4,24 +/- .37)
2.65 +/— .32
1.78 +/— .29
9.65 +/—- 1.44)
.61 +/- &.88)
2.30 +/-  .40)
1.97 +/- 1.02)
7.87 +/— 1.&9)
1.13 +/~ ,50)
1.89 +/- .28)
8.38 +/- .97)
5.92 +/—- ,.85)
3.72 +/- .74)
2.46 +/—- ,54)
1.07 +/- .20)
1.04 +/- .4¢)
4,16 +/- .8¢&)
1.39 +/~ .23
1.77 /- .57)
4,30 +/- 1.02)
1.03 +/- .,70)
2.00 +/~ .54)
1.54 +/- .83)
4.55 +/~ 1.14)
2.73 +/=— . 65)
6.93 +/- 32.54)
1.19 +/- .895)

E+Q1
E+QZ2
E+02
E+03Z
E+03Z
E+03
E+0OZ=
E+Q2
E+02
E+03
E+O3
E+03Z
E+02
E+0Q2
E+02
E+02
E+0O1
E+0O1
E+CQ1
E+01
E+QQ
E+01
E+Q0
E-0O1
E-O1
E-O1
E-01
E-0O1
E-0O1
E-~0O2
E-02
E-02
E-O3
E-02
E-03
E-03
E-04
E-04
E-0S
E-05
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TABLE 4-6. (Continued)

B 2/2

ET BIN EDGES

.0
.5
1.0
1.5

2.0

now

JWN

H G

QUM ODONNGTCCAND
auoocnocumomconmo

(GEV)

aonodommomoANoOoOMmoOUnNoOomom

VODDNNEITTAND2EPLODWONN- =

10.0

L i S I N T o T T S N N e T T o T T S I R P N T Y e T e T T S o S

CROSS SECTION

(MICRORARNE)

4.55
1.43
2.9¢
3.57
S.44
3.21
.60
1.69
9.57
5.74
3.71
1.782
1.0%
3.54
1.72
&.98
2.00
2.71
1.40
4.79
3.72
1.¢44
1.09
S.e7
2.21
2.8
1.14
4,59
2.60
1.78
6.07
S.83
2.91
1.10
1.23

+/=
+/-
+/=
+/-
+/-
+/~
+/=
+/-
+/-
+/~
+/-
+/-
+/-
+/-
+/-
+/-
+/~-
+/-
+/-
+/~
+/-
+/-
+/-
+/-
+/-
+/~
+/-
+/-
+/-
+/-
+/=
+/-
+/-
+/-
+/=-

«72)
.11)
e 23)
.19)
. 20)
«17)
«15)
.12)
«A9)
. S2)
. 38)
. 250)
. 29)
« D6)
. 2&)
«79)
1.16)
e S11)
- 33)
.76)
. 97)
«43)
«.4%)
1.77)
.57)
. 92)
e 37)
1.72)
.464)
. 89)
2.04)
2.08)
.74)
. 34)
«.8%5)

E+0Z
E+02
E+03
E+03
E+Q%
E+03
E+03Z
E+0Qx
E+0Z2
E+02
E+02
E+0Z
E+02
E+01
E+01
E+00
E+0O1
E+00
E+00
E-0O1
E-O1
E-0O1
E-O1
E-02
E-02
E-02
E-02
E-03
E-03
E-02
E-04
E-04
E-04
E-04
E-0S
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TABLE 4-6.

(Continued)

F

2

2/

4

ET BIN EDGES

.0

a

-
OOV VD AONNGEAIRDHLEQUWNNE -
aoucunnoououIoNNoooUNoOUoO

-
[Py

12.0
12.5
13.5
14.5

(GEV)

cCMoMoOoONoOoANOoONMOUODWAOUNOMNOM

OV IYVMODNNOGCGCAAPDLDWNN - -

[y

an

Ll N )
- D
Nno

12.0
12.5
13.5
14,5
16.5

L I N A A N o e Ea e e e e e e le e e e e e o el oo e

CROSS SECTION

(MICROEBARNS)
2.74 +/- .44)
1.1% +/- .10)
2.82 +/~ .18)
3.64 +/~- 22
4,33 +/~ .22)
3.23 +/- .17)
2,469 +/~ .1T)
1.5 /- .1Q0)
1.06 +/- .09)
5.49 +/- L&0)
2.6 ¥/~ .29)
1.27 +/- .18)
1.13 +/- . &&)
2.36 +/~ .49)
1.12 +/~  .22)
3.89 +/-~ .96)
2.24 +/- .S4&)
1.41 +/- ,61)
3.14 +/- .55)
2.36 +/- .352)
1.31 +/- .42)
4.82 +/- 1.03)
1.95 +/- .6&R8)
2.32 +/~ 1.24)
3.12 +/- .65)
2.26 +/- .90)
3.5%9 +/- 1,45)
7.52 +/- 2.44)

E+02

E+0%

E+03
E+0Z
E+03
E+0Z
E+0&
E+0%
E+0Z
E+02
E+02
E+02
E+0Z
E+0O1
E+01
E+00
E+0Q
E+Q0
E~-0O1
E-01
E-0O1
E~02
E-02
E~-02
E~-03
E~-0Z
E-04
E~-Q0S

133



134

TABLE 4-6. (Continued)

M 1/2
ET BIN EDGES CROZS SECTION
(GEV) (MICROBARN:S)

.0 . .51 +/- .80) E+02
S . 2.04 +/~ .12) E+0OZ
1.0 . 3.98 +/- .25) E+OZ
1.5 . 4.2% +/- .21) E+0O=
2.0 . .84 +/- .21) E+0OZ
2.5 . 2.93 +/- .16) E+OZ

-
-t e

1.87 +/- .12) E+Q3
1.12 +/- .09) E+03
&.02 +/~- .&4) E+02
3.09 +/—- .38) E4+02
1.09 +/- .14) E+02
7.63 +/— 1.8%) E+01
2.70 +/— .,52) E+01
1.66 +/- .55) E+01
3.47 +/- .&1) E+00O
2.24 +/- .39) E+00
6.90 +/~  .8%) E-O1
4.15 +/- .,72) E-O1
1.74 +/- .23) E-0O1

ﬂOO\O‘Oﬁﬁm.\J\IOO'Lﬂ(ﬂ-bhwwMNH“
oo ouUuLsUoOoMMOMOMNOoOUNoOUROMO M

e
= OOV OVNONNTGFITAADLDDWK
amououmogouomounouom

. 10. 1.44 +/~- .41) E-O1
. 10. S5.65 +/- 1.5a) E-02
. 11. 3.10 +/- .78) E-02
. 11.5 2.29 +/- .72) E-0O2
11. 12.0 6.28 +/- 1.60) E-O3
12.0 12.5 3.85 +/- 1.%54) E-03
12.5 13.0 4,32 +/- 1.80) E-03
12.0 13.5 1.09 +/- ,42) E-O3
13.5 14.0 4.42 +/- 1.78) E-04
14.0 14.5 8.77 +/- 3.38) E-04
14.5 15.5 6.86 +/—~ 2.62) E-0S
15.5 16.5 3.82 +/- 2.13) E-0S5

PN o el e el o e e el e el e Bl o T o T S N N I I N e o e el e e e e

16.5 18.5 9.26 +/~ 5.324) E-0&



TABLE 4-7.

data and five apertures.

135

Particle transverse energy spectra for QCD/brem Monte Carlo

GLOBAL

ET BIN EDGES

a

ocuouosuouuomoumoUtomoNnoMmo

s
= OQOQOVOVMNONNGCGOCUUANDLERNWNNE- -

11.5
12.0
12.5
13.0
13.5
14.0
14.S
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5
20.5

(GEV)

Pt Pt
e

[
N

12.5
13.0
13.5
14.0
14.5
15.0
15.5
14.0
16.5
17.0
17.3
18.0
18.5
19.0
19.5
20.5
21.5

[T
COWVMQUAUONNGCOEEUMNMDDEWLNNF -
oo oUoUOoULOU QNS UNOUND

e e el o e e e e laRe el o Bal o el o e e e e el o el ol o Ra e e e el o ka e e alala el

CROZS SECTION

(MICROBARNZ)
1.14 +/—- .25)
4.21 +/= .65
1.00 +/- .1&)
1.34 +/~ .10)
2.43 +/- .19)
2.92 +/- .17)
3.32 +/-  .20)
2.57 +/- .14)
2.21 /- .1%)
1,95 +/- .12)
1.24 +/- .10)
7.64 +/~- .59)
4.24 +/- .32)
4.12 +/- .54)
1.92 +/- .24)
1.81 +/-  ,é&hK)
7.94 +/- 1.2¢&)
2.37 +/- .39)
1.64 +/- .31)
1,458 +/~ .49)
4.82 +/- .61)
3.10 +/- .50)
1.25 +/- .12)
7.23 +/- .88&)
4.23 4/~ .40)
3.86 +/~ .62)
2.88 +/- .64)
.75 +/- 3.2&)
2.82 +/- 4.61)
3.05 +/~ .52)
1.60 +/- ,34)
2.17 +/- .79)
4.47 +/- 1.18)
3.55 +/- .79)
3.59 +/- 1.22)
8.34 +/- 2.31)
&£.52 +/- 2.12)
2,92 +/= .97)
1.10 +/- .3%5)
3.75 +/= 3.61)

E+0Z2
E+02
E+0Z
E+0QZ
E+03z
E+032
E+03
E+QZ
E+03
E+0&
E+03
E+02
E+02
E+0QZ2
E+0Z2
E+0Z2
E+0Q1

E+01

E+01
E+01

E+0Q
E+0Q0
E+00
E-0O1

E-01
E-O1

E-01
E-02
E-02
E-02
E-0O2
E-02
E-0Z
E-032
E-03
E-04
E-04
E-04
E-04
E-0S



TABLE 4-7.

A-GLOEAL

(Continued)

ET BIN EDGES

o

—
CVUVDMAOANNOGCGCCANADDLWERNN— -

nionmogaoogaownmnocoouocononom

-
o
[

el
N s
oMo

12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5

(GEV)

oodocotomooOoOMMOMMOonoCn

OOV VN DBNNGEGCIPTAADPLODONN -

CROSES SECTION

(MICROBARNS)
2.70 +/- 2.4%)
1.72 +/~ .35)
6.5 +/- 1.50)
1.17 +/—- .10)
1.75 +/- .12)
2.77 /- .19)
.38 +/- .21)
2.9464 /- .17)
2.4% +/~- .15)
2.14 +/~ .132)
1.71 +/- .11)
1.06 +/-  ,08)
6.23 +/—-  L33R)
.38 +/- ,29)
2.90 +/—- .47)
2.048 +/- .63)
£.,95 +/-  .84)
4.98 +/- 1.11)
1.76 +/- .22)
1.69 +/- .53)
7.81 +/~ 2.11)
.90 +/- L &4)
1.67 +/—- .24)
9.04 +/- .87)
4.91 +/- .62)
3,47 +/- L&)
2.48 +/- ,58&)
1.09 +/-  .17)
1,03 +/- .348)
7.36 +/- 4.78)
1.2 +/- .34)
1.23 +/- .30)
2.0&6 +/- .80)
2.82 +/- .41)
3.36 +/—- ,77)
2.66 +/- 1.23)
7.432 +/- 2.18)
4,89 +/—- 1.76)
1.72 +/- .59)

1.01

+/-

« 35)

E+01

E+02
E+02
E+0z
E+0Z
E+0Z
E+0Z
E+03
E+0O2
E+03
E+03
E+0Z
E+02
E+02
E+02
E+02
E+01
E+01
E+01
E+0O1
E+00
E+QO
E+00
E-01
E-01
E-01
E-0O1
E~01
E-01
E-02
E~-02
E-02
E-02
E-03
E-03
E-03
E-04
E-04
E-04
E-04
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TABLE 4-7.

(Continued)

R 2/

1)

ET BIN ELGES

mogmooouncuounoomonoMo

COYVYVDDNNGTANDDILWRNN- -

11.0

(GEV)

ol NeNi Roi Roli No i Reld Ro i NoNi No i RoNd |

[N
OO0V VNONNEITEOCNNDLDDWMRN -

o

[
-
n o

.

12.0
12.5
13.0
12.5
14.0
14.5
15.0
15.5
16.5
17.5
19.5

Ll N e e e e e kel e el o aoall oo Na e e e el a o e o e e e N a Na e

CROSS SECTION

(MICROBARNS)
&. Q07 +/-  .467)
1.91 +/—-  .20)
3.00 +/- .17)
3.97 +/— .20)
3.91 +/- .22)
3.0% +/-  .14)
Z.24 +/- .14)
1.32 +/- ,09)
e.84 +/- .78
4,12 +/- .3T)
2.07 +/-  .24)
1.44 +/- .31)
7.98 +/- 2.09)
3.60 +/- 1.09)
1.08 +/- .31)
9.83 +/- 4.59)
.93 +/- 2.58)
1.41 +/- .23)
1.25 +/- .44)
3.93 +/-  .&9)
2,22 +/- .47)
1.39 +/- .3%5)
.60 +/- 2.02)
4.74 +/- .8€)
1.88 +/- .44)
1.42 +/- .3%)
.07 +/- 1.16)
5.17 +/- 1.21)
2.22 +/— . 42)
1.50 +/- .54)
7.83 +/- 2.42)
3.97 +/- 1.10)
1.48 +/~ +-47)
3.39 +/- 1.53)

E+02
E+03
E+0Z
E+0QZ2
E+03
E+QZ=
E+03
E+03
E+0Z
E+Q2
E+0Z
E+02
E+01
E+01
E+0O1
E+Q0O
E+00
E+Q0O
E+00
E-01
E-01
E-01
E-02
E-02
E~-02
E-02
E-0Z
E-02
E-03
E-03
E-04
E-04
E-04
E-0S
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TABLE 4-7.

(Continued)

F 2/2

ET BIN EDGES

IO

wn

(S

OVIYODRNNGTGCTNUNDPDBWRONN- -
LBeNI Neoli NN Nol{ Noli Nol{ Neol! Noli RoNi Ne

-
)
N O

12.0
12.5
13.0
13.5
14.0
15.0
14.0

{GEV)

oMl Noli NoNi Neli NeNi Nol{ NeRN{ Roli NoNd RoNi |

OV IYWNONNCCAANDDODWNN- =

P e N e el e e el o e e el ol o R o e i e e e e Y e el e e e e e e e e e

CROSS SECTION

(MICRORARNS)
2.76 /-  .42)
1.07 +/~ .09%)
2.82 +/- .19)
3.67 +/-  .20)
B.7& +/- . 20)
3.27 +/—- .18)
3.15 4/~ .19)
1.75 +/- .10Q)
1.04 +/- ,08)
6,56 +/- L6E)
3.72 +/- ,52)
1.95 +/- .61)
LSt +/—- BT
.39 +/- 2.77)
1.84 +/- .44)
7.32 +/- 3.04)
4.5 +/~- 1.325)
2.39 +/- .8&)
&89 +/- L E5)
4.42 +/~ .8%5)
2,26 +/—- .90)
1.50 +/- ,39)
4,73 +/- .€0)
3.83 +/- .83)
2.20 +/- 1.22)
.67 +/~- 2.34)
2.10 +/- ,39)
3.37 +/- 1.9%)
1.09 +/- .22)
&.36 +/- 3.09)
4,67 +/- 1.33)

E+0Z2
E+0QZ
E+02Z
E+0Z
E+0O3Z
E+03Z
E+0Z
E+QZ
E+0Z
E+0O2
E+02
E+02
E+01
E+01
E+O1
E+00
E+00
E+00
E-01
E-01
E~-01
E-O1
E-02
E-02
E-02
E-03
E-0Z
E-03
E-02
E-04
E-05
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TABLE 4-7.

(Continued)

M 1/2

ET BIN EDGES

mououmonomomounoUuoOoNoUNOUoWUoO

e o
= OO VWOV NNGOCUNANDELODONMN - -

[
[y

12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0

(GEV)

loNiNo X7 NoNi Nali BoNiReRi RoNi Rold Ral i Ro N

OOV ONNITOCAANDLDLDWURNN- -

P I o e R A i B e T B P P N P R P T B e T I P e B I P D e T B o T SR B Y

CROSS SECTION

(MICROBARNS)
7.93 /-~ .77)
2.86 +/— .19)
279 +/- .21)
4,41 +/- ,.22)
3.84 +/—-  .20)
2.80 +/—-  ,16)
1.465 +/- .11)
1.09 +/- .08&)
4,48 +/~ L42)
2.82 +/-  .40)
1.27 /- .27)
8.73 +/- 2.47)
2.20 /-  _34)
1.30 +/- .44)
8.36 +/~ 32.24)
1.72 +/- .17)
9.92 +/~ 1.44)
&.60 /- 1.12)
2.57 /- .34)
1.3 +/- .4%5)
1.23 /- .39
5.84 +/- 1.086)
R.01 +/~  L&86)
1.15 +/- .21)
1.81 +/—~ .49)
4,07 +/- .80)
2.09 +/- .4%5)
2.78 +/~ 73)
1.42 +/- .45)
7.77 */- 2.72)
1.99 +/—- .73)
7.06 +/- 2.87)
Z2.39 +/- 1.248)
6.33 +/- 2.69)
1.34 +/~- .&64)

E+0Z
E+0OZ
E+03
E+QZ
E+0OZ
E+Qz
E+0OGZ
E+03
E+Q2
E+Q2Z
E+02
E+01
E+01
E+O1
E+QO
E+00
E-0O1
E-Q1
E-0O1
E-0Q1
E-01
E-0OZ
E-QZ
E-Q2
E-02
E~-Q3
E-0O=
E-03
E~-03
E-04
E-04
E~-O0%
E-0S
E-05
E-0S
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TABLE 4-8. Predicted particle transverse energy spectra'for

experimental hydrogen data and five apertures.

GLOBAL

ET BIN EDGES

(GEV)

AoNoOMOoOUNONOUMONONONOUNDONDWNO

- e
= OO0V NAONNOCOCUNADEDDWIWNN P -

12.0
12.5
13.0
13.5
14.0
14.S
15.0
15.5
16.0
16.5
17.0
17.5
12.0
18.5
19.0
19.5
20.0
20.5
21.0
22.0
23.0

ouUuocououUuououUoUMoMoMoOoOMo Mo

e
h‘OO\O\OCOCO\l\I?*O*f.ﬂ‘.ﬂ-h#(-JwNNHH

11.5
12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0
192.5
20.0
20.5
21.0
22.0
23.0
25.0

e e e o laelaRelale e alaEa e e e e e e e a e e e Ta e Ta T T B N I I I W I I N I N P N I N e

CROST SECTION

(MICROBARNS)
4.34 +/- ,10)
6.12 +/—- .13)
7.21 +/- .1%5)
7.56 +/- .1S)
6,80 /- .13)
S.55 +/—- .12)
4,57 +/- .10)
2.47 +/- .09)
2.89 +/- .08)
2.15 +/—- .04&)
1.62 +/- ,0%)
1.27 +/- .0%)
.19 +/- .49Q)
£.34 +/- L 3Q)
4.52 +/- .23)
3.60 +/- .20)
2.60 v/~ 17)
1.74 +/- .14)
1.16 +/- .11)
1.05 +/- .10)
S.79 +/—- .53
4,34 +/- ,38)
2-?8 +/- -15)
1.94 +/- .12)
1.54 +/- .11)
9.90 +/~ .81)
S5.73 +#/~- .2%5)
4,13 +/- .21)
2.75 +/- .17)
2.01 +/- .1%)
1.29 +/- .0%)
6.91 +/~ .33)
S.24 +/- .24)
3.14 +/- .17)
2.45 +/- .14)
1.51 +/- .11)
8.80 +/~ .79
6.27 +/~ .52)
4.5%5 +/- .44)
3.38 +/- .3&)
1.67 +/- .27)
1.25 +/- .23)
S5.96 +/- 1.,13)
2.84 +/- .74)
9.03 +/- 3.19)

E+QZ
E+Q3
E+03
E+0Z
E+03
E+0Z
E+02
E+03
E+03
E+0Z
E+0Z
E+0=
E+02
E+02
E+02
E+02
E+02
E+02
E+02
E+02
E+01

E+01

E+0O1

E+01

E+O1
E+00
E+00
E+00
E+00
E+00
E+Q0
E-O1

E-01

E~O1

E~-O1

E-01

E~-02
E-02
E-02
E-02
E-02
E~02
E-03
E-03
E-04
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TABLE 4-8.

(Continued)

A-GLORAL

ET EBIN EDGES

o

-
OQCOoOVMVNAONNCGGCARAADDDOWNN- =
L NeNUNeoNi NojNi Neli Noli Noli No i Noli Noli Nold Nold ]

[y
-

-
[y
.

12.0
12.5
12.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5
20.0
20.5
21.0
21.5
22.5

(GEV)

-
CVOVNONNCOGATDLLWWNNE-
cuouocouoNOoMOACAHOMAOCAOM

[y
-0
o um

12.0
12.5
13.0
13.5
14.0
14,5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5
20.0
20.5
21.0
21.5
22.5

23.5

Ll I I B e e T B I N N g o e e ke e e o el o R o e o el o el e Ta i WP N N N el e i e i)

CROSS SECTION
(MICROBARNE)
S.32 +/— .13) E+OQOZ
6.96 +/~ .17) E+OZ
€.19 +/- .19) E+0Z
7.684 +/~ .12) E+0Z
&.41 +/—  L15) E+032
S.45 +/— .13) E+OZ=
4,37 +/- .11) E+O3Z
3.14 +/- .0%) E+0QZ2
2.42 +/— .07) E+02
1.77 +/— .0&) E+QZ
1.235 +/— .05) E+0Z
.59 +/— .41) E+Q2
7.25 +/- .3%5) E+02
4,93 +/— .29) E+02
3.91 +/— .25) E+02
2.37 +/— .1&) E+02
1.86 +/~ .14) E+0Z2
1.18 +/—- .11) E+02
9.11 +/- .95) E+01
S.68 +/- .7%) E+01
4.45 +/- &L) E+O1
2.01 +/—- .47) E+01
1.22 +/- .24) E+0O1
1.12 +/- .1&) E+01
8.92 +/— .79) E+0O0
S5.53 +/— .&2) E+00
3.45 +/—- .4%) E+0QO0
2.08 +/- .327) E+00
1.5%1 +/- .12) E+00
1.05 +/—- .,10) E+0QO
b.14 /- ,77) E-O1
4.92 +/- .62) E-01
2.4 +/— .42) E-0O1
1.65 +/- .17) E-01
1.01 +/—- .11) E-O1
6.15 +/- .71) E-0O2
.91 /- ,56) E-02
3.02 +/—- .4¢4&) E-OZ
2.65 +/~- ,41) E-02
1.06 +/~ ,26) E-O0Z
9.43 +/- 1.232) E-02
5.95 +/- 1.4%) E~-03
5.84 +/— 1.43Z) E-0OZ
1.57 +/- .53%) E-0O2
1.07 +/—- .44) E-0O3
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TABLE 4-8.

(Continued)

B 2/3

ET BIN EDGES

owommuqoogncnabwwwwﬂ-
cuouvuocuouoscuocuUuounoloUnouUoO

(GEV)

-
- O?*O;OOZ'EQ\I?IO‘_O‘LHSJ?;QOJ?JNNHF‘
CAOWMOUNOUONOANOADUANONOMUNOM

s
N =
ocwm

12.5
13.0
13.5
14.0
14.5
15.0
15.5
146.0
16.5
17.0
17.S
18.5
19.5

P S S e N e PN P S P P P e P e PN S P P P e P P P S PN e P P N P PN P PN P PN P

CROSS SECTION

(MICROBARNS)

1.12
1.15
1.04
7.4
5. 43
3.72
z2.41
1.44
?.68
6.45
4,22
2.40
1.54
9.80
&. 86
2.21
2.49
1.57
&. 23
4.21
4,21
2.49
1.10
6.37
3. 62
3.18
1.85
7.76
4,25
2.69
1.86
9.33
S5.79
5.46
3.83
2.15
.71

+/-
+/-
+/-
+/-
+/-
+/~
+/-
+/-
+/-
+/~
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/~
+/-
+/—
+/~
+/~
+/-
+/~
+/~
+/=
+/-
+/-
+/-
+/=
+/—-
+/-
+/-
+/-
+/-
+/-
+/-

.02)
. 02)
. 02)
.16)
. 13)
. 09)
.07)
. 05)
.41)
. 33)
. 26)
. 19)
«13)
c97)
. 80)
. 43)
«.47)
. 37)
1.83)
«82)
«50)
. 33)
. 22)
«73)
.54)
«S50)
«37)
1.9€)
- 59)
.41)
. 33)
2.17)
1.39)
1.19)
27)
.50)
3.2&)

E+0Q4
E+0Q4
E+04
E+03
E+0Z
E+0Z
E+03
E+03Z
E+02
E+0QZ2
E+02
E+02
E+02
E+01

E+01

E+01

E+0O1

E+O01

E+00
E+00
E+0Q
E+QO
E+0Q0
E-0O1
E-0O1
E-0O1
E-O1
E-02
E-02
E-Q02
£-02
E-03
E-03
E-03
E-03
E-02
E-04
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TABLE 4-8.

(Continued)

F 2/3

ET BIN EDGES

J

.Q

caoouoUmMomomMonNonoMm

QOVYDONNCCCANADDIDWONDE

(GEV)

QWOoOUNOANOoNOANONONOANONOWM

DOV IONONNTITCANUNDDEQWRNEN - =

[

10-*-’

[
[
o

—
[y

12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.5
19.5

PN W N e e i o e e N e el e e N e e N ol e N e N e e N o N e e N e e N e e o e N o

CrROZS SECTION

(MICROBARNS)
1.26 +/-  .05)
1.22 +/- .05)
1.01 +/~ .04)
7.42 +/- .31)
S.26 +/-  .21)
3.35 +/- .13
2.10 +/- ,09)
1,25 +/-  .06)
7.77 +/- .39)
5.44 +/- .30)
.23 +/-  .22)
1.0 +/-  .1&)
1.34 +/- .13)
S.73 +/- .7Q)
4.63 +/- .57)
2,07 +/- .237)
1.03 +/- .26)
1.07 /- .26&)
4.42 +/- 1.26)
2.34 +/- .61)
.12 +/- 1.88)
4.45 +/- 1.2%)
2.89 +/~- .49)
2.17 /- .32)
1.44 +/- .2%)
4.82 +/- 1.43)
2.12 +/- .80)
1.17 +/- .23
8.45 +/- 1.64)
3.04 +/- .91)
4,30 +/- .93)
2.18 +/- .5%5)
1.36 /= .36)
1.27 +/- .33)
2.77 +/- 1.64)
2.70 +/—- ,92)
1.23 +/- .56)

E+04
E+0Q4
E+04
E+0Z
E+0Z
E+0z
E+03
E+0Z
E+02
E+02
E+02
E+02
E+02
E+01
E+0O1
E+01
E+01
E+01
E+00
E+0OQ
E-01
E-01
E-01
E-01
E-01
E-0Z
E-0Z2
E-02
E~03
E-03%
E-0Z
E-03
E-03
E-0Z
E-04
E-04
E-04
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TABLE 4-8.

(Continued)

M 1/2

ET BIN EDGES

cqogodoUyounoumonoUoUoOoUo

OCVVNDONNCTCTNNDDWONN -

[y

10.5
11.0
11.5
12.0
12.5
13.0
13.S
14.0
14.5
15.0
15.5
16.0
16.5
17.5
18.5

(GEV)

AouooiouocoomOotonmnounmonmoom

T Y =l ol )
NM"‘HOO‘O‘OWGJ\J.\IO*O*M‘LN#-DO)QJMNHH

13.0
13.5
14.0
14.5
15.0
15.5S
14.0
16.5
17.5
18.5
20.5

P SN S PN S P e P PN S PN e i S S PN S P P P P P TR S S P PEe ey P P P P e PN e

CROSS SECTION

({MICROBARNS)
1.58 +/- .04)
1.35 4+/- .04)
1.05 +/- .03
&6£.79 +/- .12)
4.1& +/—- .11)
2.45 +/- .07)
1.37 +/—- .0%)
7.76 +/— ,35)
4,70 +/—- .2&)
2.7 +/- .19)
1.65 +/~  .1%)
€.18 +/— .&9)
4,847 +/- .5%9)
2.31 +/—-  .41)
1.79 +/— .25)
3.71 +/- 1.464)
2.31 /- 1.13)
.29 +/~ .89)
1.17 +/- .22)
9.02 +/- 1.91)
4,97 +/— 1.40)
1.92 +/—- &&)
1.15 +/- .24)
S.97 +/- 1.69)
3.57 +/- 1.28)
1.91 +/—- .83
1.1 +/- ,30)
7.19 +/- 1.75)
&.19 +/- 1.35)
Z2.79 +/— .86)
1.31 +/- ,60)
9.54 +/—- 4,38)
S5.72 +/- 2.3%9)
3.91 +/-1.27)
2.52 /- ,92)
3.45 +/- 2.05)

E+04
E+04
E+C4
E+0Z
E+0Z
E+0=
E+0Z=
E+02
E+02
E+02
E+02
E+0O1
E+Q1
£+01
E+0O1
E+00
E+00
E+00
E+00
E~-C1
E-0O1
E-01
E-Q1
E-0O2
E-02
E-02
E-02
E-03
E-02
E-OR
E-02=
E-Q4
E-04
E~-04
E-C4
E-05
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TABLE 4-9. Calorimeter transverse energy spectra for nuclear target data, and parameter a and correlation

coefficient of fit to A®, for five apertures. '

GLOBAL
ET f;meﬁ ( rDS’E'ET (aL) DS/DET (CW) DS/DET (PB) ALPHA CORRELAT ION
. ] 4.80 +/- .33) E+04  ( 1.08 +/- ,30) E+05 ( 3.47 4/~ .73) E+05 1.015 +/- .138 1.000
1.0 3.0 ( 7.24 +/- «83) E+04 ( 1.394 +/- .21) E+0OS ( 2.13 +/- +A43) E+0%S 507 +/- . 108 . 991
3.0 5.0 ( 5.57 +/~ .46) E+08 (8,32 +/- 1,19) E+04 ( 2.64 +/~ .35) E+0S .748 +/~ .076 .98a
5.0 7.0 ( 4.08 +/- .38) E+04 ( 6.91 +/- 1.20) E404 ( 1.91 +/- .28) E+05 .7%7 +/— .086 .998
7.0 2.0 ( 2.05 +/- ,37) E+04 e e e e e ( 1.68 +/~ .26) E+05 1,021 +/- .118 1. 000
2.0 10.0 ( 1.43 4/~ .17) E+04 ( 3.49 +/- .81) E+04 ( 8,28 +/~ 1.32) E+08 .83 +/- .098 .998
10.0 11.0 ¢ 6.84 +/= 1.16) E+03 s e e e e ( 4,69 +/~ .95) E+04 .944 +/= .130 1.000
11.0 13.0 ( 2.78 +/- .19) E+03 I, ( 2.82 +/~ ,17) E+04 1,070 +/- .049 1.000
13.0 15.0 ( 9.58 +/= ,47) E+02 . e e e e ( 1.18 +/= ,04) E+04 1,213 +/- .030 1.000
15.0 15.5 ( 4.82 +/- .33) E+02 ( 1,35 4/- ,05) E+03 ( S5.72 +/~ .40) E+03 1.214 +/- .047 1.000
15.5 16,0 ( 3,63 4/~ ,24) E+02 ( 1.06 +/- .04) E+03 ( 4,06 +/= .2%) E+03 1.176 +/- .044 . 999
16,0 17.0 ( 2.13 +/- .14) E+02 { 6.11 +/-~ «17) E+02 ( 2.81 +/- «17) E+03 1.271 +/- 043 1.000
17,0 18,0 ( 1.00 +/- ,09) E+02 ( 3.05 4/- .13) E402 ( 1.70 +/= .07) E+03 1.417 +/- .080 . 1,000
18.0 17.0 ( 4,75 +/- ,43) E+01 ( 1.37 +/- ,08) E+02 { 8.00 +/= .36) E+02 1.420 +/— 044 . 999
19,0 21,0 ( 2.12 +/= .15) E+01 ( 4.89 +/= ,29) E+01 ( 2.49 4/~ .1%) E+02 1.230 +/— ,04% -
21.0 23.0 ( 3.98 +/- .83) E+00 e e e e e e ( 4.67 +/- .83) E+01 1.208 +/- ,134 1.000
A-GLORAL
ET LIMITS DS/UET (AL) DS/0ET (CU) OS/DET (PB) ALPHA CORRELATION
O 1.0 ( S.12 #/- .93) E+04  ( 6.18 +/- 3,55) E+04 ( 3,96 +/- ,B4) E+05 1,005 +/- .140 . 988
1.0 2.0 ( 3.59 +/— .38) €404 ( 1,55 4/~ ,20) E+40% ( 2.65 +/— .45) E+05 .S&8 +/- L0948 . 993
3,0 5,0 ( S5.62 +4/— .47) E+04 ( 8,79 +/- 1,38) E+04 ( 2,82 +/— ,36) E+0S ,780 +/- ,074 .992
5.0 &£.0 ( 4.89 +/— .65) €404 ( 9.60 +/- 1.92) E+04 ( 2,33 +/- ,50) E+0S  .813 +/- .127 . 999
6.0 7.5 ( 2,43 +/— .33) E+04  ( 4,28 4/- 1.08) E+08 { 1,60 +/- .29) E+05  .920 +/- ,110 .994
7.5 2.5 ( 1.68 +/- .33) E+04 e e e e e ( 6.59 +/- 2.13) E+04 669 +/- 189 1,000
8.5 10.5 ( 4,50 +/- 1.23) E+03 e v e e e e e ( 6.08 +/— 1,32) E+04 1.277 +/- 172 1.000
10.5 11.5 ( 3.55 +/—- .81) E+03 e e e e e e ( 2.39 +/— .&6) E+404 926 +/— 176 1.000
11.5 13,5 ( 1.25 +/- .13) E+03 G« e e e e s ( 1,58 +/- .12) E+04 1,243 +/- .064 1.000
13.S 15.5 ( 3,61 +/— ,28) E+02 e e e e e e e ( 4,51 +/- ,2%) E+03 1.233 +/- .047 1.000
15.5 15,0 ( 1,656 +/~ ,22) E+02 ( 4,14 +/- ,31) E+02 ( 2.18 +/- ,26) E+03 1.287 +/- .086 . 995
16.0 16.5 ( 6.37 +/- 1.37) E+01 ( 2.87 +/- ,20) E+02 ( 1.80 +/~ .19) E+03 1,588 +/- ,091 . 999
16,5 17.5 ( 6.15 +/= .69) E+01  ( 1,55 +/- ,09) E+02 ( 1.07 +/~ ,08) E+03 1,478 +/- ,061 .993
17.5 12,5 ( 2,99 +/— .55) E+01  ( 7.72 +/- .63) E401 ( %5.,26 +/- ,48) E+02 1.509 +/- .084 . 995
12,5 19.% ( 1.21 +/—- .22) E+01 ( 3.79 +/~ .55) E+01 ( 1.63 +/~ ,18) E+02 1,243 +/- ,098 1.000
19.5 21.0 ( B.67 +/- .92) E+00 ( 1,22 +/~ ,25) E+01 ( 7,33 +/— ,9%5) E+O1 1.277 +/- ,100 .99%

Sl




TABLE 4-9.
B 2/3
ET LIMITS
.0 1.0
1.0 3.0
3.0 S.0
3.0 4.5
6.5 7.5
7.5 9.0
?.0 9.5
?.5 11.0
11.0 13.0
12,0 13.95
13.5 14.5
14.5 135.0
15.0 17.90
17.0 1%.0
F 2/3
ET LIMITS
.0 1.0
1.0 3.0
3.0 5.0
S.0 6.0
6,0 8.0
8.0 8.5
8.5 9.3
9.5 11.0
11.0 11,3
11.5 12.0
M 1/2
ET LIMITS
.0 1.0
1.0 3.0
3.0 4.5
4.5 5.5
5.5 7.5
7.5 8.0
8.0 9.5
9.5 11.0
11.0 11.5
11.35 12.5

N R N e

o~ o o

o~

~ - o~ ~

(continued)

E+05
E+0Q4
E+04
E+04
E+04

E+02
E+02
E+01
E+O1
E+01
E+00
E+00

E+0S
E+04
E+04

E+02
E+02
E+01
E+00

E+O05
E+04
E+04

E+02
E+01
E+01
E+00

DS/DET (AL)
1.01 +/- .14)
.02 +/- .71)
4,95 +/~ .43)
1.60 +/~ .32)
1.08 +/- .26)
6.56 +/- 1.29)
2,36 +/- .24)
6.79 +/= 1.52)
4.11 +/- .5%5)
2,79 +/= .464)
8.10 +/- 1.20)
1.90 +/- ,54)

DS/DET (AL)
1.28 +/- .15)
P15 /=  .63)
4.06 +/~ .38)
4,10 +/- .97)
1.14 «/- .17)
2,35 +/- .43)
5.88 +/- 2.93)

DS/DET (AL)
1.41 +/- .16)
9.30 +/- .70)
3.99 +/- .43
3.43 +/- .78)
&.12 +/- 1.29)
1.89 +/- .72)
3.97 +/- 2.21)

{ i

Py o~

-

DS/DET (CU)

1.48 +/- .45) E+0S
1.75 +/= .18) E+0S
.99 +/- 1.47) E+Q4
4.9%5 +/- 1.09) E+04
2.6% +/=  .20) E+02
1.47 +/— .08) E+02
8.%54 +/=- 1.18) E+O01
3.1 +/- .37) E+01
DS/DET (CU)
2.36 +/- .50) E+0S
1.78 +/- .18) E+0S
7.48 +/~ 1.26) E+04
S.96 +/- 1.12) E+O01
3.48 +/- .72) E+O1
DS/DET (CU)
2.53 +/~ .43) E+0S
1.80 +/- .17) E+03
8.23 +/~ 1.51) E+04
6.08 +/~ 1.40) E+01
3.56 +/- ,53) E+01
| | |

o~ .

DS/DET (PR)

4,14
3.38
2.70
1.39 +/-~
6,96 +/~

+/~
+/-
*/ -

1.13 +/-
3-74 +/-
1'27 +/=-
9.12 +/~
5.42 +/=
1.47 +/-
2-20 +/=-

«97)
«51)
«34)

E+0S
E+0S
E+0S

«32) E+OS
2.05) E+04

«12)
.21)
«135)
.80)
77
.12)
«54)

E+04
E+03
E+03
E+02
E+02
E+02
E+01

DS/DET (PB)

S5.53 +/~
+/=
+/~

1.12) E+O0S
«47) E+0S
.31) E+0S

".87) E+03
1.55) E+02

e o o ¢

DS/DET (PB)

90 +/-~
0 +/~
90 +/~
4 4/~
3 +/-

1.23)
«52)
.32)

s a e @

E+0S
E+0S

".8%) E+03
1.42) E+02

E+05"

ALPHA

. 682
687
. 831
1.058
913

1.397
1.354
1.380
1.331
1.490
1.390
1.200

ALPHA

<717
«623
. 863

1.062
1.043
1.084
2.073

ALPHA

701
« 4699
769

1.306
1.331
1.358
2.084

+/-
/=
/=
+/=-
+/-
/-
+/-
/=
/-
/=
/=
+/-

+/~-
+/=-
+/=~
/-
+/-
+/-
+/=

+/ -
+/-
/=

/=
+/=
+/-
+/~

<133
. 080
. 075
. 148
. 186

« 109
. 057
<102
«070
. 120
076
.184

114
. 077
L] 079

167
« 109
«382
» 633

113
« 072
« 097

<139
. 128
520
446

CORRELATION
. 991
. 995
1.000
.993
1.000

1.000
1,000
.998
1.000
. 999
. 999
1.000

CORRELATION

1.000
992
. 998

1.000

1.000

1,000

1.000

CORRELATION

1.000

ol
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CHAPTER V
EVENT STRUCTURE

The principal goal of E557 was to study properties of events in
which a hard parton-parton collision appeared to have occurred. The
Global trigger was intended to select such events: however, one finds
that Global trigger events are predominantly non-jetlike and show no
clear signs of having come from hard scatters. In this chapter I
discuss the properties of events as functions of the transverse energy
in each of five full-azimuth apertures and report on the extent to which
jetlike events can be found in an unbiased way in our data. I also
discuss a possible‘background, evidence for which appears in the event

structure analysis.
5.1. Planarity definition

We wish to study the structure —— the "shape" in which the energy
is distributed -— of events with high transverse energy in each of
several apertures. In particular, we would like to know whether high
Et events have the characteristic jet configuration expected in simple
theories of hard parton-parton scattering.

A number of measures of the "jettiness"™ of an event's structure
have been proposed, among them sphericity,! thrust,? and planarity.?

Sphericity and thrust are the most commonly used in e+e- experiments.
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The NA5 collaboration defined planarity for use in its analysis of high
transverse energy hadronic collisions; it is somewhat similar to
sphericity, but two—-dimensional: i.e., based on transverse momenta
rather than three-momenta. For this analysis, I will use the planarity
parameter, defined as follows. Consider a set of n particles with
transverse momenta Bt1' 5t2, “oe ﬁtn. (These transverse momenta are
two-vectors in the plane transverse to the beam). Each 5ti can be
decomposed into components parallel and perpendicular to some direction
fi; if A(fi) denotes the sum of the squared magnitudes of the parallel
components and B(fi) the sum of the squared magnitudes of the
perpendicular components, then the planarity, P, is defined as the

maximum with respect to variation of #i of

. A(R) - B(d)

TORTIOR (5-1)

P(A)
The direction fip which maximizes P(fi) is called the planarity axis.

Operationally, one finds the planarity axis by diagonalizing the tensor

2

2
I ™ 1521(Pti%g = PrigPtip’ (a,B = x,y) (5-2)
(which is analogous to the inertia tensor in mechanics); then, if by
denotes the angle between Bti and fip,
2 2 . 2
T pti(cos ¢,-sin ¢i)

P = . (5-3)
>
T Py

For any configuration in which all particle trajectories are

straight lines emanating from the interaction point and lie in a plane
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containing the beam direction -- two back-to-back particles, for example
-— the planarity axis is the line formed by the intersection of that
-plane with the transverse plane; then B(fip) = 0 and P = 1, the maximum
possible value. For configurations of particles whose directions are
distributed isotropically and without correlation with their transverse
momenta, as n»+», P»0 (see Fig. 5-1).

Effects such as bending of particle trajectories by the magnet and
secondary interactions will tend to distort the planarity. We include
the former effect in our simulations and, as will be shown below, the
planarity distortion is negligible. Secondary scatters are not
simulated but their effect is expected to be small. The amount of
material between the center of the hydrogen target and the calorimeter

2, and to significantly affect the planarity requires

is about 4.8 g/cm
that a secondary scatter involve one of the high-momentum particles and
that enough momentum be transferred to substantially alter the
transverse energy of the event. Such secondary scattering would affect
not only the planarity but ﬁhe event rate. Lopez" has investigated the
contributions of secondary scattering to the cross sections for E557's
limited-A¢ triggers and found them to be negligible. However, a
somewhat different situation exists just after a hard collision in a
nucleus, before the scattered partons have hadronized; the entire event
structure is being carried by a small number of particles in an
extremely dense medium. Multiple scattering of partons inside the
nucleus, which has been widely credited with causing the anomalous
nuclear enhancement, can also be expécted to decrease planarity.

A hard parton-parton scatter will initially produce tweo high-pt

partons back to back in their center of mass frame. If their initial
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transverse momenta in the proton-proton center of mass frame are not too
large, and if they each hadronize into a jet of particles whose Pt with
respect to the parton direction is limited (as discussed in Chapter 1),
then the final state particles will lie near a plane. The fragments of
the beam and target remnants will be distributed isotropically but will
have relatively low Pt s while the planarity of the high—pt final-state
particles will be large. (The converse is untrue: because planarity is
insensitive to collimation, or its lack, in €, a high-planarity event
can be non-jetlike).

For the experimental data, we have available not particle
transverse momenta but calorimeter module transverse energies. One can
define a "calorimeter planarity,” PC, analogous to the above "particle
planarity," by doing sums over modules instead of particles and
substituting module transverse energies, € for D - Particle
planarities can be computed for the Monte Carlc events, with the
convention that only particles entering the EM calorimeter are included
in the sums.

The main advantages tc using planarity are that it can be computed
quickly and easily; it has an easily-interpreted meaning (via the
momentum—-tensor metaphor), and that use of planarity facilitates
comparison of our results with those of NA5S5. To compute thrust requires
that one find, by a tree-search algorithm, the set of particles whose
total momentum is a maximum. This is consumes considerably more
computer time, for large multiplicities, than does the computation of
planarity. Thrust has the advantage of being linear in the particle
momenta, so that if one particle is split into two (via a decay or

instrumentally), so long as the angle between them is small, the thrust
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remains unchanged. Thus it is relatively insensitive to the history of
the secondaries.® A variable similar to thrust has been used by the AFS
collaboration® to sfudy event structure within a small aperture. No
maximization is done to find the thrust axis; instead, the axis used is
the direction of the summed momenta in the aperture. This variable
retains most of thrust's advantages and is easily computed. However, it
is not applicable to studies of full-azimuth apertures. A two-
dimensicnal analog has been used by Lopez in the analysis of the E557

small-A¢ apertures.*?’
5.2. Monte Carlo event structure

As examples of two classes of events with very different
distributions of planarity, let us consider the LPS and QCD/brem Monte
Carlo data. Figures 5-2 and 5-3 show, respectively, mean values of pC
and of P as functions of EE and of E; for the LPS model. The numerical
values are tabulated in Tables 5-1 and 5-2. The results from the
QCD/Brem model are given in Figs. 5-4 and 5-5, and in Tables 5-3 and
5-4, The differences in event structure between these two models is
readily apparent. In both, mean planarity is fairly high at low
transverse energy, due to the preponderance of very low multiplicity
events (less than about five particles in the calorimeter) which tend to
have high planarity. (Events with zero particles entering the
calorimeter are included, with planarity arbitrarily set at zero —-
hence in some cases there is a dip in mean planarity at zero transverse
energy). However, the jets in the QCD/Brem model, though somewhat
masked by gluon bremsstrahlung, still dominate at large transverse

energy and cause a distinct rise in mean planarity. The isotropic LPS
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events get less and less planar as transverse energy increases and the
multiplicity grows.

It should be emphasized that, while the apertures over which the
transverse energy sum is taken differ from one plot to the next, I
always do the sums in the planarity definitions over all particles
entering the EM calorimeter (for P) or over all modules in the complete
calorimeter (for PC). The restricted-aperture transverse energy sums
are being used to select events, but we are interested in the structure
of all the large—angle energy.

Comparison of plots shows that, for both LPS and QCD/Brem data, the

shape and normalization of mean P versus Et and of mean PC versus Eg are
very similar. Positions in transverse energy are shifted by a small
amount which is consistent with the Et shifts described by the
calorimeter resolution function. The E557 calorimeter does not
significantly distort the planarity distributions.

It is of interest to examine the size of the high-planarity
component of the data. Figure 5-6 and Table 5-5 give the fraction of
events having pC > 0.7 for the LPS data. The QCD/brem results are in
Fig. 5-7 and Table 5-6. For all apertures, only a few percent of high-
E% LPS events have high planarity, while in QCD/brem the fraction rises
with ES to about 80% or more.

A second quantifier of event structure is the ratio of Global

transverse energy in the calorimeter to Global energy in the calorimeter

(EC, defined as the sum of the energies in the modules):

EC I EC.Sin 0.
Lt __ti i (5-4)
EC I EC

ti
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Writing this quantity in terms of module energies makes it clear that
E%/EC is in fact an energy-weighted average of sin 6 for the event.
Mean values of E%/EC and the corresponding particle quantity, Et/E, in
C
t

the Monte Carlos are given in Tables 5-7 and 5-8 for large EY in each of

the apertures.
5.3. Hydrogen data event structure

Figure 5-8 and Table 5-9 give the mean planarity in the hydrogen
data as a function of E%. As was stated in Ref. 8, no rise in planarity
with Global aperture transverse energy is seen; for high Global E%, mean
planarity is nearly constant with a value of 0.4. Essentially the same
behavior is seen for A-Global EC.‘

The data are consistent with a very slight rise in mean planarity
as a function of transverse energy in the B 2/3 aperture, and a moderate
increase with M 1/2 transverse energy. However, mean planarity
increases dramatically with increasing EE in the F 2/3 aperture. The
increase is seen primarily in the last two bins of Fig. 5-8d. There are
nine events in the last bin, with E% > 13.5 GeV and mean planarity
0.82. 1In the bin from 12.5 to 13.5 GeV there are thirty events with a
mean planarity of 0.58. By contrast, mean calorimeter planarity for
events with high B 2/3 transverse energy goes up to only about 0.50 —--

% events, but only slightly.

higher than for high Global E
Figure 5-9 and Table 5-10 present the fraction of events with high

pC ( > 0.7) as a function of transverse energy for the hydrogen data.

As has been reported previously,® the fraction of events with high PC is

constant for large EE in the Global aperture, with a value of about

8%. The behavior as a function of E% in A-global is similar. The high-

1
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planarity component for large E% in B 2/3 is slightly larger, about 12%,
and rises only slightly with EC, if at all. However, the high-PC
component is enhanced in events with high Eg in M 1/2 -- (39 + 12)%
above 12.5 GeV -- and a dramatic rise to (78 + 19)% is seen at high Eg
in F 2/3.

The structure of the events with high F 2/3 transverse energy is
very different from that of the events with high B 2/3 EC. Once again
we are faced with asymmetric results from symmetric apertures. No such
asymmetry is seen in the Monte Carlo data. Whatever its cause, it is
something not simulated in our models.

Mean values of E%/EC for the hydrogen data are given in Table 5-11.
5.4. Mechanisms for the asymmetry

One or the other of Figs. 5-8c¢c and 5-8d, or both, must be
reflecting an instrumental effect not simulated in the Monte Carlo; the
true average structure of proton-proton events must be symmetric with
respect to reflections about 90°. Therefore, either the highly planar
events with high F 2/3 Eg must have been faked by some mechanism, or
their counterparts in the B 2/3 aperture must have been swamped or
suppressed by some mechanism. In the following discussion, I will use
the phrase "F 2/3 event" to mean "event with high E% in F 2/3," and
Similarly for "B 2/3 event."

Pictures of the nine events with Eg in the F 2/3 aperture greater
than 13.5 GeV are shown in Figs. 5-10b to 5-10j. 1In these "Lego plots"
the two horizontal axes are ¢ and cos e*. For each module with e%i

*
above 0.15 GeV an entry was made in the plot at the (cos 8 , ¢)

corresponding to the center of the module with height proportional to
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e%i. (Figure 5-10a shows the area of these plots covered by the
calorimeter as well as the axis definitions).

An event with two high—pt jets would appear as two clusters,
limited in ¢ and cos e* and with centefs separated by about 180° in ¢.
Several such events appear in Figs. 5-11a to 5-11i, typical F 2/3 events
from the QCD/Brem Monte Carlo. Most of the Monte Carlo events and those
from the experimental data approach this ideal to a greater or lesser
degree. Only two of the nine events from the experiment have PC < 0.7;
these events do not look very "jetty."

No problems with the experimental data are obvious from these
pictures; EE seems to be fairly well balanced, with the Jjets (there
seems to be nc reason to call them anything else) always close to 180°
apart and of comparable size.

Figures 12 and 13 show pictures of some typical events with E% in
the B 2/3 aperture larger than 14.8 GeV, for the hydrogen data and the
QCD/brem model, respectively.

Could the low-planarity B 2/3 events be incorrect? Perhaps there
is some source of low-planarity background events which preferentially
occur in the backward direction (in the nominal proton-proton center-of-
mass system whose origin is in the hydrogen target). If so, then there
should be about as many high-planarity events in a sample chosen by a
particle Et cut in the B 2/3 aperture as for the same cut in the F 2/3
aperture; the low-planarity background should appear as additional
events in the B 2/3 sample and not in the F 2/3 sample.

Cutting on particle E; is not possible, but with some care one can

try the test with a cut on EC. I used the resolution function to

determine approximately equivalent EE cuts for the F 2/3 and B 2/3



157

apertures as follows: Assuming the F 2/3 events to be free of
asymmetric background, one can predict the background-free B 2/3 EE
spectrum by applying the B 2/3 resclution function to the F 2/3 Et
spectrum, obtained as described in Chapter IV. Then, for a given F 2/3
EE cut, one can determine an "equivalent" B 2/3 EE cut by requiring
equal background-free cross sections integrated above the cuts for the
two apertures. According to this prescription, the cut equivalent to

EE > 12.5 GeV in F 2/3 (which selects the 39 events in the last two bins
of Fig. 5-8d) is EE > 13.8 GeV in B 2/3. 1 refer to these as the "high
cuts." For EJ > 10.0 GeV in F 2/3, the equivalent cut in B 2/3 is

EE > 11.2 GeV. These are the "low cuts."

I applied these cuts to subsets of the experimental data. To avoid
threshold effects, I used only runs in which the cuts for both apertures
were higher than the threshold cuts described in Chapter 1IV.

The low cuts selected 56 F 2/3 and 174 B 2/3 events. If there were
no background, or if the background were symmetric in the nominal
center-of-mass frame, approximately equal numbers of events would be
expected. Of these, 11 of the F 2/3 and 18 of the B 2/3 events had
pC > 0.7 For the high cuts, 22 F 2/3 and 102 B 2/3 events were
selected, of which 12 and 16, respectively, had pC > 0.7. Given the
statistics and the uncertainties of the resolution function, these
numbers are gquite consistent with a forward-backward symmetric, high-
planarity signal plus an asymmetric (backward), low-planarity
background, probably with a small high-planarity tail.

If we assume F 2/3 events to be background-free, then the
differences between the numbers of B 2/3 and F 2/3 events provide a

rough estimate of the size of the background in the B 2/3 data: about
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70% of the signal for EC > 11.2, rising to 80% for EY > 13.8. About 5%
of this estimated background has PC > 0.7 -- less than, but comparable
to, the high-planarity component in events with moderate amounts of‘EE
in F 2/3 or B 2/3.

In Chapter IV, after applying corrections to the cross sections, a
difference of a factor of about 10 remained between the F 2/3 and B 2/3
spectra at high E.. A background of 70% to 80% would eliminate most of
this difference. The remaining discrepancy in the cross sections could
very easily be explained by uncertainties in the (asymmetric) resolution
functions.

Further evidence for a background, and information on its hature,
comes from a study of the vertex positions for high-Eg events. Table

.5-12 shows, for each of the Global trigger run groups, information on
the positions of the vertices in the plane transverse to the beam for
events above and below the "high cuts," 12.5 GeV in F 2/3 or 13.8 GeV in
B 2/3. (Events below these cuts are still required to be above the
threshold cuts. Again, runs where the high cuts were less than the
threshold cuts were excluded.) Shown are the number of events in each
category, the mean vertex position x and y, and the standard deviations,
o, and Oye Only for run group GA were there enough F 2/3 events
(barely) to quote numbers. In dealing with these data one has to be
careful, because the beam position and size varied from run toirﬁn.
However, comparisons within each run group show that the B 2/3 events;
above or below the 13.8 GeV threshold, come from vertices which are
spread more widely than those of the F 2/3 events.

In the laboratory frame, B 2/3 events should have lower average

particle energies than the equivalent F 2/3 events. These lower-energy
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tracks will be more susceptible to secondary scattering, implying a
greater uncertainty in the vertex finding. On the other hand, they will
occur at wider angles -—- a fact which should improve the vertex

finding. On the whole, it is not clear that vertices should be
inherently more or less accurately found for B 2/3 events than for F 2/3
events. In any case, the errors in the x and y positions of the vertex
computed by the vertex finding algorithm are much smaller than the width
of the beam, typically less than or about equal to 0.1 mm. If the
vertex pesition discrepancy is due to errors in vertex finding, the
cause must be something drastic, not accounted for in the algorithm.

One such pessibility is secondary scattering. If some of the
tracks used to find the vertex came in fact from a scattering of one of
the final-state particles of the first scatter, an erroneous vertex
position might be computed. (Note that secondary scattering is not
modelled in the apparatus simulation in our Monte Carlos). However,
this seems an unlikely explanation for the present problem. Drastic
changes in the transverse energy or topology of an event due to
secondary scattering are very unlikely: the high multiplicity of the
main, high—Et event means the average energies of the secondaries are
rather low, yet one is requiring one of them to give rise to a second
high-multiplicity scatter with enough transverse energy in the B 2/3
aperture to compete with single high-Et scatters.

A more reasonable possibility is that the vertex position
discrepancy arises from a real difference in the actual vertex
positions, owing to a prior scatter of the beam particle. Such a
scatter at a moderate angle would decrease the particle's velocity in

the z direction so that the products of the second, high~Et collision
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would tend to go backward in the nominal center-of-mass frame. The
initial scatter provides a mechanism for artificially increasing the
apparent transverse energy of the second scatter; because the planarity
increase seen in the F 2/3 events occurs only in the last bins of EC,
and because of the steeply-falling cross section, a ratﬁer modest Et
boost would suffice to swamp the uncontaminated high—-planarity events
with lower-Et, lower-planarity events,

It is easy to show that an event initiated by a particle emerging
from a prior scatter at an angle ¢ with respect to the nominal beam
direction in the laboratory frame of reference will, for small angles,

have a transverse energy relative to the nominal beam direction which is

boosted with respect to the transverse energy relative to the direction

of the intermediate particle by approximately ECsin 8. Thus the

transverse energy boost depends on the event structure and on the
aperture being considered. The maximum boost occurs when all the final-
state energy enters the aperture; it is about equal to the transverse
momentum of the initiating particle relative to the nominal beam
direction. For high-E% Global aperture data, EC is typically about 200
GeV, or half the incident energy.

At high Et' the‘difference in do/dEt between the F 2/3 and B 2/3
apertures corresponds to an Et shift of about 1.5 GeV. Furthermorg, the
region of E% in which a planarity rise is seen is about 3 GeV wide,
suggesting that to bury a similar rise in the B 2/3 aperture requires
that at least some events be shifted upward by abbut 3 GeV or more, so
that the intermediate particle had to have a transverse momentum of at
least 3 GeV ~-- large, bﬁt not outrageous. The situation is somewhat

analogous to what is widely believed to occur in high—pt production from
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nuclear targets: the rate Is boosted substantially above A times the
rate for proton targets by a multiple-scattering contribution.

No vertex position anomaly is seen at low transverse energy (Table
5-13), nor in the nuclear target data (Table 5-14). For the latter, all
events whose vertex was within 2.5 cm in z of one of the nuclear targets
were attributed to that target; the thresholds were chosen
arbitrarily. The absence of the vertex position anomaly in the nuclear
target data suggests that for these events the asymmetric background is
negligible. (A more direct check by forward-backward symmetry arguments
fails for pA collisions.) This can be attributed to the anomalous
nuclear enhancement: the cross sections fall more slowly with Et than
for hydrogen, with the result that true high—Et events are not so easily
swamped by a lower‘—Et background.

The vertex data also suggest that the background affects the other
three apertures as well, but to a lesser degree than in B 2/3. Table
5-15 shows vertex position widths increasing significantly with E% in A-
global, Global, and M 1/2. (Here again, the threshclds for these three

apertures were selected arbitrarily).
5.5. Nuclear targets

Event structure in the nuclear targets was studied by assigning
events with vertices within 2.5 cm in z of a nuclear target to that
target. As was mentioned in the previous section, the absence of a
vertex position anomaly suggests that the suspected asymmetric
background is negligible in the nuclear target events.

In Figs. 5-14, 5-15, and 5-16, and in Tables 5-16, 5-17, and 5-18,

C

I present mean calorimeter planarity versus Et for aluminum, copper, and
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lead targets, respectively. The fraction of events having PC > 0.7 as a
function of Eg is given in Figs. 5-17, 5-18, and 5-19, and in Tables
.5-19, 5-20, and 5-21. No strong evidence of any emerging planar
component is seen for any aperture with any nuclear target.

Table 5-22 presents mean values of EE/Et for the nuclear targets.

Note that nuclear target events tend to distribute energy more backwards

than do the hydrogen events.
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(a)

FIG. 5-10. (a) Axis definitions and calorimeter acceptance region for

*
following "Lego plots.”™ (b-j) Transverse energy versus cos 6 and ¢ for
nine events from the experimental hydrogen data with EE in F 2/3 greater

than 13.5 GeV.
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(b)
Run number 583 Event 3111
Transverse energy = 13.63
Planarity = .568

(e)
Run number 593 Event 8701

FIG. 5-10. (Continued) Tronsvers;t:g::igt; : 14923
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(d)
Run number 629 T : Event 452
Transverse energy = 14.03
Plonarity = .860
(e) . ,
Run number 628 Event 2600

Transverse energy = 14.01
Planarity = .934

FIG. 5-10. {(Continued)
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(f) |
Run number 629 — Event 4781
FP
TEE
| 2l
Tronsverse energy = 15.40
Plangrity = .807
(9)
Run number 631 Event 3474

Transverse energy = 13.94
Plonarity = .837

FIG. 5-10. (Continued)



(h)
Run number 685 ' Event 1915
[
St || B :
Tronsverse energy = 14.31
Planarity = .942
M
Run number 772 Event 2129

Transverse energy = 13.88
Plonarity = 861

FIG. 5-10. (Continued)
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()
Run number 794 Event 5678

Transverse energy = 14.50
Plonarity = .621

FIG. 5-10. (Continued)
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(o)
QCD/brem : Event 11199

Tronsverse energy = 13.60
Pignarity = .760

*
FIG. 5-11., Transverse energy versus ¢os 8 and ¢ for nine events from

the QCD/brem Monte Carlo data with EE in F 2/3 greater than 13.5 GeV.
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(b)
QCD/brem . Event 11309
Transverse energy = 13.71
Plongrity = .941

(c)
QCD/brem Event 14908

Tronsverse energy = 13.87
Planarity = 954

FIG. 5-11. (Continued)
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(d)
QCD/brem ' Event 16265
Transverse energy = 14.32
Plonarity = .798
(e)
QCD/brem Event 16880

Transverse energy = 14.80
Plonarity = .824

FIG. 5-11. (Continued)
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()

QCD/brem _ Event 21666
Transverse energy = 15.09

- Planarity = .641

(9)

QCD/brem Event 21876

Transverse energy = 14.07
Planarity = 927

FIG. 5-11., (Continued)
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(h)

QCD/brem — Event 22070

i Tronsverse energy = 15.82
Plonarity = .972

(i) .

QCD/brem Event 22242

Transverse energy = 13.63
Planarity = 891

FIG. 5-11. (Continued)
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(o)
Run number 593 Event 1324

Transverse energy = 16.29
Planarity = .372

*
FIG. 5-12. Transverse energy versus cos 6§ and ¢ for nine events from

the experimental hydrogen data with EE in B 2/3 greater than 14.8 GeV.
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(b)
Run number 593 . : Event 4862
I
- Tronsverse energy = 15.30
Planarity = .400
(c)
Run number 626 Event 1966

Transverse energy = 17.42

FIG. 5-12. (Continued) F’Ianurlty = .494



(d)
Run number 626 - Event 3438
Tronsverse energy = 15.85
. Planarity = .498

(e)
Run number 627 . Event 139
Tronsverse energy = 15.11
Planority = .419

FIG. 5-12. (Continued)
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(f)

Run number 628 : Event 1716
Transverse energy = 16.12

- Planarity = .467

(9)

Run number 663 ‘ Event 381

Transverse energy = 15.58
Planarity = .422

FIG. 5-12. (Continued)
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(h)

Run number 772 . Event 715
Transverse energy = 16.33

) Planarity = .457

()

Run number 772 Event 1770

Transverse energy = 16.09
Planarity = .362

FIG. 5-12. (Continued)
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(o)
QCD/brem _ Event 862

Transverse energy = 16.12
Plonarity = .889

*
FIG. 5-13. Transverse energy versus cos 6 and ¢ for nine events from

the QCD/brem Monte Carleo data with EE in B 2/3 greater than 14.5 GeV.
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(b)

QCD/brem N Event 3048

] Transverse energy = 17.03
Planority = .957

(c)

QCD/brem Event 3067

Transverse energy = 16.53

Planarity = .858
FIG. 5-13. (Continued)
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(d)
QCD/brem T Event 4981
- i
Tronsverse energy = 17.72
] Plonarity = .947
(e)
QCD/brem Event 10622

Transverse energy = 14,93
Planority = 892

FIG. 5-13. (Continued)
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f
(OC)ZD/brem Event 11854

Tronsverse energy = 15.87
] Plonarity = .704

(9)
QCD/brem Event 12381

Transverse energy = 17.39
Planarity = .938

FIG. 5-13. (Continued)
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(h)
QCD/brem Event 13784

Tronsverse energy = 16.30

' Plonarity = .926
Q)

QCD/brem Event 15800

Transverse energy = 16.68
Planarity = .831

FIG. 5-13. (Continued)
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FIG. 5-14., Mean calorimeter

planarity versus calorimeter

transverse energy for aluminum

data and five apertures.

(a) Global. (b) A-global.

(e) B 2/3. (d) F 2/3. (e) M 1/2.
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FIG. 5~17. Fraction of events
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(a) Global. (b) A-global.

(e¢) B 2/3. (d) F 2/3. (e) M 1/2.
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with high calorimeter planarity
(> 0.7) versus calorimeter
transverse energy for copper
data and five apertures.

(a) Global. (b) A-global.

(e) B 2/3.

(d) F 2/3. (e) M 1/2.
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- TABLE 5-1. Mean calorimeter planarity versus calorimeter transverse

energy for LPS Monte Carlo data and five apertures.

GLOBAL

ET BIN ELGES
(GEV) MEAN PLANARITY

— .0 .5 .063+/~ .00S
‘ .5 1.0 L5984+ /~ . 009
1.0 1.5 L6774/~ 007

_ 1.5 Z.0 L6254/~ 007
2.0 2.5 .S526+/~ 007

2.5 3.0 .S42+/~ , 008

3.0 3.5 .S41+/— .008

- 3.5 4.0 L4944/~ .00
4.0 4.5 .494+/~ . 009

4.5 5.0 L4L7+/- 010

- 5.0 5.5 .455+/~ ,011
5.5 6.0 .434+/~ ,012

6.0 6.5 AZTH/ - L0127

6.5 7.0 .38S+/— ,015

- 7.0 7.5 383/ L01E
- 7.5 €.0 L3894/~ 022

8.0 3.5 . 329+/- 022

- 8.5 9.0 .359+/~ 028
9.0 9.5 . 303+/- .031

9.5 10.0 .433+/— ,045

— 10.0 10.5 .298+/- ,043
10.5 11.0 «305+/- .050

11.0 11.5 .244+/- 051

12.5 13.0 .284+/- ,016

- 13.0 13.5 . 2824/~ .021

13.95 14.0 » 244/~ ,0z4




TABLE 5-1,

A-GLOEBAL

(Continued)

ET EBIN EDGES

(GEV)

lo
-5

aqoumwooumoowmoUtounoUmoMmo

OO\O*OUJG)\J\IO*?‘LHLH&#@OJNN'-‘H

OOV VYWONNGCOTNADDDBWLONN- -

[ T
N -
aqouuouoUnouUouonooooono

-
N

13.0
14.0

MEAN FLANARITY

«10%+/-
o 224/~
«b634+/-
&l174+/-
« 564+ /-
434/ -
5224/ -
«S03+/ -
874+ /-
«A436+/-
«dt4+4 /-
424+ /-
«404+/~
«377+/-
«3846+/~
e 215+/-
- 356+/~
. 25S+/~
«403+/~
« 288+ /—
e 336+/~
« 282+/-
2744/~
« 240+ /-
« 3004/~
2524/~
2874/~

. 006
. 00%
. 006
. 007
. Q07
. 00%
. 008
< 00%
. 00%
.011
012
012
013
018
. 023
. 025
. 024

bl =}
- \:'E'

. 044
. 054
. 054
013
.018
018
. 021
« 023
. 043
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TABLE 5-1. (Continued)

B 2/C

ET BIN EDGES
(GEV) MEAN FLANARITY

LI/ = JO0G
S EZ2T74+/=- L 004
cG02Z+/- 004
e D2t /= 007
» DIAFH/ - 003
L5244 /= L 00%
»4%1+/- 010
«454+/- .011
«421+/- .014
.422+/- 017
«A52+/- 020
.408+/- ,027
.381+/~ 031
o S89+/=- 037
S S45+/- 057
L21E8+/- .044

oo oMoMOoOoONOoONOMONMS

cmoMmomomMmoMmMomoUonNoMm

MNNECCNUME DWW NN~ -

OVMUNNCOCMMUADDWENN M~

. . « 237+/~- ,02C
. 10. 294+ /- 032
10. 10.5 342+ /- 039
F 2/3
ET EBIN ELDGES
(GEV) MEAN FLANARITY
.0 ] «311+/- 006
5 1.0 6154/ 004
1.0 1.5 . 999+/- ,006
1.5 2.0 « S4LZ+/- 007
2.0 2.9 » SET+/~ . 00E
2.5 3.0 - S500+/~- .0Q0%
3.0 2.5 L473+/- 011
3.5 4.0 «447+/—- .012
4.0 4.% «419+/- ,014
4.5 5.0 « 38&6+/- 017
5.0 5.5 «433+/- . 029
5.9 &.0  I80O0+/- 028
&.0 6.5 «324+/- .037
6-5 7.0 .352"’/" n048
7.0 7.5 «4048+/~ 0723
8.0 8.5 « 300+/- .01E
8.5 9.0 W 281l+/— 028
9.0 9.5 . 264+/- ,048
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TABLE 5-1. (Continued)

M1/2

ET BIN EDGES
(GEV) MEAN FLANARITY

.0 «D .344+/- .006

3 1.0 JB174/- 0068
1.0 1.5 .593+/- .00&
1.5 2.0 S42+/—- 007
2.0 2.9 .S519+/- ,003
2.5 3.0 . S0S+/- .010
3.0 3.5 L454+/- 011
3.5 4.0 .444+/- .014
4.0 4.5 L450+/- .01E
4.5 5.0 L 3SE+/- 026
5.0 %.5 .374+/- .0OZE
5.5 6.0 c438+/—- Q3%
6.0 6.5 L3514/ 041
6.5 7.0 .378+/- .070
8.0 &.5 257+/- 024




TABLE 5-2. Mean particle planarity versus particle transverse energy

for LPS Monte Carlo data and five apertures.

GLCBAL

ET ERIN EDGES

o

L[] L[] A\l . L] .
moumomoumocaocogooomomoem

OVOAVONNITCNADD QROMNN P -

[
(@]

-
a

(GEV)

" * p ® o
o@aomommooNoou

o

DNNOC AL DOONRN = -

<

£.
v.0
TS
10.0
10.5
11.0

12.5

13.0
12.5

«

MEAN FLANARITY

L0832+/- .004
B804+ /- Q0%
. 605+/~ 008
LEO3+ /- L 007
LS73+/- 007
SEZ+ /- J00E
529+ /- 008
LS00+/~ 008
«4C0+/—- . 00%
.451+/- 010
CAZ27+/- 012
.4zZ4+/- ,013
«397+/- 01T
L Z09+/— 017
« 24+ /—- 015
CEBYLI+/- 021
L2134/ 028
«TTZH/- L0480
e 2L1+/- 042
e 323+/- 037
« 346+ /- Q39
« 256+/—- 042
£ 257+/- 021
L 286+/- .QZ&
. 2544/- 042
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TABLE 5-2.

(Continued)

A-GLOBAL

ET BIN EDGES

(GEV)
.0
5

1.0
1.5

2-0

b Pub P el b b

WNN=2OOCOQNONNCIrNADDDOWON

oo oNoNoNOoNOoORNOoONONOM

oMo omoAocnoNoUuoUIouUoWU

OV VNONNITPOTANADDWLNN= -

MEAN FLANARITY

0794/~
«425+/~
e 6QL+/—
e DVEH/~
e 3714/~
« SOS+/~
313+ /~
e D01+/-
4724/~
«4328+/-
418+ /—
L4214/~
« 404+ /~
« 3304/~
. 3884/~
o« SE9+/—
2974/ -
« 392+/-

. :':46"'/— .

« 43+ /-
« 2244/~
247+ /~
236+ /~-
e 255+ /~
e 2434/ -
« 225+/-

. 005
. Q0%
. 007
. 007
. 007
. 008
. 008
« 009
010
.011
.012
.014
014
014
L0017
. 027
. 036
. 038

. 039
<037
.014
. 021
. 030
. 041
. 037

"oy o
o
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TABLE 5-2.

CONNC UMD QG RN -

(Continued)

B 2/3

ET BIN ELDGES

(GEV)

. 0 e S
i) 1.0
.0 1.5
5 2.0
. 0 2.5
. 2.0
) .5
S 4.0
« O 4.5
S S$.0
O 9.5
S 6.0
-0 LT
« S 7.0
e 7.5
S .0
.5 9.0
.0 9.9

F 2/

ET BIN EDGES
(GEV)

. b 9
aMocouyuomoMocomoNo Mo

QOVOUNNOCOCNNDIDDOLWERNN = -
amaodomooonoUIoUoW

NMOVDONFOCUNNDDWWMNN -~

[

MEAN FLANARITY

C 2524/~
D134/~
e Db+ /-
STl /-
D324/ -
« SO0+ /~
«A70+/~
<448+ /-
«419+/-
WA13+/~
« VY /—
« FETH/—
« 21S+/-
« 2074/~
« 2924/~
<2844/~
e 2254/~

« 2B3+/—

MEAN FLANARITY

« S09+/—
« SE3+/—
CE57+/-
e 49E+/~
« 453+ /~
«327+/—
: 406+ /~
L3914/~
«414+/~
« 3814/~
« 3634/~
«252+/~
« 22E+/~
« 315+/~

. 006
. 007

. 007

. D07
« 002

T QO

Q10
012
LO1S
019
022
.024
- 020
. 058
. 047
.019
. 029

« 006
- 007
« 006
. 007
. 007
. 008
-011
012
.014

.01%

. 022
« 029
.034
. 029
« 048
. 019
« 031

L0522
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TABLE 5-2. (Continued)

M1i/z
ET EIN ELGES
(GEV) MEAN FLANARITY
.0 . L 282+/- 0035
= 1.0 » 5204/~ .007
1.0 1.5 2 S65+/~- 007
1.5 2.0 « 245+ /— L Q07
2.0 2.9 » D224/~ .00%
2.5 2.0 JA81+/- J00%
3.0 3.9 ' «475+/- .012
.S 4.0 LA421+/— 014
4.0 4.5 +424+/= 020
4.5 8.0 2415+/- . 03E
.0 5. & WA407+/-. . 032
S.5 6.0 c3414/- .024
6.0 6.5 L 304+/- 044
6.5 7.0 L370+/~ .05E
&.0 €.5 « 188+/- 028
i g€.5 9.5 - 259+/- .04%
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TABLE 5-3. Mean calorimeter planarity versus calorimeter transverse

energy for QCD/brem Monte Carlo data and five apertures.

GLOBRAL

ET BIN EDGE% :

(GEW) MEAN FLANARITY
. 57S5+/- .081
cS6T7+/- 037
. 3744/~ .024
«S1&+/- 019
.495+/- .020
4794/~ 015
«445+/- .013
L451+/- 011
LAZ20+/- L0011
A12+/~ 012
<41Z2+/- 012
.414+/- ,014
AZS+/- 01T
LA423+/~ 018
« 390+/~ .021
- 4194/~ Q22
- . 848&+/- 027

.5

nonocomonooonNoNoNC Ao

= OV AONNGPTAMDHLDUNRNE-
cmuodoamomouUonnonoNMoOWMo

F-O‘J)GJ\I\IO\&"’.NM'&&‘.'J@NMHF-

10. 10. .454+/—~ 034
11. 11. LS522+/~ ,0%6
11. 12.  .308+/- .034
1z, 12.5 L5024/~ 029
1z, 13.0 .S1E+/~ 031
12.0 13.5 L4914/~ 032
13.5 14.0 L4EF+/~ ,03&
14.0 14.5 .S12+/~ 065
14.5 15.0 L4914/~ ,051
15.5 16.0 . .S547+/~- .052
16.0 16.5 L6A7+/~ 032
16.5 17.0 .SS52+/~ .105
17.5 1€.0 L5254/~ 123
1€.0 18.5 . 6524/ 062
12.5 19.0 780+ /— .042
19.0 19.5 .790+/~ 025

20.0 21.0 s 737+/- .045




TABLE 5-3.

(Continued)

-

—
o
[ ]

A-GLOBAL

ET EIN EDGES

(GEV)

aomMooocumogoummoNomonouon

OCVONNCOAADDOWNMN- -

-
[l o )

12,

0

12.5
13.0
12.5
14.0
14.5
15.0
15.5
14.0
17.0
1.0
18.5

MO MONYOCOCOAMDDRWMNN -
fogoMoNomoNoNOoONNOWMO

-
[T &)
.
¢

[l
N e
owmo

12.5
13.0
13.5
14.0
14,5
15.0
15.S
16.0
16.5
17.5
1.5
19.5

MEAN FLANARITY

b01+/-
« D45+ /—
D244/~
LA97+/~
cAVE+/-
4394 /=
4Tt/ —
«450+/~
419+ /~
L8224/~
w4154/~
A164+/~
fA224/~
e 3724/~
430+ /~
420+ /-
402+ /-
« S00+/—-
oll4/-
4644 /-
« S234/~
491+ /-
« SOS+/-
. OS5+ /~
« S00+/ -
4714/~
« D&9+/—
. 598+ /-~
“S47+ /-
733/ -
G474/~
E184/-
e 735+ /~

052

.02

2031

. 016
. 015
014
.011
.012
. 011
L0132
.014
. 016
016
022
. 024
. 028
. 035
037
. 092
. 028
022
. 031
L0E3

« 037

. 049

. 087
. 0446
. 047
.078
. 034
041

.027

. 026
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TABLE 5-3.

B

counmNomomomoNoNOWMO

OCVVNNONNICCTAONDDLWOWNN--

(Continued)

2/3

(GEV)

no

&

ET EBIN ELGES

® 3 ¢ v .
oUocoUoNomomomo oo

OV VONNGCCAUDDOONNS -

MEAN FLANARITY

e S6PH/—
« 480+ /-
4734/ -
« 470+ /-
«451+/-
442+ /-
. 4424 /-
« 4S54/ —
434+ /~
e 400+ /—
4304/
« 475+/-
. 3494/~
L4581 +/—
«411+4+/-
493+ /~
45T+ /—
. 874/ -
«S124/-
<444+ /-
524+ /-
« SS9+ /-
« 634+ /-
o 610+~
3974/~
SYE+ /-
« 783+ /-
7S +/-
76t +/—
o 73T+ /—
«751+/-
.8é64+/-

033
018
« 014
011
011
011
011
014
.014
. 015
. 020
» 030
. 047
. 027
.041
. 022
. 037
. 052
. 037
072
. 065
. 054
. 041
. 066
. 078
« 065
. 048
. 037
. 040
. 058
. 031
. 027
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TABLE 5-3.

VOO NNA MDD GO N - -

(Continued)

ET BIN EDGES

(GEV)

oMo oMN o oMo NCOOWUMO

9.5
10.0
10.5
11.0
12.0
12.5
12.5

14.5

[y
L]
o

DG NN -
mMomoMm

H Do)
ot

o

[ ] [ ]
mo

a s @
o0

-
COVMONODNNN>~NO
loli NoN{ Nolii |

n

Px=

[
-
o

11.5
12.5
13.5
14.5
16.5

MEAN PLANARITY

o« SPIH/ -
e SB3H /-
e S114/—
47+ /—
4514/
4214/
420+ /-
A224 /-~
. 4204+/—
D326/
-447+/~
.413+/—
3794/~
<A479+/-
L4254+ /-
«S518+/-
. 345+ /-
489+ /-
« S84/ -
cS17+/-
6394/~
b+ /-
« S09+ /-
7714/
L2844/~
. 723+ /~

.037
019
014
012
.010
011
011
.014
015
.017
019
. 02%
el
. 031
054
.04z
.101
« O35
043
. 059
. 037
. 054
. 020
. 047
. 109
. 050
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TABLE 5-3. (Continued)

M1/2
ET EIN ELGES
(GEV) MEAN FLANARITY
.0 = .S40+/- .023
= 1.0 «S104/- 013
1.0 1.5 «459+/~ .013
1.5 £.0 .4&4+4/~ .010
2.0 2.5 JASE+/- 010
2.5 3.0 .423+/- .011
3.0 S c4Z21+/~ 013
3.5 4.0 .43%+/~ ,016
4.0 4.5 «41&+/- 018
4.5 S.0 A08+/- ,023
5.0 5.5 cA54+/- 028
S.& &.0 . S04+/- .043
6.0 &S «848+/- . 031
6.5 7.0 cS09+/- 071
7.0 7.5 »439+/~ .040
- 7.5 8.0 9214/~ 037
8.0 £.%  TEY+/—- 023
8.5 9.0 . S78+/~- 035
9.0 v.9 SS0+/- L ORT
.5 10.0 « SY5+/- 050
10.0 10.S Ll +/= 057
10.5 11.0 «702+/- .034
11.0 11.5 «&90+/= 050
11.5 12.0 c&28+/- 071
12.0 12.5 7374/~ 040
12.5 13.0 c816+/- 042
13.0 13.5 . 780+/~ 040
13.5 14.0 «740+/- .048
14.0 14,5 «751+/- 113

14.5 15.5 L871+/—- .023



TABLE 5-U4, Mean particle planarity versus particle transverse energy

for QCD/brem Monte Carlo data and five apertures.

GLOBAL

ET EIN EDGES

ocucMomodMoomoamc oo mouon

s A s
N = OO0 Q VNN NCCCAANDDOWRNE ™ -

[
N
]

13.0
13.5
14,0
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5

(GEV)

mowmoucuUuocoMmMoMomoOomo

NN OMNNGCTANMDEWRONNE -

MEAN FLANARITY

 SEAH /-
oSl14/-
4714/
 S35+/-
764/~
. 420+/-
4204/~
<4364/~
435+ /-
421+/-
4104/~
CA421+/-
c 405+ /~
302+ /-
« 22+ /~
. 0024 /-
764/
LA47S+/~
L4284/~
 SE24 /-
eSll4/-
LA6E+/~
TSl /~
« 3144/~
«SEl1+/-
« D43+/ -
« D374/~
c8475+/-
«blT7+/~
W EST7+/~
«4Si1+/-
« 6704/~
« 7564/~
«&47+/-
«812+/-
&9+ /-
« 80&+ /-
«3834+4+/-

. 075
. 040
. 034
.017
«.017
012
013
011
011
011
.014
.01
014

~
L] &.-';

. 024
. 095
. 027
. 0Z0
e cic
063
. 024
L0221
. 021
. 02¢&
. 026
. 03¢
. 054
. 094
. 034
. 047
. 087
. 044
. 049
.05
. 026
. 057
. 050
. 031
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TABLE 5-4., (Continued)
A-GLORAL
ET BIN EDGES
(GEV)

S 1.0
1.0 1.5
1.5 2.0
2.0 2.9
2.5 3.0
3.0 3.5
3.5 4.0
4,0 4.%
4.% S.0
5.0 S.5
.5 &.0
6.0 6.5
6.5 7.0
7.0 7.5
7.5 .0

- g.0 €.5
e.S 9.0
9.0 .S
9.% 10.0

10.0 10.5
10.5 11.0
11.0 11.5
11.§ 12.0
12.0 12.5
12.5 13.0
z.0 13.S
12.5 14.0
14.0 14.5
15.0 15.5
15.5 16.0
14.0 146.5
16.5 17.0
17.0 17.S
1.0 18.5
i8.5 19.0
19.0 19.5

19.5 20.5

MEAN FLANARITY

LT+~ JO62
O3+ /- 051
. S06+/— L01%
«D0&+/~ 016
«362+/—- .014
LAS2+/~- 013
438+/- 012
AZI+/—- 012
819+/- .011
<417+/- .012
.433+/—- .014
e 392+/—- 015
«A12+/- ,014
«425+/~ .031
422+ /—- 078
A42+/~ ,022
«S00+/~ 040
«AT4+/—- 026
<413+ /- 055
« 3E3+/~ 040
«S927+/- 029
«480+/- .021
. D43+ /- ,021
«Sl1+/- 025
«S70+/- .031
e S30+/- .04
663+ /- 027
«459+/—- .086
7374/~ 026
c715+/- 040
c425+/- 027
737+/—- L0322
«729+/- .0%1
e 78664+/- 021
« &90+/—- 085
«874+/- .,024
«839+/- ,032
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TABLE 5-4,

R

gouocouwnocmoNoNoMmMOoNoNoO

[
QOV VYNNG NUADEGWNPRN -

(Continued)

2/3

(GEV)

.0

o

11.0

(Y
[y
(4]

12.0
12.5
13.0
13.5
14.0
14.5
15.0

15.

S

16.5

ET BIN EDGES

qoumowmMmoumonomomomouo U

COUVANNGTPOTANADDEDDWNN- -

-
LI}

MEAN FLANARITY

eS11+4/~
452+ /-~
. 423+/~
«455+/-
« 435+ /-
444+ /-
«451+/-
424+ /-
454+ /~
«4318+/-
. 420+/-
«405+/-
«4ZE+ /-
A7+ /-
- Ycl Fa
« 274+ /-
« SYE+/ -
cO77+/-
cO31+/-
bll+/-
cS52+/~
E124/-
L1+ /-
674+ /~
AT FE
w767+/—-
77+ /—
. 8014/~
«B12+/~-
« 700+ /-
« 740+ /-
«820+/~

. 029
L] 024

012

. 010
012
.010
012
012
.016
015
023
.04%
. 04¢
. 041
. 056
092
. 034
» 057
.041
. 033
. 070
. 042
. 040
. 047
.03

. 022
. 037
« 029
« 048
. 054
. 060
. 034

21
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TABLE 5-4. (Continued)

F 2/
ET EIN EDGES
(GEV) ' MEAN FLANARITY
.0 .S LH605+/—- 037
] 1.0 L SOS+/- 021
1.0 1.5 A6+ /- 017
1.5 2.0 LA420+/- 011
2.0 2.9 443+ /- ,011
2.5 2.0 cA430+/- 011
2.0 .5 LA22+/- 010
G5 4.0 L 405+/- 011
4.0 4. % LA4224/- 014
4.5 5.0 .41€+/- .01¢&
5.0 5.5 . 40S+/- 024
5.5 &0 «S28+/- 071
&.0 6.5 « 3454/ 023
&£&.5 7.0 L 342+/- . 114
7.0 7.5 CS1S+/- L0047
- 7.5 €.0 L AET+/ - 079
.0 8.5 QL9+ /—- Q59
.S 9.0 «4Sl+/—- 075
.0 .5 L5784/~ 022
9.5 10.0 e 6244/ Q325
10.0 10.5 S724/- .045
10.5 11.0 LE17+/- L 044
11.0 11.5 ~&73+/- 037
11.5 12.0 LEQL4/- L OST
12.5 1.0 .773+/- .040
13.0 13.5 CS3le/- 017
14.0 1S.0 . 8204/- 023

16.0 13.0 9094/~ 010



TABLE 5-4.

(Continued)

M 1/2

i s a g e

-
[V N

<=

N =00V 0MNONNOECENUNDDOLNN~ -

ET BIN EDGES

(GEV)

ocamouvonSNoomoMonollommMoOoONOo WMo

-~'e !

14.0
14.5
15.0
15.5
16.5

cmoommoumoumoeMmomododnow

COUIMNONNCGCCAUDDOLONNS -

1

MEAN FLANARITY

« O3V, -
« 450+ /-
A4S+ / -
« 455+ /—
«436+/-
A7/ -
4254/~
24/~
«453+/-
4374/~
e 377+/—
e 4046+/-
A2+ /-
B17+/-
cd1&+/~
O824+ /-
«O8T+H/ -
. 025+ /~
&34+ /~
6024/~
e D&SH/—
c&lT7+/-
. 802+/~-
« 7484+ /-
e bP1+/—-
. 805+ /-
«3818+/-
« 785+ /-
« 8524/~
« 640+ /-
«90S+/~
.« 86F+/~
«FOZ+/~

023
. 016
012
011
011
010
013
013
.018&
. 026
. 044
. 045
. 034
. 069
. 075
.01
. 028

. 022
. 059
« 047
. 024
. 029
.04
- 045
.01
. 024
. 037
. 02¢
. 122
. 015
. 021
.018
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TABLE 5-5. Fraction of events with high calorimeter planarity (> 0.7)

versus calorimeter transverse energy for LPS Monte Carlo data‘and five

apertures,
SLOERAL
ET BIN EDZES
(GEV)
.0 S
] 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 3.0
2.0 2.5
.5 4,0
4.0 4.5
4.% .0
5.0 S.5
S.% &0
&. 0 6.5
&S 7.0
7.0 7.5
¥.0 9.%
- 9.9 10.0
A-GLOEAL
ET BIN EDGES
(GEV)
.0 D
S 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 3.0
3.0 3.9
3.5 4.0
4.0 4.5
4.5 S.0
5.0 5.5
S.5 6.0
6.0 6.5
6.5 7.0
7.0 7.5
9.0 9.5

FRACTION OF EVENTS
WITH P(CALR) > .7

S5
. 701
.575
. 442

“eE T
LIRS

272
« 292
« 209
. 1465
« 137
- 143
. 021
L0782
» 096
« 059
003
. 140

FRACTION OF EVENTS
WITH P(CALR) > .7 .

. S69
. 671
R ictS
. 424
312
« 290
. 242
. 208
« 147
<111
« 147
. 068
. 070
. 083
. 035
«130

+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/=-
+/-
+/-
+/-
+/-
+/=-
+/-
+/~
+/=

+/~
+/-
+/-
+/-
+/-
+/-
+ /-
+/-
+/-

/-

+/-
+/-
+/-
+/~
+/-
+/-

. 010

011 -
LO1Z

.014
L0155
. 016
.01&
LQlE
017
L0118
. 022
015
.01
.01%
. 025
. Q03
.121

.010
.011

013

.014
.014
.016
.017
.018
.018
.017
.025
.015
.020
.043
. 031
114




TABLE 5-5. (Continued)

B 2/&

ET EIN EDGES

(GEV)
) o5
S 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 2.0
3.0 3.5
3.5 4.0
4,0 4,5
4.5 5.0
.0 5.5
.5 6.0
&.0 &.S
: F 2/&
ET EIN EDGEZ
(GEV)

.0 oS
.9 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 3.0
3.0 ICIR]
3.9 4.0
4,0 4.5
4.5 S.0
S.0 5.5
.9 &.0

FRACTION COF EVENTS

WITH P(CAI R) =

o
. o

. 545
<405
. 320
P 27&
. 237
182
. 125
11z
. 099
105

ol =]
. ' et

077

FRACTION OF EVENTS

+ /-
+/-
+/-
+/-
+/-
+/-
+/-
+/~
+/—
+/-
+/-
+/=
+/~

. Q02
L0110
L0012
.014
014
.018
. 021
021
. 025
024
N i
. Q47
072

'7

WITH P(CALR) > .7

« S99
513
<400
. 322
. 254
. 203
. 184
132
. 050
069
«140
. 068

+/-
+/-
+/-
+/-
+/=
+/-
+/=
+/-
+/=
+/-
+/-
+/-

. Q0%
.010
012
.014
.01&
018
. 022
. 024
016
. 023
.02
<045

218



TABLE 5-5.

(Continued)

M 1/2

oMo MMoOoOMoOoOumo

ADDRWNN = -

(GEV)

<0

wn

ET EIN EDGES

MmomoMoMmMoAOowm

MADDWERNE -

FRACTION OF EVENTS

WITH P(CALR) >

«S74
.43
« 367
. 2835
« 258
« 205
. 129
101
« 130
« 105

. 053

+/- 007
+/- .010
+/- 012
+/- .014
+/- .01¢
+/- 020
+/- 022
+/- 024
+/- .043
+/- 035
+/- .04%

.7

219
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TABLE 5-6. Fraction of events with high calorimeter planarity (> 0.7)

versus calorimeter transverse energy for QCD/brem Monte Carlo data and

five apertures.

GLOERAL

ET EIN EDGES

oMo OoOMOMOMNOMOMNCMNCUNON

[
OO0 MM NODABDG)G b)Y R =

10.5
11.0
11.5
12.0
12.5
13,0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
18.5
19.0

(GEV)

CONNONNIGOCANMADL DO
oo oAOoAONOMOM

FRACTION OF EVENTS
WITH P(CALR) > .7

. 457
317
. 306

il
[ et

192
. 190
122
.13
« 064
. 074
076
. 097
. 075
. 054
. 054
118
.147
0268
. 036
. 029
. 068
. 045
. 098
156
. 137
. 153
. 135
. 18¢&
273
.144
« 298
. 492
« 4355
. 1468
. 442
« 365
. 809
. 859

+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/=
+/=-
+/-
+/~
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/=
+/-
+/-
+/-
+/-
+/=-
+/-
+/-
+/-
+/=-

132
. 071
. 05E
Ol
025
.02&
019
017
012
. 014
L0115
. 025
018
,011
012
. 104
. 107
.01&
023
.01¢
. 046
021
. 019
. 031
. 027
. 031
. 0324
. 070
066
. 080
. 091
. 099
. 209
.121
. 215
o175
. 094
« 090



TABLE 5-6.

(Continued)

A-GLORBRAL

ET EIN EDGES

(GEV)
.0
1.0

1-5

NN
nmoocwmo

LN NeXiNeNi NeNi No i Roli Nol Lo N

DONNTCOND BN -

¢.0

FRACTION OF EVENTZ

WITH P(CALR) >

LS1Y

« 445

+/- 2B
+/- .107
+/- 054
+/- .054

: +/— 02T

+/- 02

S +/- .018

+/- .01&
+/- 017
+/- .012
+/- .02
+/- .017
+/- 017
+/- .01%
+/- 015
+/- .10%Z
+/- ,025
+/- .014
+/- .042
+/- 031
+/- 024
+/- .018
+/~ 029
+/- ,037
+/- .03%
+/- .041%
+/- 049
+/- .079
+/- 086
+/- .112
+/— L1462
+/- 132
+/=- .130
+/- .138
+/- 217
+/=- ,090
+/- 111

l7
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TABLE 5-6.

[T
o

[
[

1
1
1
1
1
1
1
1

(Continued)

B 2/%

ET BIN EDGES

(GEV)
.()
oS
1.0
1.5

.0

caouuooMooMoAOMOMN

O‘O\OOZ'OZ'\I\IO?‘LHUI&#‘.-J(-JMN

1.5
2.0
2.5
3.0
3.5
4.0
S.0
6.0

Moo dmoM

ENDNON VRS

—~
PORC

. 237
182
o 165
. 121
123
. 097
. 05
093
« 065
« 080
» 208
. 053
. 08E
» 118
162
02y
. 075
421
. 247
« 258
2721
221
« 425
. 500
. 311
. 436
. 874
. 643
. 608
. 704

+/-
+/-
+/=-
+/-
+/—
+/-
+/-
+/-
+/-
+/=
+/=
+/=
+/-
+/-
+/=
+/-
+/-
+/-
+/=
+/—
+/-
+/-
+/=
+/-
+/=-
+/=
+/=
+/-
+/=
+/=
+/-

FRACTION OF EVENTS
WITH F{CALR) >

.01
.02
.021
. 021
. 015
.01&
.015
.01&
.019
016
. 026
. 083
. 020
023
.03
. 0Z0
.017
.023
142
. 048
. 077
.08%
.100
. 143
. 137
.118
166
.070
.117
.184
- 124
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TABLE 5-6. (Continued)

F 2/

ET EBIN EDGES

L]
cnnoodiomomoMoNoumoOoOMoMNo

[ o
CONVOONNOCCAUDDWONRN--

10.5%
11.0
12.0
12.5

14.5

(GEV)

1.0

.

2.0

n

h]
n

NOONNOTOADDGE

[ o o
'-'09\0
CNOoOMOAONMONMOMOMODMO

11.5
12.5
12.5
14.5

FRACTION OF EVENTS

WITH F(CALR) >

. 324
. 273
. 241
. 156
121
095
. 095
. 072
. 057
. 032
. 109
110
. 029
. 05¢
. 084
113
. 1351
. 125
172
. 238
$ 212
. 493
. 520
. &87¢
. 754
684

+/-
+/=
+/-
+/-
+/-
+/-
+/-
+/=
+/-
+/-
+/-
+/-
+/-
+/=-
+/=
+/-
+/=
+/-
+/-
+/-
+/-
+/-
+/-
+/—-
+/-
+/-

.074
035
O2E
017
L0115
012
015
SO1Y
012
. 003
052
. 048
018
.014
. 023
. 031
. 045
. 060
. 0&7
. 061
. 080
110
« 195
« 063
184
191

.7
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TABLE 5-6.

(Continued)

M1/2

ET EBIN EDGES

omoMoomomMmoomMoNomomao o

(S
= OOV VOO NNCOUDE WERNM = -

11.5
12.0
12.&

12.S
= e !

(GEV)

-

-
OCVVOMIUNNGAMAMDLHMWMOMNN =
AOoOMTSCANOMO MO UNONONONO MO

[
—

s
Pt
.

12.0
12.5

- 13.0

14.0

FRACTION OF EVENTS

WITH P(CALR)

 S26
« 239
. 144
.141
« 107
. 094
. 105
. 082
« 075
. 075
« 135
» 076
. 028
.1&1
« 260
266
332
. 298
. 264
A26
. 6432
497
« 620
. 832
. 878
744

+/-
+/~
+/-
+/=
+/-
+/=
+/-
+/-
+/-
+/~
+/-
+/-
+/-
+/=-
+/-
+/-
+/-
+/=-
+/-
+/-
+/=

+/=
+/=
+/=
+/=

. 0463
. 024
. 020
017
L0013
.014
. 019
. 021
. 020
. 020
.074
019
. Q322
. 022
.1182
. 040
. 078
. 0&0
. 080
. 131
.121
.174
174
. 073
. 07%
. 207

.7
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TABLE 5-7. Mean (Global) EE/EC and E/E for LPS Monte Carlo high

transverse energy events,

Global A-global B 2/3 F 2/3 M 1/2
EC Threshold
(GeV) 16.0 16.5 13.5 11.5 11.5
Mean EE/EC
(1073) 63.0£2.5  60.5t4.2  T1.3#1.4  56.5%1.2  57.3%3.2
Mean Et/E

(1073) 59.4+3.1 56.7+¢1.6  60.3+4.2  51.3+#3.2  54.741.2
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TABLE 5-8. Mean (Global) E%/EC and Et/E for QCD/brem Monte Carlo high

transverse energy events.

Global A-global B 2/3 F 2/3 M 1/2
EC Threshold
(GeV) 16.0 16.5 13.5 1.5 1.5
Mean EE/EC
(1073) 66.5:1.1  69.3:2.2  T1.0%1.4  56.1%1.6  64.2+0.9
Mean Et/E

(1073) 63.041.1 66.2+2.1 67.6+1.3 52.841.7 61.3£0.9




TABLE 5-9.

Mean calorimeter planarity versus calorimeter transverse

energy for hydrogen data and five apertures.

GLOBAL

(GEV)

ET EBIN EDGES

NOONNECOCAANDDOGWDNM - -

0
aouooaommomoommomoM

[
o
L

10.5
11.0
11.5
12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
146.5
17.0
17.5
18.0
1.5
19.0
19.5
20.5
21.5

23.5

MEAN FLANARITY
. 003

c S324/-
&9/~
« L840+ /—
o« 90+ /~
« ST+ /-
5254/ -
« S0O7+/-
. 495+/~
«4C5+/~
«470+/—
L1+ /~
«349+/ -
«445+/ -
<424+ /-
« 440+ /-
4SS+ /~
LA431+/-
c412+/~-
AT+ /-
LA254 /-
«407+/-
«412+4/—
« 4064/~
« 3V9+/ -
4114/~
c41S5+/ -
e410+/-
«419+/-
«420+/-
«414+/~
«A410+/~
« 3994/ -
«410+/-
. 303+/-
4004/~
e 397+/ -
«430+/-
«4R19+/-
« 38S+/ -
«430+/ -
. SOS+/ -
e 3274/~

. 004
. 004
. 004
. 004
. 004
. Q04
. Q0%
. 005
. 004
. 00&
. 007
. Q08
. Q0%
. 00%
.011
011
.01z
017
018
017
. 020
. 009
.011
013
016
. 00S
.010
.011
.015
. 008
. 008
. 009
.011
.013
.015
016
.019
. 025
. 029
.041
. 048
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TABLE 5-9. (Continued)

A-GLCOEAL

ET BIN ELNGES
(GEV) MEAN FLANARITY

« SE5+/- 006
AT75+/- L0004
cb12+/- 004
CE73+/- 004
.543+/~ .004
174/~ 004
493+/- 004
«470+/- 005
«c872+/~- .006
LASE+/~- L0064
«A56+/- 007
«440+/~- ,003
«4TE+/—- 009
«436+/- .011
LAZIH/- L0132
L445+/~ ,013
L4294/~ 015
LAZE+/- 019
LA5S+/- 021

<
cMocmoomodIonocoUnoconoom

cuomomomoUoNoNoUNOUNROMMOW

-
COVUVNAONNGCOUNNDPDOWNNRL-
COUONDNNOGCOCANAADDODWRINN- -

. 10. CA02+/- 027

. 10.5 3794/ — 029
10, 11.0 812+/- L0330
11, 11.5 «447+/— .04%5
11.5 12.0 L409+/- .016
12.0 12.5 L4114/~ 021
12.5 13.0 JAZ3+/~ 028
3.0 13.5 « XE&7+/—- Q27
13.95 14.0 .420+/- .017
14.0 14.5 AZ7+/- 020
14.5 15.0 «442+/- 025
15.0 15.5 e 375+/~ .027
15.5 16.0 «409+/- 021
16.0 16.5 CE372+/- 021
16.5 17.0 AZ20+/- 022
17.0 17.5 c464+/- ,029
17.5 1.0 L4124+ /- ,028
1.0 18.5 LA08+/~ L 03S
13.5 19.0 .430+/- .050
19.0 20.0 LALT7+/- L03E

20.0 21.0 -414+/~ .086



TABLE 5-9.

1

10

OVQAONAONNGCGTAADDWHRRNN -

(Continued)

/

I
(D)

ET EIN EDGESZ

(GEV)

fnoodaomoNoloNMoUNOoMMONOUNO

~t

11.0
11.5
12.0
12.5
13.0
12.5
14.0
14.S
15.0
14.0
17.0

CVOVOAOANNITEAANDDLODOONN - -

1

aqodomomommomoMmommodoAdoWm

[N
o

11.0
11.5
12.0
12.5
13.0
13.5
14.0
14.5
15.0
16.0
17.0
19.0

MEAN FLANARITY

612+ /-
«&Q7+/~
e D60+/-
- D294/
e D0&+/—
CAGZ+/—
« AL+ /-
« 457+ /-
c4TL+ /-
«454+/-
e 3ETH/ -
CAlL+ /-
842+ /~
A3ZY /-
LA224 /-
c4S3+/ -
el /—
e 274/~
A12+/-
«440+/-
4114/~
« S3B9+/ -
. 3314/
A2+ /-
cB6E+/ -
<AT4+ /-
«A20+/~
402+ /-
Q&2+ /-
« 36C+/~
A16+/-
4974/~
4714/-

. 004
. Q0%
. 003
. 003
. 004
. Q0%
« 005
. 007
. 00¢
.010
L0112
.014
019
.01
.021
- 040
.041
. 0S5
. 047
. 025
. 023
. 040
. 021
033
. 035
. 037
025
. 031
.0Z1
. 049
. 033
. 04%
. 0S5¢&

229



TABLE 5-9.

=t s
[y
.

-
COVVDONNIPCUNUNBERRNNN - -

(Continued)

F 2/%

ET EIN EDG
(GEV)
.0

e » & ® a2 ®© g ® [
4]

«a 2 0 e e 0
ACAOCAOUNDMUNOMMOMAOUNOUNOUNO

» )

Ao

12.5
13.5

ES

]
1.0

N

2.0
3.0
S-u'
4.0
4-\J

e

= =
-le !

6.0
6.9

J
Ui an

n

n
<

[ T R O N
NWON= = QO VYVYOMN
aganaomouno oo

MEAN FLANARITY

B627+/—
et YA
e S42+4/~
« S0&+/—
cAP2+/-
879+ /~—
«A450+/~
444+ /-
«A4Z9+/—
<442+ /-
AZZ+ /-
e 455+/~
L8434+ /-
CAZ&+/-
456+ /-
o« IYIH/~
LT/ -
428+ /-
« SLE+/—-
« D07+ /—
. S01+/—
cALli+/—
cA4E7+/~
. 484+ /-
78+ /-
E17+/-

003
. 002
. 0032
. 003
. 004
Q0%
006
. 00E
. 00%
012
L01S
018
. 023
I ¢ Jcic
- 052
et
. 029
. 036
071
. 024
032
. 0460
. 0323
.035
. 04%
. 045

230



TABLE 5-9. (Continued)
M1/2
ET BIN EDGES
(GEW)
.0 =
S 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 3.0
2.0 3.5
3.5 4.0
4.0 4.5
4.5 5.0
.0 .5
5.5 6.0
&0 LS
6.5 7.0
7.0 7.5
) 7.5 8.0
.0 e.5
3.5 9.0
2.0 9.5
YT 10.0
10.0 10.5
10.5 11.0
11.0 11.5
11.5 12.5
12.5 13.5
13.5 15.5

MEAN PLANARITY

224/~
575+ /~
. D344/~
e SO0+ /-
373+ /-
« 4724/~
A58+ /-~
~442+/~
52+ /-
A28+ /~
A8+ /-
A&4+/~
«A42+ /-
«A046+/~
A28+ /-
«A472+/~
LA21+/-
764/~
874+ /-
454+ /-
«D23+/~
<ASZ+/~
D244/~
«445+/~
W29+ /-
« D42+ / ~

. 003
.00z
. 002
. 002
. 004
. 005
. 007
. 009
.011
.01¢4
021
. 024
033
. 036
. 101
.075
. 034
. 051
<071
.041
. 056
. 061
. 067
. 033
. 074
. 094

231



TABLE 5-10.

versus calorimeter transverse energy for hydrogen data and five

apertures.

232

Fraction of events with high calorimeter planarity (> 0.7)

GLOEAL

ET BIN EDGES

.0

)]

0 ﬂ!¢i>1\l?‘ﬁ‘ﬂ!?!#if‘&)&)b)b’*‘*‘
ooumcunogmoOomoumounowmo

90

(GEV)

cuogoumomootomoUoAmon

[
OCVONMNONNCIAMNMEDRMNN- -

10.5
11.0
11.5
12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
1.0
18.5
19.0
19.5
20.5
21.5

FRACTION OF EVENTS
WITH P(CALR) > .7

«S0E
.S572
461
. 349
.310
P 245

PP
« L2

« 201
. 178
. 163
« 159
. 123
«10%
.104
.141
. 1432
. 083
. 091
. 0E5
. 100
. 099
« 057
.071
. 084
. 077
. Qg2
.073
. 102
. 043
.101
el
« 065
. 084
. 032
. 079
. 0%0
» 103
. 074
« 065
129
. 160

+/~
+/-
+/-
+/-
+/—
+/=
+/-
+/=
+/=
+/-
+/~
+/=
+/~
+/~
+/=
+/-
+/-
+/=
+/~
+/-
+/-
+/—
+/-
+/-
+/-
+/-
+/=-
+/-
+/=
+/~
+/-
+/-
+/-
+/=~
+/-
+/=
+/-
+/-
+/-
+/-
+/-

.010
. 0072
. 00&
. 00%
« 008
. 008
. 008
. 009
. 007
. 010
.011
012
012
.014
. 014
0183
. 017
020
. 024
0zZ¢
. 025
028
.012
.017
.018
. 024
.011
.016
.014&
.023
012
.011
.013
.017
.01&
.024
. 025
. 027
. 031
. 045
. 083



TABLE 5-10. (Continued)
A-GLOERAL
ET BIN EDGEZ
(GEV)
.0 O
«D 1.0
1.0 1.5
1.5 2.0
2.0 2.5
s 3.0
3.0 3.5
3.5 4.0
4.0 4.5
4.5 5.0
3.0 G.5
5.5 &.0
& QO &.S
&S 7.0
7.0 7.9
. 7.5 S.0
8.0 &.5
S 9.0
9.0 9.5
9.5 10.0
10.0 10.5
10.5 11.0
11.0 11.5
11.5 12.0
12.0 12.5
12.5 13.0
13.9 14.0
14.0 14.5
14. 5 15.0
15.5 16.0
16.0 16.5
14.5 17.0
17.0 17.5
17.5 18.0
18.0 18.5
18.5 19.0
19.0 20.0

. S21

+/~

22 +/-

. SA‘L
» 421

22
o wwt

. 289

—_——
e LS

« 200
. 194
<173
. 150
132
115
. 098
. 101
L1132
117
. 122
. 0%&
112
« O34
. 049
. 080
L ] 143
. 041
. 078
. 075
. 08C
- 097
. 159
.110
. 079
113
. 133
. 078
. 083
L 143
. 125

+/~
+/~
+/-
+/ -~
+/=~
+/-
+/=-
+/=
+/-
+/-
+/~
+/=
+/~
+/~
+/~
+/~
+/—
+/~
+/~
+/=~
+/-
+/~-
+/~
+/~
+/-
+/-
+/=
+/=-
+/—
“/-
+/-
+/-
+/-
+/-
+/-

FRACTION OF EVENTE
WITH P(CALR) >

. 00%
. 003
. 008
« 007
. 00&
« 008
. 00
« 00%
. 010
011
.012
013
.014
.017
. 020
. 022
025
. 030
. 035
« 035
« 047
.044
. 092
. 021
« 030
. 042
. 024
.0z1
. 04¢
. 02Z
. 031
. 037
. 055
« 043
. 078
. 092
087
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TABLE 5-10. (Continued)

B 2/&
ET BIN EDGESZ FRACTION OF EVENTS
(GEV) WITH P(CALR) > .7

.0 D 14 +/- Q07
.S 1.0 374 +/- 006
1.0 1.5 317 +/- 004
1.5 2.0 257 +/- .007
2.0 2.9 220 +/- ,007
2.5 2.0 190 +/- .00%
X.0 3.5 « 159 +/- 007
3.5 4.0 1465 /- 012
4,0 4.% 149 +/- .01
4.% 5.0 124 +/- .01&
.0 S.5 159 +/- 021
S.S &.0 08& +/- ,021
&0 6.5 L1OR /= 027
LS 7.0 099 +/- Q30
7.0 7.5 079 +/—- 035
- 7.5 £.0 172 /- 077
9.5 10.0 « 120 +/- .040
10.0 10.5 L04% +/- 034
10.5 11.0 . 185 +/- Q7S
11.0 11.5 .044 +/- .025
11.5 12.0 <149 +/- 054
12.0 12.5 147 +/- 047
12.5 13.0 087 +/- .0231
12.0 13.5 0922 +/~ .044
12.5 14.0 . 204 +/- .057
14,0 14.5 «121 +/- .0&5
14.5 15.0 167 +/- 105
15.0 16.0 075 +/- .050

14.0 17.0 125 +/- 114
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TABLE 5-10. (Continued)

1]

[}

F 2/7%
. ET BIN EDGES FRACTION OF EVENTS
{GEV) WITH P(CALR) > .7

.0 ] LO22 +/- 004
= S 1.0 L3755 4/- 006
1.0 1.5 . 279 +/= 004
1.5 2.0 222 +/- 0064
= 2.0 2.5 193 +/- 007
2.5 3.0 175 +/-~ .00%
3.0 &L.S 136 +/- 010
N 3.5 4.0 122 +/—- 012
- 4.0 4.5 097 +/~ ,014
4.5 S.0 134 4/~ 020
5.0 S.5 103 +/-~ .024
= .5 &0 142 4/~ 034
&.0 &.5 117 +/~ .0z%
6.5 7.0 149 +/- .05¢&
— 7.0 7.% 111 +/- 102
- 7. B.0O <111 +/- 102
€.5 ¢.0 108 +/- L0358
.5 10.0 « 167 +/= 050
- 10.0 10.5 182 +/- .073
10.5 11.0 154 +/- 137
11.0 11.5 <139 +/- 064
= 11.5 12.5 205 +/~ 064
12.5 13.5 « 367 +/= 092

13.5 15.5 778 4/~ .187




TABLE 5-10. (Continued)
M 1/2
ET EBIN EDGES
(GEV)
.0 LS
.S 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 3.0
3.0 3.5
3.5 4,0
4.0 4,5
4.5 5.0
S.0 .8
5.5 6.0
6.0 [
6.5 7.0
7.0 7.5
. .0 €.5
€.5 9.0
9.0 9.5
9.5 10.0
10.0 10.5
11.0 11.5
11.5 12.%
12.5 13.5
13.5 15.5

FRACTION QF EVENTE
WITH P(CALR) > .7

. 4%¢
. 337
. 264
217
.171
.154
. 153
«.117
. 117
.119
. 109
152
119
. 071
e 286
. 125
. 182

222

. 154
« 267

e
- \-‘\.'\::

. 132
. 433
e 333

+/-
+/=
+/-
+/=
+/-
+/=
+/-
+/-
+/-
+/=
+/-
+/-
+/-
+/=-
+/-
+/-
+/-
+/=
+/-
+/=
+/-
+/=-
+/-
+/=

. Q0S
» 006
. 00&
. 007
. 00&
009
012
.014
018
026
032
042
. 0S5
. QeE

~ e
. ZA:C:

. 067
» OP3
» 187
. Q20
. 129
134
. 0&1
« 1466&
186
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TABLE 5-11. Mean (Global) EL/EC for hydrogen target data high

transverse energy events.

Global A-global B 2/3 F 2/3 M 1/2
E% Threshold
(GeV) 16.0 16.5 13.5 1.5 1.5
Mean E%/EC

(1073) 62.610.2 66.3+0.4  72.4+0.5  57.0+0.6 63.320.7




TABLE 5-12.

target data -- Global trigger.

238

Vertex position data for F 2/3 and B 2/3 events, hydrogen

Number of X Oy y oy
events (mm) (mm) (mm) (mm)
Run group GO
F 2/3 EE < 12.5 GeV 212 -5.740.4 5.3:0.3 4.1+0.3  4.9:0.2
B 2/3 EC < 13.8 GeV 459  -6.120.2 5.3:0.2 3.920.2 5.1#0.2
F 2/3 EE > 12.5 GeV .. ] ..
B 2/3 Eg > 13.8 GeV 10 -2.442.0  6.2+41.4  3.4#1.7  5.5$41.2
Run group GA
F-2/3 EE < 12.5 GeV 42 -7.91+0.4 2.8+¢0.3 3.1+0.6 3.8+0.4
B 2/3 EE < 13.8 GeV 56  -7.7+0.4 3.,1+0.3 14.3+0.8 5.810.5
F 2/3 EE > 12.5 GeV 13 -6.940.7 2.7#0.5 2.430.9 3.110.6
B 2/3 EE > 13.8 GeV 51 -7.840.6 4.0+0.4 5.3+0.8 5.810.6
Run group GB
F 2/3 EE < 12.5 GeV 26 ~7.5$0.8 4.240.6 1.440.7 3.5:0.5
B 2/3 Eg < 13.8 GeV 20  -7.04#1.3 5.8+0.9 1.9#1.2 5.510.9
F 2/3 EE > 12.5 GeV 7 .. .. . ...
B 2/3 E% > 13.8 GeV u1 -6.3+0.7 4.5£0.5 2.2#1.0 6.610.7

§ .

| ] | SR | W | S

1

(L. L (L. (L. 1N (ke 1 ] .-
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TABLE 5-13. Vertex position data for F 2/3 and B 2/3 events, hydrogen
target data -— Interacting Beam trigger.
Number of X Oy y cy
events (mm) (mm) (mm) (mm)

Run group IO

F 2/3 E% < 6.0 GeV 5328  -5.3+0.06 4.5+0.04 3.4+0.06 U4.2+0.04

B 2/3 E% < 6.5 GeV 5307  -5.3+0.06 4.5+0.04 3.4+0.06 L4.2:0.0U4

F 2/3 E% > 6.0 GeV 20 -6.3$0.9 3.9$0.6 4.6+0.8 3.810.6

B 2/3 E{ > 6.5 GeV 1 -5.240.8  4.9:0.5 3.5+0.7 4.240.5
Run group IA

F 2/3 E% < 6.0 GeV 5070  -5.9+0.04 3.0£0.03 2.940.05 3.8+0.04

B-2/3 EE < 6.5 GeV 5057 -5.91+0,04 3.040.03 2,9+0.05 3.710.0L4

F 2/3 E% > 6.0 GeV 15 -7.120.7 2.7+0.5 2.8+1.0  3.740.7

B 2/3 EC > 6.5 GeV 28 -6.140.6 3.440.5 4.1$0.9  4.940.7
Run group IB

F 2/3 EE < 6.0 GeV 11565  -7.5$0.04 4.8+0.03 2,9£0.04 4,740.03

B 2/3 EE < 6.5 GeV 11551 -7.540,04 4,8+0.03 2.9+0.04 4.70.03

F 2/3 EE > 6.0 GeV 56  -8.3:0.6 U4.7+0.4  2.310. 5.240.5

B 2/3 E% > 6.5 GeV 70 =7.1£0.5 4.40.4  1.1+0. 4.9+0.4
Run group IP

F 2/3 E% < 6.0 GeV 9478  -5.5+0.06 7.7+0.06 4.2+0.05 4.510.03

B 2/3 EE < 6.5 GeV  9up2 -5.5+0.06 7.740.06 14,2+0.05 4,5+0.03

F 2/3 E¢ > 6.0 GeV 38 -7.9£1.2  7.5:0.9 5.120.9  5.6:0.6

B 2/3 Eg > 6.5 GeV 54 -4.8+0.8 7.540.5 3.640.9 6.3%0.5




TABLE 5-14, Vertex position data
target data —-- Global trigger.

240

for F 2/3 and B 2/3 events, nuclear

®i

Number of Uy y oy
events (mm) (mm) (mm) (mm)
Run group GA -- Aluminum
F 2/3 EE < 11.5 GeV 15  -7.840.6 2.3:0.4 5.841.2 14.530.8
B 2/3 EC < 15.4 GeV 261  =7.5:0.2 2.8:0.1 4.740.3  14.610.2
F 2/3 EE > 11.5 GeV 22  -8.040.7 3.4:0.5 2.430.8 3.610.5
B 2/3 E¢ > 15.4 GeV 44 -7.3:0.4  2.610.3 4.1:0.7  4.410.5
Run group GA —-- Copper
F 2/3 E¢ < 11.5 GeV 34 -8.4:0.5 2.7+0.3 4.6+0.7 4.330.5
B 2/3 EE < 15.4 GeV 538  -7.610.1 2.6+0.1 U4.710.2 4.530.1
F 2/3 Eg > 11.5 GeV 52  -8.0+0.5 3.3+0.3 3.430.6  4.3+0.l4
B 2/3 E{ > 15.4 GeV 69  -7.2:0.3 2.2:0.2 4.2:0.5 4.1:0.4
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TABLE 5-15. Vertex position data for Global, A-global, and M 1/2
events, hydrogen data —- Global trigger.

Number of X 0y y oy
events (mm) (mm) (mm) (mm)
Run group GA

Global EC < 18.7 GeV 1257 =7.2:0.1 3.0:0.1 4.8:0.1  4.90.1
A-global E < 17.3 GeV 158 -7.2:0.4  3.5:0.3 4.6:0.4  4.70.3
M 1/2 E{ < 11.5 GeV 11 -7.8£0.8 2.7#0.6 5.241.0  3.2:0.7
Global E¢ > 18.7 GeV 49 -8.210.6  4.0:0.4 5.2£0.7 5.8:0.5
A-global ES > 17.3 GeV 59 -8.0:0.5 3.7:0.3 4.5:0.8  6.0:0.6

M 1/2 Eg > 11.5 GeV 26 -7.4+0.4 1.8+0.2 2.540.9  4.740.7




TABLE 5-16.

Mean calorimeter planarity versus calorimeter transverse

energy for aluminum data and five apertures.

GLCOEBAL

ET BIN EDGES

omomomMmomomoeuoMOoNOMO o

CONQONNOCOCMUADELDWNNR -

—

10.5
11.0
11.5
12.0
12.5
13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
1&.0
13.5
19.0
19.5
20.0
20. S
21.0
21.5
22.0

(GEV)

c@omMoUocoUoumoMmMoqoMmmodaow

NN MNNG MO DG WR R - -

23.0

MEAN FLANARITY

«424+/-
e 717+/~
6514/~
« &0O0+/~
e SSS+/~
«475+/~
ST/~
« 544+ /-
497+ /-
«490+/—
cA453+/-
492+ /-
862+ /-
CAZ23+/-
. 3b6+/—
« JETH+/~
L2354/~
3074/~
438+ /-
LAZC+/ -
«347+/-
<A+ /~-
e 3724/ -
. 387+/—
« 3E9+/—
« 384+ /-
.« 385+/—
376+ -
. JES+H/-
. 325+/-
« 285+ /-
e 377+/—-
«384+/~
e 37484+ /-
e 3664/
« 3ET+/-
e D624/~
« 330+/~
. ZEC+/ -
«375+/-
- 33B+/—
- 22+ /-
«343+/-
cl246+/~
«470+/—

. 0464
028
. 026
0z&
024
. 024
. 027
. 027
. 025
. 028
. 028

e
. Q2L

. 030
. 042
. 027
028
.0z1
. 030
. 048
. 054
. 032
. 034
.014
.018
.018&
. 024
.011
.011
013
014
. 00%
. 00&
. 002
011
.013
.014
.011
.014
.01¢&
. 020
. 023
. 021
. 032
. 0S8

.0S3
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I

- TABLE 5-16., (Continued)
A-GLOEAL
ET EIN EDGES
(GEV) MEAN FLANARITY

. .0 .S .S03+/- .041
- .5 1.0 JEEL4/— L0027
1.0 1.5 6234 /= L 025
1.5. z2.0 LSETH/~ G025
= 2.0 2.5 ,SS0+/~- 024
2.5 2.0 . S08+/~ 023
3.0 3.5 LS45+/~ L 029
- 3.5 4,0 L5199+ /- 023
4.0 4,5 LA61+4/— 027
4.5 5.0 .473+/- 032
- 5.0 5.5 LALE+/— 029
- 5.5 &.0 LAZ2484/- (033
&.0 6.5 LA413+/- 034
6.5 7.0 L410+/—- (O3
= 7.0 7.5 817+ /—- 042
. 7.5 8.0 LA431+/- 029
£.0 €.5 LA146+/- .0%4
_ 8.5 9.0 c370+/- 057
- 9.0 9.5 .S09+/- 044
9.5 10.0 L372+4/- 059
10.0 10.5 . 3YS+/- 034
= 10.5 11.0 .378+/- .037
11.0 11.5 . 368+/- .020
11.5 12.0 L 3E34/- 022
= 12.0 12.5 L3546+ /- 029
12.5 13.0 .403+/~ 030
13.0 13.5 L3734/~ .014
. 12.5 14.0 L3624/~ L0115
- 14.0 14.5 L3954/~ .017
14.5 15.0 L.394+/~ 011
15.0 15.5 .283+/~ .011
= 15. 5 16.0 .395+/~ 012
16.0 16.5 L2924/~ 016
16.5 17.0 .413+/~ 016
— 17.0 17.5 L2379+ /- .020
17.5 18.0 3844/~ ,01&
1€.0 1€.5 . 366+ /- 021
_ 18.5 19.0 A11+/~ 027
- 1.0 19.5 L E654 /- 031
19.5 20.5 .378+/~ .024
20.5 71.5 AS7+/~ ,040
= 21.5 23.5 . 455+ /- ,086

:\



TABLE 5-16.

B 2

(Continued)

/3

ET EBIN EDGES

-
L] [ ] - - . L ] . L}

-
= COQOOYNNNCARAMDDHWRANN -
CAONOMAOOMMOMNMONONOANOANONOMAO

[N
[N
n

12.5
13.0
12.5
14.0
14.5
15.0
15.5
16.0
16£.5
17.0
17.5
18.5

(GEV)

MEAN FLANARITY

e D324/ -
« SOV~
. S543+/~
[] 56‘7"’ / -
CAZ7+/~
AS1+/~
« S503+/~
84S/~
AT/~
ATT7+/—
.414+ /-
<418+ /-
« S5T7+/-
« BET+/ -
. 454+/~
« ITTH+ /-
« Z0S+/-
« 3024+ /—
«BESH /-
«325+/—
488+ /-
A3&+/-
«277+/-
. 331+/-
b8/~
«417+/-
L4846+ /-
cA15+/~-
e 344 /-
«303+/ -
. 35b+/ -
«A714+/—
879+ /-
e 2%Q+/—-
«428+/-
« 3614/~

027
. 020
. 023
019
021
02
. 024
. 03%
. 030
. 027
. 051
lejcis
. 059
. 048

iy

. Oés
. 097
. 070Q
117
. Q85
. 040
. 038
. 062
. 084
. 022
. 028
« Q6%
.02z
. 025
« 029
- 033
. 053
. 038
. 042
. 052
.04z
. 0468

244
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TABLE 5-16. (Continued)

F 2/

(A1)

ET EBIN EDNGES
(GEV) MEAN FLANARITY

fH0B+/~ 023
S22+ /~ 020
CS0T+/- 018
«STEH/- 020
e S06+/~ 022
LB87&+/~ 023
«85&+/~ 024
.433+/~ ,026
. 3YYH/~- 028
s 406+/~ .031
« 440+ /- 040
451+/~ 043
 34L+/- 061
«397+/- 034
.441+/~- ,073
«377+/- 029
. 3544/~ .0Z1
Z26+ /- 047
« 3YS+ /- 025
 369+/- 027
B19+/- .02€
«418+/- ,022
e D09+ /— 0464
14. 5 «304+/- 055

U\U';.ﬂOL'IO(ﬂOLﬂOLﬂO‘.ﬂOLﬂOLﬂOU'IOUIOU!

Mmoo omomomoaomoNoMmMo Mo

= OO0V VNOONNCFNALPLOONNS -

[N
N= OOV NNOYNITPAODLWENNM
-

[
[y
N
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TABLE 5-16. (Continued)

M1i/z
ET BIN EDGES
(GEV) MEAN PLANARITY
.0 = c605+/- ,022
S 1.0 « S78+/- 017
1.0 1.5 S04+ /- .01%
1.5 2.0 CAYTH/= L 020
2.0 2.5 «488+/~- .020
2.5 3.0 CA72+/- 026
3.0 I L 4E0+/~ 028
S 4.0 cA12+/- 027
4.0 4.5 P JE1+/- L0248
4.% S.0 A456+/- ,041
5.0 5.5 s401+/- 052
S.5 6.0  3YT+/—- L0422
&.0 &S « 344+/— 054
6.5 7.0 « S20+/= ,044
7.0 7.5 P 3T1H/- 027
- 7.5 .0 412+/- 034
€.0 g.5 «405+/~ 019
8.5 9.0 «3Y0+/~ 023
9.0 9.5 364+ /- 030
9.5 10.0 . 440+/~ 023
10,0 10.5 $ R25+/~ 023
10.5 11.0 .485+/~ .02z
11.0 11.5 . 372+/- ,040
11.5 12.0 . 382+/- .032
12.0 13.0 «444+/~ 037
13.0 14.0 «471+/- .080

(- L i . | | 1. w. . | | |

198
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TABLE 5-1T.

Mean calorimeter planarity versus calorimeter transverse

energy for copper data and five apertures.

GLOEAL

ET BIN EDGES

cuocodonoMONoNONO O

MOVONNGCGCUUDDOONN R~

(GEV)

ooumoumomounocououmocuwoumou

[T
N NN UANDBOONPN = -
o«

16.5
17.0
17.5
1.0
18.5
19.0
19.5
20.5
21.%

23.5

MEAN FLANARITY

3864/~
b6+ /-
914 /-
e 13+/~
«OS7+/~
« 484+ /-
« 4694/~
A73+/~
« S2P+/~
« 4634/~
s 456+ /-
« T332+ /-
- 387+/-
e 325+/~
e BE94/~
« 350+ /~
«419+/~
e 243+ /-
«370+/~
« BLEH/~
2774/~
«364+/~
« 3604/~
3774/~
« 355+/-
« 3P6+/-
«B&14/-
« 3754+ /-
24321 +/-

« 066
. 083
. 053
. 041
. 037
. 044
. 041
« 050
. 057
. 056
. 044
072
. 048
. 088
. 044
061
. 033
. 049
« 003
. 007
. 007
. 003
« 00%
011
016
017
L0232
.01&
. 043
.044

247



248

TABLE 5-17. (Continued)

A-GLORAL

ET BIN EDGES
(GEV) MEAN PLANARITY

«473+/= .0L2
LEIZH/~ 022
.553+/~ .041
cS78+/- 044
«474+/~ .032
.S00+/- .0Z4
424+ /~ .05%
L4974/~ .049
«471+/- .042
«290+/- 054
«419+/- 052
LA89+/- 062
«413+/— 067
L 3VI+/— L0468
cA4&1+/- 050
«3714/- .04C

aomomoocomoocomououUoionnon

cammoMmoMmMoONoOnoOMmMoOmc

ADONNFENNDDWWRAN -

o
NNGOCANQOONNCAMDDW0WMNN- -

14. 15. «366+/~ L0110
15. 15. «3714+/- 009
15.5 16, « 324+/- .00%
16.0 . . 360+/- .010
14.5 . P 366+/- 013
17.0 . . 335+/~ .013

17.5 1.0 e 3VEH/— L 02Z2E

1.0 19.0 « 3704/~ .01E
19.0 20.0 «379+/~ .030
20.0 22.0 .403+/- .044
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TABLE 5-17. (Continued)

E 2/%

ET EBIN EDGEZ
(GEV) MEAN FLANARITY

.0 . JASO+/- 047
5 . SEZ+/~- 047
1.0 . CSEE+/- L0331
1.5 . LAS4+/- .0Z1
2.0 . CS17+/- 041
2.9 JAZT+ /= J0T0O

cR29+ /- 044
c41é+/- 052
c498+/- 035
c3V4+/- 041
B84+ /- 078
2804/ JO42
« 390+/- 03T

L408+/- 019

omoNoNoMmoMoMNoMm

[
HOCMMAD D W MNP -

e
HBHWEAUD D W WL
(LN Rol i Nald ol ¥ No i N

- 14-5 -36‘5:*./_ -Olé'
_ . 15-5 .3?3+/_ -017
15, 14.5 . 3844/~ . 0Q2%
16- ~! 12:15 .47é‘+/— -05(’
F 2/3

ET EBIN ELDGES
(GEV) MEAN FLANARITY

.0 S .535+/- .041

] 1.0 o214 /- Q33
1.0 1.5 « D37+/- 035
1.5 2.0 «4tS+/~ 0G5
2.0 2.5 <443+/- .041
2.5 2.0 .A42+/~- .041
3.0 2.5 LAZZ+/- 054
3.9 4.0 47+ /- 039
4.0 4.5 A01+/— 050
4.5 5.0 LA72+/- .03&
5.0 5.5 «882+/— .044
10.0 11.0 . 3E14+/- 015
11.0 12.0 LAZ27+/— 022
12.0 14.0 +447+/- 042




TABLE 5-17.

[y

OV D D WEINN - -

(Continued)

1/2

ET EBIN EDGEZ

(GEV)

aamoumoodioNoMmo
g

W= OUMDDWNN = -
amamomcuolomo

MEAN FLANARITY

« 320+/- .040
e S04+/~ 029
- 334+/- 032
«455+/- 033
«436+/~ .052
«377+/- 044
-472+/~- .044
L42%+/- 032
. Z53+/- 045
4704/~ .05E
«319+/- 055
«3Y7+/- 013
. 3874/ .016
«407+/- 025
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TABLE 5-18.

Mean calorimeter planarity versus calorimeter transverse

energy for lead data and five apertures.

GLOBAL

ET EIN ELGES

Io

an

VMOONNCCANNDDWWR N -

Mmoo ocdiomonono oMo

2

10.0
10.5
11.0
11.5
12.0
12.5
12.0
13.5
14,0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
1€.5
19.0
19.5
20.0
20.5
21.5
22.5

(GEV)

monouwmoocotocowomommonounomoW

[ T I oY
= OOV YR ONNCCUANDDWRNNNR -

12.0
12.%5
13.0
13.5
14.0
14.5
15.0
15.5
14.0
14.5
17.0
17.5
12.0
18.5
19.0
19.5
20.0
20.5
21.5
22.95
24.5

MEAN FLANARITY

« QI3+~
o794/ -
b114/-
- S92+ / -
« S4S+/ -

.4%4+ /-
«SZ2&+ /-
499+ /-
425/~
ASLE+ /-
A34+/~
« B9+ / -
AZ7+/~-
« IR/ -
~A487+/-
ALS+/ -
e 367+/ -
A714/-
A407+/-
« 331+ /-
e 3704/~
425+ /-
. 3824/~
4144/~
A2+ /-
« 380+ /-
«379+/-

e D86+ /-
«383+/-
. 3E0+/~
~370+/~
. JES+/—
. 3ETH/—
358+ /-
.-‘\-O+/—

o 2E44+/-
- 3304/~
« 3E2+ /-
e 3b6b+/-
« 39S+ /-
« 365+/-
c297+/-
e o6+ /~
« 298+ /~

057
. 0327
042
034
. 037
. 04%
. 022
« 025
. 048&
. 040
. 036
. 047
. 052
. 0S5
. 040
. 034
. 045
045
. 043
. 052
. 041
. 050
L0164
. 020
. 020
. 024
.010
.011
.013
014
.011
.011
. 009
.010
. 009
011
- 009
L0112
.014
018
. 020
. 021
. 021
. Q4%
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TABLE 5-18.

(Continued)

A-GLOEBAL

ET BIN ELGES

no

. L « e e e - «a @ a o . 9 L e o L ]
Mo omMomMomomomoUuododu

NMOONNCETAANDSDOONN- -

10.0
10.5
11.0
11.5
12.0
12.5
12.0
12.5
14.0
14.5
15.0
15.5
16.0
16.5
17.0
17.5
18.0
13.5
19.0
20.0
21.0

(GEV)

cumomowmowmowmoqmogonocoom

[y
CU VMY NG O DS D OWNR R -

10.5
11.0
11.5
12.0
12.5
132.0

e =
]

14.0
14.5
15.0
15.5
1&4.0
16.5
17.0
17.5
13.0
1.5
19.0
20.0
21.0
23.0

MEAN FLANARITY

«453+/~
G464+~
b3 +/-
e D25+ -
« S38+/-
e S174+/~
cAS4+/~
«470+/—-
« 390+/-
A3V~
«404+/—
A4S+ /-
« 2414/
cA96+/—-
347+ /~
421+/-
« SES+/—~
« 44+ /-~
2634/~
SO/ -
4174/~
AT14+/-
«401+/-
o JETVH/—
403+ /~
4764/
214/
. 3544/~
.« LT/ -
. 3344/~
« Y44/~
« Z75+/-
e 335/ -
«4Q2+ /-
e T+ /—
« 3734/
e JETH/ -
«3714+/-
. 287+ /~
724/~
. 342+ /-~

. 0352
.02&
. 040
. 032
. 040
. 040
. 0Z&
. 021
. 027
. 04¢
035
. 040
. 0S50
. 055
. 054
. 044
.074
. 054
. 04%
072
037
. 047
023
. 020
028
. 021
013
.015
.014&
.014
.012
012
013
013
.014
.012
.014
. 023
018
029
.053
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TABLE 5-18. (COntinped)

ET BIN EDGES
(GEW) MEAN FLANARITY

.0 «S «S2t+/- . 038
-9 1.0 LQYH/~ 029
1.0 1.5 e SGZ+/— O35
1.5 2.0 P O2e+/= 027
2.0 2.5 «4944+/- L02%
2.5 2.0 « S30E+/—- L0325
3.0 3.3 c4172+/— .037
3.5 4.0 L 40%+/- L03%
4,0 4.5 «375+/- .0Z2%
4.5 S.0 L4854 /- 045
5.0 5.9 <2944/~ 043
S.5 &.0 -40Z+/- .0864
6.0 6.5 2614/~ 054
&5 7.0 CS524/- 079
7.0 7.5 «406+/~ 083
- 7.5 €.0 L454+/~ 074
3.0 8.5 «323+/-~ .078
9.5 10.0 3434/~ L OSE
10.0 10.5 .451+/~ .031
10.S 11.0 . 402+/~ .038
11.0 11.5 . 35394/~ ,047
11.5 12.0 . 349+/~ .040
12.0 12.5 . 38b&+/~ 022
12.5 13.0 .407+/~ 028
13.0 13.5 422+ /- 039
13.5 14.0 «342+/- .024
14.0 14.5 «A20+4/- 022
14.5 15.0 »373+/- .021
15.0 15.5 . 388/~ 026
15.5 146.0 «B6&+/- 030
16.0 16.5 . 385+/- 025
16.5 17.5 . 38S+/- L 029
17.5 18.5 «383+/- .0Z1



TABLE 5-18,

(Continued)

F 2/3

ET

o

QONONNTCAANDDWRNN =~

10,

NeN{ Nolli Noli NoRL NI Roli NeNLNa N RoNi No

[
o
o

11.5
2.9

[N
'\

EIN EDGES
(GEV)

manommomoNooAMoNMoOoMmMoMoom

[
= OOV VMO NNCMADPLEWDWNRKN® -

1
12.5

("
F -
o

MEAN FLANARITY

« OSl1+/ -
O35+ -
. S501+/—
«S10+/~
CA1324+/~
428+ / -
«433+/~
» JECH/ -
cA6S+/~
. Z39+/ -
271/~
. D9S+H/ -
«3714/-
«c410+/-
B9+ /-
« 392+ /-
ciceL
. SOSH/~
. 3ESH/ -
e 393+/ -
« BEb+/ -
134/~

. 034
. 027
. 02%
» 034
.02
021
. 031
. 043
<053
. 031
.04
. 044
044
. 049
i e cic
. 029
. 041
« 025
. 028
. 040
. 024
. 045
. 046
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TABLE 5-18. (Continued)

M1/

-

r S

ET BIN EDGES

[
QU VRNOAONNOOCOUE D WM - -
aomomoUoNOoNOoMMOMOMoNONOoOuoO

el
-0
»

-
[

12.5

13.5

(GEV)

cooMmomomMooNomommomoionn

| ol o
=OOVMVMODNNEFPNADPOOPR - -

11.5
12.5
13.5

15.5

MEAN FLANARITY

SZT+/ -
6P+ —
e SQ14+/-
L A0S+ /-
e 3194/~
CATE+/~
« 393+/—-
cA194+/-
« 3994/~
. A05+/~
. 228+ /-
«A00+/ -
« 469+/—
AZ1+/~
e 247+ /-
« 388+/-
.403+/~
« 403+ /—
«410+/-
« 384+ /-~
« I7TH/—
«A29+/~
e 387+/~
«412+/~
«B310+/~

. 030
025
. 027
. 034
. 032
024
. 045
. 04¢
. 03%
. 049
. 021
. 061
. 052
043
025
024
.017
. 020
. Q27
. 027
. Q25
. 025
. 029
.025
. 048
. 054
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TABLE 5-19. Fraction of events with high calorimeter planarity (> 0.7)

versus calorimeter transverse energy for aluminum data and five

apertures.
GLOERAL
ET BIN ELOGES
(GEV)

.0 S
] 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 3.0
3.0 .5
Se S 4,0
4,0 4.5
4,5 5.0
9.0 S.9
S.S 6.0
6.0 6.5
6.5 7.0
€.0 8.5
- 8.5 2.0
9.5 10.0
10.5 11.0
11.0 11.5
11.5 12.0
12.0 12.5
12.5 12.0
13.0 13.5
13.5 14.0
14.0 14.5
14,5 15.0
15.0 15.5
15.5 14.0
1£.0 16.5
14.5 17.0
17.0 17. &
17.5 18.0
18.0 18.5
18.5 19.0
19.0 19.5
19.5 20,0
20.0 20.95
20.5 21.0

FRACTION OF EVENTS

WITH P(CALR) >

. 4&2
. D23
. 474
420
« 294
. 209
. 268
. 241
. 070
. 122
. 143
. 105
077
115
L0071
079
118
. 063
. 021
. 041
.045%
.032
. 040
. 044
.05z
.015
» OTE
. 049
.036
. 026
. 047
. 049
.018
. 042
« 065
. 056
« 0&7
« 053

+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/~-
+/-
+/-
+/-
+/=~
+/-
+/-
+/-
+/-
+/-
+/=
+/-
+/-
+/=
+/-
+/=
+/=
+/-
+/-
+/-
+/-
+/-
+/-

. 063
. 070
« 055
. 056
» 050
.044
. 054
0S8
. 047
. 051
« 050
. 057
. 033
075
. 048
» 053
. 107
. 050
018
. 023
. 024
. 029
015
»014
.01&
.015
012
. 010
.010
.012
.015
.01&
.010
.017
. 026
. 027
. 045
. 051

.7
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TABLE 5-19, (Contin‘ued)

A~-GLOBAL
ET BIN EDGES FRACTION OF EVENTS
(GEV) WITH P(CALR) > .7
e S 434 +/- ,05%
= 1.0 LSEP +/- 061
1.0 1.5 AEY +/- 051
1.5 2.0 . 356 +/- .047
2.0 2.5 264 +/- ,047
2.5 3.0 «18& +/- _.04%Z
3.0 T 274 +/- .0SE
2.5 4.0 131 +/- .04¢&
4.0 4.% L0%1 +/- .050
4.5 5.0 2160 +/- 0S5
S.0 5.5 .128 +/- 052
6.0 &.5 D097 +/- 064
7.9 €.0 JOBZ +/- L0356
2.0 9.5 167 +/- 1464
11.0 11.5 133 +/—- 120
- 11.5 12.0 076 +/- .036
12.0 12.5 «102 +/- .04&
12.S 13.0 L05%Y +/- .056
13.5 14.0 .029 +/- 019
14,0 14.5 « 040 +/- 022
14.5 15.0 086 +/— .036
15.5 16.0 030 +/- 017
16.0 16.5 .050 +/- .024
16.% 17.0 080 +/- .027
17.0 17.5 « 060 +/- .029
17.5 1.0 038 +/- ,037
1€.5 19.0 . 105 +/- .044
19.0 19.5 .071 +/- .04¢C
19.5 20.5 .042 +/- ,040



TABLE 5-19.

B 2

(Continued)

/3

ET BIN ELNOGES

L] . e LI . e » @ []
QMM ANOAMODONDADUNO

1O U D O3 PR e e

(S
-~
&

11.0
11.5
13.0
13.5
14.0
14.5
15,0
15.5
16.0
16.5

(GEV)

-/3

-
ONOEODDHWRN e~
1000 MOoMoOoMOoMmOom

[
e
4

[y
-
an

12.0

14.0
14.5
1%5.0
15.5
16.0
16.5
17.0

ET EIN ELGES

-0

(4]

riJHo-
Ao ouo

@

(GEV)

maomomo o wm

N=OPLIWARN -

e

FRACTION OF EVENTS

WITH P(CALR) > .7

« 456
2397
. 349
. 264
. 123
« 130
. 237
102
111
077
. 071
. 020
. 057
. 083
. 040
. 067
. 085
. 043
. 059
. 081
. 148
« 143

FRACTION OF EVENTS

+/-
+/~
+/=-
+/~-
+/-
+/=
+/-
+/-
+/-
+/-
+/-
+/~
+/-
+/-
+/=-
+/-
+/-
+/-
+/=
+/-
+/-
+/-
+/-

047
. 044
. 042
.041
. 037
. 033
. 043
. 072
. 048
. 102
o« 073
. 0482
« 075
» 028
. 035
. 023
« 029
. 040
. 041
. 040
. 0S54
. 07¢
. 128

WITH P(CALR) > .7

.497
399
216
.218
. 149
» 205
. 039
. 123
211
«176
. 209

+/=
+/=
+/-
+/-
+/=
+/-
+/-
+/-
+/=
+/-
+/=

« 039
« 03%
. 034
. 037
. 040
. 044
L] 038
. 047
. 106
. 130
. 128
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TABLE 5-19.

(Continued)
M1/
ET EIN EDSES
{GEV)
L0 S
.o 1.0
1.0 1.%
1.5 2.0
2.0 2.5
25 2.0
3.0 2.5
LS 7.0
10, S 11.0
11.%5 12.0
2.0 14.0

FRACTION OF EVENTSE

WITH

F{ZALR) =

+/-
* 4/
Lt/
+/-
+/-
L+
+/=
+/-

LAZY */ -

7 +/-

O +/-

e Ol
L 025
. 034
. Qb
. 034
. Q50
04t

e
- e ey

.24
144
.14%

o7

259




TABLE 5-20.

GLOBAL

ET EIN EDGES

(GEV)

mqouounmmotomo

(.lll.’lh'b?.‘h.\?'«)""-‘

.
aa
a ®
Mo

CANAD DWMNN - -
NOMNMOMNRQOOMOMNMOMm

15.

16.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5
20.5

~
LT

FRACTION OF EVENTS

WITH P(CALR) >

. 387
« 933
. 343
« 274
. 208
. 160
e 263
. 154
176
. 250
« 222
. 033
. 024
. 046
023
. 027
.023
. 040
. 064
« 064
. 043
. 105

+/-
+/~-
+/-
+/-
+/-
+/=
+/=-
+/=
+/=
+/-
+/~
+/-
+/=
+/=
+/~
+/-
+/-
+/~
+/-
+/-
+/ =
+/=

. 091
. 157
. 105
. 082
. 074
. 0832
.111
. 137
.110
. 148
. 187
. 003
. 006
. 008
. 008
. 009
.011
.019
. 025
. 036
. 025

. 097

Fraction of events with high calorimeter planarity (> 0.7)

7

260

versus calorimeter transverse energy for copper data and five apertures.



TABLE 5-20.

(Continued)
A-GLOBAL
ET BIN ELGES
(GEV)
0 -
S 1.0
1.0 1.5
1.5 2.0
2.0 2.5
2.5 3.0
2.0 2.9
2.5 4.0
5.0 s.S
5.5 &0
15. 5 14.0
14.0 16.5
164.5 17.0
17.0 17.5
17.5 12.0
1.0 19.0
12.0 20.0
20.0 22.0
B /%

ET BIN EDGES

(GEV)

B WN - -
cmooumo Mo

[T
(YA
ano

14.Q
14,5
15.5

16.5

BWHEBLBWNN - -
DQMAODNAO N O

o

FRACTION OF EVENTE

WITH P(CALR) >

«a1z
L 462
. 351
. 320
. 200
. 100
» 250
. 261
. 150
.154
L Q52
021
L 023
» Q65
. 035
« Q069
. 054
. 075

FRACTION OF EVENTS
WITH F(CALR) > .7

. 554
.424
. 267
.167
226
.190
. 167
.111
. 051
.042
. 037
. 043
. 055
.192

+/~
+/~
+/=~
+/-
+/~
+/~
+/~
+/~
+/-
+/=
+/~
+/~
+/-
+/-
+/~
+/~
+/-
+/-

+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
/-

. 087

. 150

. 021

» Q9

079
« Q&é
» 145
. Q99
. 096
S B

.01

012

013
. 02¢

036

. 027
. 052
. 059

071
. 087
« Q48
062
« 080
. 077
. 105
. 102
. 018
018
. 021
« 021
. 052

. 093

«7
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TABLE 5-20. (Continued)

F 2/
ET EIN EDGES FRACTION OF EVENTS
(GEV) WITH P{CALR) > .7

.0 G WA10 +/- 044
.S 1.0 o277 +/= 067
1.0 1.5 244 +/~- Q70
1.5 2.0 L1353 +/- 044
2.0 2.5 e 154 +/- 071
2.5 2.0 107 +/- ,070
Z.0 2.5 L125 +/- 114
11.0 12.0 075 +/- L0327
12.0 14,0 130 +/- 0584

Mm1/2

ET BIN EDOGES FRACTION COF EVENTS
(GEWV) WITH P(CALR) > .7

_ .0 S LA415 +/- L0462
] 1.0 179 +/- ,0%4
1.0 1.5 272 +/=- 070
1.5 2.0 159 +/~- 059
2.0 2.5 250 +/- 09T
2.9 Z. L0587 +/- 081
z.0 3.5 105 +/- 097
11.S 12.5 0632 +/- 035



TABLE 5-21. Fraction of events with high calorimeter planarity (> 0.7)

versus calorimeter transverse energy for lead data and five apertures.

GLORAL

ET BIN EDGES

(GEV)

noocomoutmmrmMooNnowno

[
ONNNOCADWWNN- -

-
<
!

11.0
11.5
12.0
12.5
13.0
13.5
14.0
14.S
15.0
15.5
14.0
16.5
17.0
17.5
18.0
18.5
19.0
19.5
20.0
20.5

-
wwwowmﬂvotnbmwnwg:-.

[ L] . s ® g .
oM OoONODO0CUNMORO MO

- s s

12.9
13.0
13.5
14.0
14.5
15.0
15.5
14.0
14.5
17.0
17.S
1€.0
18.5
19.0
19.5
20.0
20.5

21.5%

P
o u!

. E'v-'-.'
» D23
pcich

298

Lo ler ]
ol

.143
- 167
. 224
. 095
. 100
. 133
.143
. 107
. 182
. 0%5
. 150
018
. 094
117
. 037
. 044
. 055
« 060
. 045
« Q40
. 052
. 048
.033
.0Z4
.041
. 029
. 0&6&
. 025
. 084
. 0320
.042

+/-
+/-
+/-
+/ -
+/-
+/-
+/-
+/=
+/-
+/-
+/-
+/-
+/-
+/-
+/=-
+/-
+/=
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/—
+/=
+ /-~
+/~
+/~
+/~
+/~
+/~
+/—
+ [/ -
+/~
+/~

FRACTION OF EVENTE
WITH P(CALR) =

. 074
. 094
. 077
069
.077
. 092
. 075
. 080
. 08%
. 092
« 120
« 075

. 070

. 15¢&

. 0E%
. 096
.01¢&
. 021
. 035
. 036
012
013
.014
. 018
L0132
.013
011
.011
011
.014
« 009
«01E
.014
. 027
. 029
. 02%

263



TABLE 5-21.

(Continued)

A-GLOBAL

ET EIN EDGES

lc)

(GEV)

=1

1.0
1.5
2.0

[N
MNMN=,OAGCADOWWON

aocAmmaaAMadnom

- 13.0
13.5
14.0
14.5
15.0
15.5
16.0
16.%
17.0
17.5
18.0
18.5
19.0

coocootonCoAMOm

NN ADWWMNN - -

12,0
12.5
12.0
13.5
14.0
14,5
15.0
15.5
14.0
14.5
17.0
17.5
18.0
1.5
19.0
20.0

[

FRACTION OF

EVENTS

WITH P(CALR) > .7

« 300
« 900
. 409
. 226
« 378
« 200
-103
« 107
«.174
. 118
214
. 250
- 026
. 0Z%
. 192
. 094
. 064
. 050
. 055
. 106
« 0&4
« 040
« 061
. 036
. 031
. 045
. 050
. 062

+/~
+/-
+/-
+/-
+/-
+/=
+/=-
+/~
+/-
+/-
+/=
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/-
+/~
+/-
+/-

072
. 086
. 076
» 060
. 082
. 07%
. 068
. 070
« 070
. 107
130
. 122
026
. 038
« 057
062
. 021
. 022
. 024
. 050
. 027
.019
. 022

. 025

L0022
. 031
. 028
. 027
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TABLE 5-21. (Continued)

B 2/3
ET EBIN EDGEE FRACTION OF EVENTS
(GEV) WITH P(CALR) > ,7

.0 oS L S0& +/- 054
] 1.0 e 2467 +/~ L0432
1.0 1.5 <310 +/- .0&2
1.5 2,0 160 +/- 0S5
2.0 2.5 114 +/~ ,05%
2.5 2.0 214 +/- 024
2.0 Z. S L0097 +/- L0464
3.5 4.0 074 +/- 070
4.5 .0 238 4/- 102
7.% €.0 222 +/—- 187
2.5 10.0 .080 +/- .03%
10.0 10,5 . 142 +/- .0S%
10.5 11.0 071 +/- 040
11.0 11.5 LOZZ +/- 019
11.5 12.0 L0220 +/- 029
- 12.0 12.5 085 +/- ,03%
' 12.5 13.0 064 +/- 043
12.0 13.5 057 +/—- 027
12.5 14.0 L0234 +/- ,019
14,0 14.5 071 +/- ,0Z4
15.0 15.5 <044 +/- 02T
15.5 16.0 0% +/~ 0320
16.0 16.95 L.043 +/- ,041
14£.5 17.5 . 098 +/- ,05Z

F 2/3

ET BIN EDGES FRACTION OF EVENTS
(GEV) WITH F(CALR) > .7

.0 S 448 +/- 052
5 1.0 e 277 +/- .0S0O
1.0 1.5 264 +/- 057
1.5 2.0 e 235 +/- 062
2.0 2.5 <190 +/- 064
2.0 3.5 <091 +/—- 060
2.5 4.0 125 +/- ,081
3.5 9.0 .158 +/- .100
.5 10.0 054 +/- ,052
10.5 11.S 037 +/— 027
11.5S 12.5 .327 +/- .111
12.S5 14.5 174 +/- .090
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TABLE 5-21. (Continued)

M1i/2
ET EIN EDGES FRACTION OF EVENTS
(GEV) WITH P(CALR) > .7

.0 . «45% +/- ,04%

D 1.0 « 241 +/- .047
1.0 1.5 279 +/- 054
1.5 2.0 221 +/- 071
2.0 2.5 071 +/- .048
2.5 3.0 098 +/- .046
3.0 SL.O 150 +/- 094
3.5 4.0 111 +/- .102
7.0 7.5 « 500 +/- .354
.0 &.% .182 +/- .093
¢.5 16.0 056 +/- 053
11.0 11.5 <105 +/- .097
11.5 12.5 115 +/- ,075

133 4/~ 099

—
N
0

—
)
o
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TABLE 5-22. Mean (Global) E%/EC for nuclear target data high transverse

energy events.

Global A-global B 2/3 F 2/3 M1/2
E% Threshold
(GeV) 16.0 16.5 13.5 11.5 11.5
Mean E%/EC
(1073)
Aluminum 67.610.2 70.910.3 75.810.4 61.1%1.1 68.640.7
Copper 67.610.2 70.540.3 75.110.3 59.6+0.7 68.910.7

Lead 68.940.2 71.540.3 75.810.3 61.8+0.9 68.310.8
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CHAPTER VI
DISCUSSION AND CONCLUSIONS

In this chapter I present a summary of my findings. Comparisons to
theory and to results from other experiments are made, and 1 present a
simple phenomenological model that reflects some of the gqualitative

features of the nuclear target cross section data.

6.1. Proton-proton summary

I have studied cross sections and event structure as functions of
the transverse energy (Et) measured in each of five full-azimuth
apertures of a large segmented calorimeter; these apertures, in order of
decreasing geometric acceptance, are labelled Global, A-global, B 2/3,

F 2/3, and M 1/2. The B 2/3 and F 2/3 apertures cover regions of
acceptance which are nearly symmetric with respect to reflection in the
transverse plane in the proton-proton center of mass.

The transverse energy spectra from our proton-proton data are
generally in disagreement with the predictions of twc models of high
transverse energy production: an iscotropie, limited-pt model (LPS) and a
hard-scattering model based on quantum chromodynamics incorporating
noncolinear gluon bremsstrahlung (QCD/brem). In the Global and A-global

apertures at transverse energies larger than 10 GeV the experimental
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data lie an order of magnitude or more above the prediction of either of
the models (which in fact give surprisingly similar predictions for the
cross sections in much of their area of overlap). Agreement is better
in the smaller apertures, with the experimental data above the QCD/brem
model predictions by about a factor of 5 out to the largest values of
transverse energy in M 1/2, The LPS model does slightly worse at
moderate transverse energies; it becomes increasingly difficult to get
events at higher transverse energy from the LPS model, because to do so
it is necessary to generate enormous multiplicities (charged particle
multiplicities greater than about 40).

However, the spectra presented in Chapter IV have not been
corrected for a background apparently present in the experiment but not
simulated in the Monte Carlos. Evidence for this background comes from
a co&parison of events with high transverse energy in the B 2/3 aperture
("B 2/3 events") and events with high transverse energy in the F 2/3
aperture ("F 2/3 events"), and includes: an enhancement of the cross
section for high Et in the B 2/3 aperture as compared to that for F 2/3;
differences in the event structure of F 2/3 and B 2/3 events; and
differences in the vertex positions for F 2/3 and B 2/3 events. Of
events with very high transverse energy in the B 2/3 aperture I have
estimated 70% to 90% are due to the background. Vertex position studies
suggest a smaller but still significant fraction of the events with high _
transverse energy in the Global, A-global, and M 1/2 apertures are also
attributable to background. This background has low planarity (I have
estimated 5% has planarity > 0.7) and is asymmetric with respect to
reflection in the x-y plane in the nominal proton-proton center of

mass. It does not seem to significantly affect the F 2/3 data.
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A plausible model is that the background consists of events with
two (or more) scatters, the first giving rise to a moderate-p, (about 6
GeV) particle which then initiates a moderate-E; collison. An
artificial boost of about 3 GeV would suffice to explain the features
seen.

Event structure has been studied using the planarity measure, which
quantifies the extent to which the final state particles are confined to
a plane containing the direction of the incoming particle. For back-to-
back, narrow jets planarity is large {(near 1), whereas for isotropic,
large-multiplicity production mechanisms the planarity of the final
state is small (near 0). While the LPS and QCD/brem models give similar
results for the cross sections, they differ completely in event
structure. For LPS events mean planarity drops monotonically with
tran;verse energy in all apertures, as does the fraction of events that
are planar; for QCD/brem events both quantities go through minima at
moderate values of transverse energy before climbing to very high values
at high Et' In contrast with both models, both planarity and the
fraction of events which are planar stay nearly constant with Global or
A-global transverse energy in the proton-proton data. A slight rise in
planar structure is present as Et in the M 1/2 aperture increases and
cannot be ruled ocut for high transverse energy in B 2/3, but as a
function of Et in the F 2/3 aperture, both mean planarity and the size
of the high-planarity component grow nearly as fast as in the QCD/brem
model's predictions. This forward-backward asymmetry is again
attributable to the asymmetric background, and I conclude that planar
structure would be clearly visible as well in events with high

transverse energy in B 2/3 and M 1/2 if the background were removed.
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It should be emphasized that the increase in planarity observed for
F 2/3 events is not a consequence of energy-momentum conservation:; a
full azimuth transverse energy trigger with limited pseudorapidity width
does not "cut on the answer"™ by having an inherent bias in favor of
planar events. If it did, an increase in planarity would be seen in the
LPS model. The correlation between high planarity and high Et in the
F 2/3 aperture is of dynamical origin. These planar events are very

similar to the jet events generated by the QCD/brem model.

6.2. Proton-nucleus summary

The cross sections for production of high Eg in each of the five
apertures I have studied grow with nucleon number A faster than A. The
cross sections (excluding those from proton-proton collisions) may be
para&etrized as proportional to A%, with a increasing to values of about
1.35 as transverse energy in any of the five apertures except F 2/3
increases. For Eg > 8.5 GeV in the F 2/3 aperture, o is much smaller;
in fact, the data are consistent with o« = 1.0, though the values
measured are systematically greater than 1.0 and the errors could
accomodate a = 1.2 almost as well.

There is reason to believe the asymmetric background seen in
hydrogen target events makes no significant contribution to the nuclear
target events. Nevertheless, no strong evidence is seen for any
emerging planar structure for nuclear target events in any aperture,

although a slight rise in planarity for high transverse energy in F 2/3

is not ruled out.
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6.3. Comparison with other experiments

First results from an experiment with a full-azimuth transverse
energy trigger, with pseudorapidity width 4n = 1.55, came from the NAS
collaboration.! They used 300 GeV/c pion and proton beams and reported
no predocminant jet structure at high transverse energy.

This surprising result was confirmed for proton beams at 400 GeV/c
by E557% and another Fermilab experiment, E609;°® the latter used a full-
azimuth trigger with 30° < @* < 120°. ES557 reported also on event
structure in events selected with several restricted-azimuth
triggers;2'**% for pp collisions with high transverse energy in such
apertures, evidence of jet structure was found. E609 has reported large
planarity for events selected by requiring high transverse energy in any
two ;alorimeter towers. E55T7 studied a similar trigger and obtained
similar results; however, a planarity increase as a function of
transverse energy was also observed in the LPS model,® whose production
mechanism is isotropic. It therefore appears that this is not an
unbiased trigger. Like NA5, E609 has published only data from hydrogen
target events.

Data at higher energies come from experiments at the CERN
Intersecting Storage Rings and SPS collider. The AFS collaboration has
reported evidence of jets in proton-proton collisions at energies of 45
GeV and 63 GeV in the center of mass using a limited—-azimuth transverse
energy trigger,® matching closely the expectations from the "ISAJET"
Monte Carlo model as a function of beam energy. The UA1’ and UA2°®
collaborations used proton-antiproton collisions at a center of mass

energy of 540 GeV. The former used an online trigger on high transverse
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energy in a full-azimuth, An = 6.0 aperture for their early data, but
found jet stucture predominating only after applying a requirement of
-high Eg in a full-azimuth, An = 3.0 aperture during analysis. Later
data were taken with a A¢ = w, An = 0.75 Eg trigger. UA2 used a
A¢ = 300°, An = 2.0 transverse energy trigger. Both experiments found
copious jet production with these requirements.

Fermilab experiment E260 studied the nucleon number dependence of
EE production in a limited-A¢ aperture.® Their values of the parameter
"g" are not directly comparable to ours, however, because theirs were
based on a comparison of aluminum and hydrogen data. The cross sections
for hydrogen in fact fall below the A% parametrization, so the values of
"aq" thereby obtained are much higher than those computed from comparison
of heavy targets. Qur data indicate that the effect, claimed in Ref. 9,
that a for high—EE production is much larger than the a for high—pt
single particle production may be real, but is certainly less strong

than the aluminum-hydrogen comparison suggests.
6.4, Comparison with theory

As noted above, neither the LPS model nor the QCD/brem model agrees
with the observed cross sections or event structure in all apertures,
though the presence of a background complicates the comparison. Note
that there are many tunable parameters in the QCD/brem model; perhaps
better agreement could be forced. However, we have used only the
parameter values suggested by the authors, who tuned them to the NA5
data.

Akesson and Bengtsson'!® discussed high—Et production in pp and pp

collisions using a simple phenomenological model with two components: a
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soft, high-multiplicity part and a hard constituent scattering part.
They predicted that the latter will begin to dominate at a crossover
transverse energy Et = 12 An A¢/2n. For our Global and A-global
apertures this crossover is at about 18 and 16 GeV, respectively. This
is near the end of our statistics, but the data do not seem consistent
with a significant increase in planarity at these values. For the B 2/3
aperture our data go well beyond the crossover point, Et = 10 GeV, with
no sign of a planarity rise. However, there is a planarity rise
starting at about 12 GeV in the F 2/3 aperture; this compares favorably
with the crossover transverse energy computed from the above formula, 11
GeV. The corresponding planar structure in B 2/3 appears to be masked
by the background. For the M 1/2 aperture the predicted crossover is at
9 GeV; there appears to be an increase in the high-planarity component
at this point, although the errors are large.

The explanation of the fact that cross sections for high-p, single
particle production increase with A faster than A which has found the
most favor is that it is due to multiple scattering of a beam parton
from partons in two or more target nucleons. The observation® that this
effect is stronger for high-Et prcduction requires one to invoke an
additional mechanism. Multiple jets, caused by scattering of more than
one beam parton from separate target partons, in combination with
multiple scattering, have been used as the basis of an explanation for
the high-E, data.''*!?

A consequence of such theories is that a should increase at fixed
transverse energy as the aperture acceptance Aw increases. Treleani and
Wilk!? compute this effect for restricted-A¢ calorimeters. In contrast,

cur data show that for the M 1/2 aperture (An = 0.73) a reaches a value
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of 1.3 at E¥ 2 8 GeV, while for the Global aperture (An = 1.49) the
maximum value of a, 1.4, is only slightly larger and occurs at a much
larger transverse energy, EE 2 17 GeV,

If either multiple scattering or collective effects within the
nucleus are important, they should lead to an enhancement in the rate of
production of transverse energy in the backward hemisphere as compared
to the forward hemisphere rate. This is confirmed by a comparison of
our B 2/3 and F 2/3 cross sections, as well as by measurements of the
ratio of calorimeter transverse energy to calorimeter energy. Also,
with these mechanisms, one expects the anomalous nuclear enhancement to
be smaller in the forward hemisphere, and in fact for the F 2/3 aperture

the value of a is consistent with 1.0.
6.5.-A dependence as low-p, physies?

Explanations of the anomalous nuclear enhancement for high-p; and
high—Et events which rely on heretofore unobserved collective effects in
the nucleus have not met with much success; the idea that values of a in
excess of 1.0 can be explained in terms of multiple hard scattering
seems to have gained favor. Yet perhaps the effect is even more
mundane, in the sense that it can be seen as the natural outcome of an
extrapolation of known physics.

At high transverse energy, the behavior of the nuclear target
spectra is nearly exponential, do/dE% « exp(-BEE). Considering for now

only the Global aperture data, we have
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- 0.906 + 0.012 GeV™! for hydrogen

w
[

0.655 + 0.012 GeV™' for aluminum

w
(]

0.709 + 0.012 GeV™' for copper

w
H

0.616 + 0.009 GeV™) for lead.

w
[}

These fits are shown along with the data points for 13 GeV < Eg < 21 GeV
in Fig. 6-1.

Let RA1/A2 be the normalized ratio of cross sections,

Al Al C
(17 oabs)(do /dEt)

R = (6-1)
A1/A2 A2 A2 !
(17 oabs)(do /dEt)

Ai

abs is the absorption cross section for element i, from the data

where ¢
of Ref. 13: ohpg = 32.5 md, ohpg = 415 md, oSh. = 769 mb, and
°§gs = 1752 mb. Using the above fits to the cross sections, RAl/H'
Rcysa1s @nd Rpp,ay are exponentials in EE (Fig. 6-2). Rpy/n Is much
larger than RCu/Al and RPb/Al’ and varies much more rapidly.

We would like to see how well we can predict the behavior in Fig.
6-1 using only information obtained from low-pt proton-nucleus data and
high—Et proton-proton data.

For large center of mass energy squared, s, the charged particle

multiplicity is described by the scaling behavior predicted by Koba,

Nielsen, and Olesen (KNO scaling), namely

1 do _ 1 ;

0 dnch <nc

Ch]

(6-2)
<nch>

s ¥l

abs h

where do/dnCh is the partial cross section for production of Naph charged
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particles, <nch> is the average charged particle multiplicity, and
w(nch/<nch>) is a function which does not depend directly on energy. 1
will assume that a similar scaling behavior takes place for total

multiplicities in the central region -- i.e., within the Global

aperture. Thus the total central multiplicity, n has scaling properties
described by a function y(z), where z = n/<n>, Furthermore, I will
assume that y(z) is the same for pp and pA collisions. KNO scaling is
observed for charged particles in the central region,!* and it is known
that for total charged particle multiplicities the same y(z) works
roughly for pp and pA interactions,!5'!® (though according to Ref. 17
this universality is not exact) so these assumptions seem a reasonable
extrapolation from known behavior.

The UA' collaboration has measured do/dnch in the region defined by

|n] < 1.3, out ton p = 27.'% Parametrizing their results in terms of

c
the KNO variable z,, = n,,/<n,,>, one finds W(zgy) = exp(-Yz,,) for
Zoy > 1.0, with ¥ = 1.9. (UA1 reported a value of <n,p,> equal to 9.4;
therefore their data go out to about Zop = 3.) Our Global aperture
covers a smaller region, An = 1.54; a smaller value of Y may be
appropriate for our experiment.

Mean charged particle multiplicities in the central region for pp,
pAr, and pXe collisions can be determined from rapidity distributions
given in Ref. 16; these data are consistent with a dependence on A

> « p0-1420.02  ygino this parametrization, one can

parametrized by <n,p
obtain mean charged multiplicities for pAl, pCu, and pPb. With the
assumption that the mean total multiplicity <n> is given by 1.5<nch>,

one obtains the following mean total central muitiplicities for our

nuclear targets:
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PP <n> = 4,00
pAl 6.38
pCu 7.19
pPb 8.50

We can use these numbers along with the KNO parametrization from the UAt
data to compute ratios of cross sections for a given multiplicity.

Now one would like to go from c¢ross sections as functions of n to
¢ross sections as functions of transverse energy. Let B(Ec;n) be the
probability distribution of Eg as a function of n. I will assume this
to be independent of A -- an assumption for which there is in fact some

evidence in the E557 data (Ref. 18). Then

- A A
l do _ % L do B(EC;n )
o dEZt 4] dn t
abs C abs

i

i <n

exp(-Yn/<n>,) B(Ec;n)
>A A t

1 o~ C - _
- <n>A exp Yn/<n>A) B(Et,n) (6-3)

where n = E(Eg) is the mean multiplicity as a function of transverse
energy. Now, because B(EE;n) is independent of A, the factor B(E%;E)

drops out of the expression for RA1/A2’

<n>

. _ 2 —~nf 1 -
Rat/a2 = <>, exp| Yn(<n>1 <n>2]] . (6-4)

All the A dependence here is in the <n>'s, which were computed above
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from 1ow—Et proton-nucleus data, and all the E% dependence is in n

(E%). Ref. 5 reports measurements of the mean number of hadrons Npag’
‘as a function of transverse energy as determined from the E557 high-Et

proton-proton data, using the calorimeter module responses to
reconstruct tracks. A reasonable estimate of n might be n

= 1,5<n >. The results are:
had

E% (GeV) <Ny gd i (est.)
14, 15.6 23.4
17. 17.8 26.7
20. 20.5 30.8

Using these, along with the value Y = 1.9, leads to the predictions
of Rpy/ms Rousaye 2nd Rpp,ny Plotted for these three values of EY in
Fig. 6-3. The lines are the observed ratios, copied from Fig. 6-2,

Some of the qualitative features of the observed behavior are
reproduced. Since n is approximately linear in EY, the exponential
behavior is predicted. RAl/H is much larger than Rq,,p; and RPb/Al’ and
it varies much more rapidly. All three predictions are too high,
generally by factors of 2 or 3.

As noted earlier, the value Y = 1.9 is probably too large for the
E557 Global aperture. One can use Rpy/y to compute a value for Y and
then try to predict RCu/Al and RPb/Al' The RAl/H data in combination

with Eq. 6-4 give
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C -—
Et n
14, 36.
17. 4y,
20, 52.

(In combination with the earlier estimates of n, these results imply
Y = 1.6 £+ 0.1). Figure 6-4 shows thé results obtained with these
numbers as inputs. The normalizations of RCu/Al and RPb/Al are improved
at the expense of a slight increase in their slopes, which were already
too high in Fig. 6-2. (In fact, there is no way to get a prediction of
the negative slope of RCu/Al)'

Obviously, this model is very sensitive to parameter—tuning: a 15%

change in Y results in a factor of 2 to 3 change in RAl/H' The values

]

of a in the parametrization do/dE% kA% may be computed from the values
of RA1/A2' With v = 1.6, for RCu/Al the corresponding values of a range
from 1.4 at E% = 14 GeV to 1.7 at 20 GeV; for Rpp/a; One obtains values

of a ranging from 1.1 to 1.5 for the same Eg values. With ¥ = 1.9, one

obtains values of a which are about 10% larger.

We therefore see that the "anomalous" nuclear enhancement7is.not
necessarily indicative of new physics, but that a qualitative brediction
of ANE can be made using only 1ow-~Et nuclear target data and high—Et
hydrogen target data. The phenomenological model I have presented here
is fraught with assumptions, and it is unstable under changes in the

parameters. Still, its partial qualitative success suggests that the

high-transverse energy proton-nucleus results may be just an
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extrapolation of previously known physics. I have not attempted to
compute predictions for the other apertures, since the answers are so
critically dependent on the value chosen for Y.

A more sophisticated approach to this type of analysis was taken by
Brody gg_gl.," who attempted to explain the E557 nuclear cross-sections
in the Global aperture in terms of multiple low-pt scatters. For two
specific models of particle production, the nuclear target cross
sections could be predicted from the pp cross sections for low A or low
EE. However, the quantitative predictions at high A and high EE do not

match the observations. No predictions from these models for smaller

apertures are available.

6.6. Conclusions

While the cross sections we observe for proton-proton ccllisions in
which large amounts of transverse energy are deposited in any of five
full-azimuth apertures neither agree accurately with the QCD/brem
predictions nor show any signs of the onset of new physics -— such as a
change from exponential to power-law behavior similar to that seen in
high—pt single particle production -- events selected by a large—-Et
requirement in a limited-An, full-azimuth aperture have predominantly a
back—-to-back jet structure similar to that predicted by a hard-
scattering model. Events with high transverse energy in larger
apertures are predominantly non-jetlike.

For proton-nucleus events with high transverse energy in the region
-0.18 < n* < 0,70 (F 2/3 aperture) the A-dependence of the cross section

aA1-0740.09

is For high transverse energy in any of the other four

apertures studied the cross section increases with A faster than A.
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While this effect has been explained in terms of multiple hard
scattering within the nucleus, qualitatively similar behavior can be
predicted for the Global aperture from low-—Et proton-nucleus data and
high—Et proton-proton data. No indications of jetlike structure for

these events are seen.
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FIG. 6-2. Normalized cross section ratios for three pairs of targets

(A1/H, Cu/Al, and Pb/Al), as computed from exponential fits.
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FIG. 6-4. Predicted normalized cross section ratios Rq /a1 (squares)
and RPb/Al (triangles), computed using RAl/H (circles) as input, and the

observed values (lines).
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APPENDIX A
APPARATUS AND DATA ACQUISITION

An overview of the apparatus used for experiment E557 was presented
in Chapter II. 1In this appendix I give some technical details about the
beam line and the Multiparticle Spectrometer (MPS) not covered in the

earlier description.

A.1. M6W Beam Line

Between the spring of 1977, when the M6W beam line was described in
a report by E. Malamud!, and the spring 1981 run of E557, the only major
change in M6W was the replacement of conventional dipcle magnets in the
second bend string by superconducting magnets, enabling transport of
protons with momenta up to 400 GeV/c. This section gives a short
description of the beam line as of Spring, 1981.

The primary beam for the Meson Laboratory was protons with 400
GeV/c momentum extracted from the Fermilab main ring, in a spill about
one secend in duration and a cycle time of ten to fifteen seconds. The
fine structure of the primary beam consisted of buckets about one
nanosecond long at intervals of 18.8 ns. Primary protons were directed
onto a beryllium target, 8.00 inches long by 0.04 inches square,

producing secondary particles which were the source for the M6 beam.
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This production target was locatéd about 1850 feet upstream of the MPS.

For E557 data taking, the M6W magnets were tuned for transport of

'MOO GeV/c diffractive protons with an intensity at the MPS of 5 «x 10° to
1 x 100 protons per spill. At these intensities fewer than 2% of the
buckets were populated and fewer than 0,04% contained more than one
particle. For calibration, the beam line was tuned for lower energy (20
to 100 GeV/c) negative beams consisting mostly of pions and electrons.
The layout of MOW is shown schematically in Fig. A-1, and the beam
profiles are shown in Fig. A-2.

Cherenkov counter CO. 60 feet in length, was located between the
second and third foci. When used to tag electrons in the 20 GeV/c
momentum beam used for voltage setting and calibration (see Appendix B),
it was filled with helium at about 11.8 PSIA pressure, just under the
threshold for pions at 20 GeV/c momentum. Cherenkov light was directed
with a focusing mirror onto an RCA 31000M phototube, whose signal was
brought to the MPS for use in the calibration trigger. During the data-

taking stage of the experiment the counter was pumped down to vacuum.
A.2. Multiparticle spectrometer

The MPS as it existed in 1977 is described in Ref. 2. Here 1
discuss mainly those parts of the MPS relevant to this analysis which
have been added or modified since 1977. Figure 2-1 shows the layout of

the MPS for the Spring 1981 running period.
A.2.1. Target station and beam chambers

The target and nearby apparatus are shown in Fig. A-3. Plastic

scintillation counters SA, SB, and SC (shown in Fig. 2-1) formed a beam~
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defining telescope. SA and SB were each 1 5/8" by 1 3/16" and 1/16"
thick while SC was 6" square and 1/4" thick and had a 1 5/8" diameter
hole.

The incoming particle was tracked by eight proporticnal wire
chambers (PWCs), the BA and BB stations. These are described in the
first part of Table A-1. All of these beam chambers were small, with 32

or b4 wires each for a total of U486 signal wires.
A.2.2. The dE/dx and 1x1 counters

Plastic scintillation cocunter "dE/dx", located just downstream of
the nuclear targets, was 8" by 6" by 1/16" in size (x, y, and z) and was
viewed by two phototubes. "1x1," another plastic scintillation counter,
was 1" by 1" by 174" in size (x, y, 2z) and situated 8.4 meters
downstream of the magnet face. It was mounted on a transport mechanism
Wwith which we could remotely position the counter vertically and
horizontally so that non-interacting beam particles, after being bent
through the spectrometer magnet, would strike 1x1, The positions of

both of these counters are shown in Fig. 2-1,
A.2.3. Charged particle spectrometer

Downstream of the target were twenty-four proportional wire chamber
planes, described in Table A-1. Eleven planes were upstream of the
spectrometer magnet (stations A, B', and B). Station C was located in’
the magnet aperture, and station D was situated just downstream of the
magnet.

At the downstream limit of the charged particle spectrometer were

twenty-four spark chamber planes, described in Table A-2. The E station
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contained four modules and the F station four more, each module
consisting of three planes measuring x, y, and slant coordinates,
respectively. Each plane had two magnetostrictive readout wands, one on
each side, for a total of forty-eight; signals were read out by pickups
and preamps on the end of each wand. A maximum of fifteen sparks per
wand per event could be read out, and in events with multiplicities
close to or exceeding thirty some sparks were missed. To alleviate this
problem, a set of four PWC planes (one measuring in x, one in y, and two
slant) was situated amid the spark chambers and covering the central
region; this was the F' station. The 30 ms dead time required by the
spark chambers to recover between firings was a limiting factor in our
data-taking rate.

- The superconducting analysis magnet was a "MBD@B" dipole, 122 cm
long in the z direction, whose upstream face was 1.200 m from the
downstream end of the hydrogen target flask. To increase the acceptance
of the spectrometer, the pole pieces described in Ref. 2 were removed.

Two multicell Cherenkov counters, C, and Cp were located,
respectively, in the aperture of and downstream of the spectrometer

magnet. They were not used in this analysis.
A.2.4, Calorimeter System

The calorimeter was E557's major addition to the MPS and is
described in detail in Ref. 3. |

Each module in the electromagnetic (EM) section was a sandwich of
1/2" thick scintillator (fifteen pieces) alternating with 1/4" sheets of
lead (fourteen pieces). Similarly, each front hadron (FH) module was a

sandwich of forty pieces of 1/2" scintillator and forty sheets of 1/2"
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steel; the back hadron (BH) modules each had twenty-two pleces of 1/2"
scintillator and twenty-two pieces of 1" steel (Fig. 2-4).

The scintillator used was an acrylic, doped with napthalene'(3% b}
weight), polyphenylene oxide (PPO, 1%4), and phenyl-oxazolyl-phenyl-
oxazolyl-phenyl (POPOP, 0.025%). All the pieces of scintillator in each
module were optically coupled at one edge to a single wave-shifter bar
doped with BBQ, which absorbed the blue light generated in the
scintillator and re-emitted it isotropically as green light.* A large
fraction of the light was then able to propagate by total internal
reflection down the wave bar and into an RCA 6342A photomultiplier tube
via an acrylic light pipe. It was necessary to tailor a combination of
black tape, aluminum foil, and white painp on the faces and edges of the
scintillator sheets to get a uniform response.

Table A-3 lists some of the properties of the calorimeter system,
and a plot of the resolution is shown in Fig. A-4. The hadron
resolution was measured at the MPS in Spring, 1981, just prior to data
taking. The electron resolution data come from tests using a tagged
electron beam in the Fermilab Tagged Photon Laboratory.

The EM/FH unit was mounted on a transporter which moved in the x
and y directions, allowing one to center any of the modules (except
those in the top row) on the z axis. This feature was used only during
calibration; during data taking the central hole was centered‘on the
beam. A similar transporter carried the BH unit indepéndently. Both
transporters could be operated remotely, either by switches from outside
the beam enclosure or by a CAMAC switching unit which permitted the
calorimeters to be moved under computer control. The LeCroy HVU032 high

voltage power supplies for the calorimeter phototubes could also be
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controlled either manually or through CAMAC.

A system for monitoring the performace of the calcrimeter consisted
of fiber optic cables connecting each waveshifter bar to a laser which
could be pulsed between beam spills. This was intended to provide a
controlled light source with which the photomultiplier tube outputs

could be studied.
A.3. Data Acquisition

The data collected by the MPS equipment were read by a Digital
Equipment Corporation PDP-11/45 computer running MULTIS®, a Fermilab—
developed online data collection and analysis program, under the DEC
RT11 operating system. In addition, the PDP-11 was able to control
several of the devices used in the experiment; the examples of the
calorimeter transporters and high voltage supplies have already been
mentioned.

The PWC signals were lcaded into a single shift register system
whenever an interaction in the target region was detected (as indicated
by the presence of the INTBM logic signal discussed below), unless an
earlier trigger was still being processed., The shift register was
clocked serially through a controller, which converted the data into one
pair of numbers for each "cluster"; a cluster was a set of adjacent
wires in which a signal was present, bounded by wires with no signal.
The first number of the pair was the address of the first wire in the
cluster, and the second was the number of wires constituting the cluster
minus one. These data were read by the PDP-11 via direct memory access
(DMA) if the event was found to satisfy the trigger requirement

currently in effect; the system was then freed to lcad a new event.
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The signals from the spark chamber wands mentioned earlier were
digitized by time-to-digital converters and read by the PDP-11 using
DMA.

The outputs from the phototubes in the calorimeter and the Cerenkov

counters were digitized in analog-to-digital converters (ADC's); the
PDP-11 read these data through CAMAC. Other phototube signals (e.g.,
from CO, dE/dX, and 1x1) which were discriminated and used in the
trigger logic were stored as "taghits" by the computer, which again read
these data v;a CAMAC., Other tagbits were generated by various signals
in the trigger_electronics, including bits indicating which of the
active trigger requirements was satisfied by the event. Many of the
logic signals also were scaled, using both visual and CAMAC scalers.
The visual scalers were written down at the end of each run as a check
on the CAMAC scalers. Table A-U lists the various tagbits and scalers
used. (The tagbits and scalers relating to triggers not used for this
analysis have been omitted).

The data were collected by the PDP-11 computer and wefe Wwritten to
magnetic tape at a density of 6250 bpi according to the "IDTYPE" format
discussed in Ref. 6. In addition, MULTI was capable of sampling the
data and doing a crude level of analysis, e.g., pulse height histograms

or scatterplots, or ratios of scalers.
A.4. Trigger logic

The logic for the two main triggers used in this analysis, Global
and Interacting Beam, is shown schematically in Fig. A-5.
To detect an interaction we used the counters SA, SB, SC, dE/dx,

and 1x1, described above in sections A.2.1 and A.2.2, to make two tests:
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one for production of several charged particles just downstream of the
target, and one for the removal of a particle from the beam far
downstream. A logic signal, "DEDX," was generated whenever the summed
responses from the two phototubes of dE/dx exceeded a threshold
corresponding to passage of two charged particles within 20 ns. The
signal from the 1x1 was discriminated at a level below single particle
to provide logic signal "1X1." The other inputs in Fig. A-5 are as
follows: BMGT was on when an accelerator spill was in progress; SA, SB,
and SC were the outputs of counters SA, SB, and SC discriminated below
the single particle level; and SCRGT was on during the spark chamber
dead time. MSTRST was used to reset the data acquisition system after
an event had been either read in or rejected.

_Several logic signals were genérated by conditions indicating a
contaminated event using appropriate timing and pulse height
discrimination on the beam telescope counters. These conditions were:
another particle traversing the telescope within x130 ns of the
pretriggering particle (EARBM and LATBM); two particles occupying the
r.f. bucket where the pretrigger occurred (DBLBM); or a second
interaction occurring within 200 ns of the first, corresponding to the
length of the calorimeter gate (EARINT and LATINT).

The logic signal indicating a interaction, "INTBM," required
passage of a beam particle (BEAM) together Qith either DEDX or 1x1. 1In
later analysis we found that INTBM was generated by about 90% of all
inelastic events.

"PRETRGLTCH" prevented the system from léading further PWC data if
a second interaction occurred while the first was being processed. In

addition, PRETRGLTCH stopped the "EFF BEAM" scaler, which counted BEAM
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signals occuring while the apparatus was active.

The analog sum circuits for the calorimeter trigger, used to sum
pulse heights from the calorimeter phototubes, provided the summed Et in
various regions of the calorimeter to be discriminated for use in the
triggers. A number of transverse energy trigger regions were available,
but of these only the sum over all 280 modules, the Glcbal sum, is of
interest for this analysis. The Global sum was accumulated for 200 ns
in an integrate-and-hold circuit whose output was discriminated and, in
coincidence with STROBE, formed the Global high Et trigger.

The other important trigger uséd in this analysis was Interacting
Beam, which required only that an interaction take place in the target
region while the apparatus was active (i.e, a STROBE signal) without any
regard to signals‘from the calorimeter. (One should not confuse the
Interacting Beam trigger with logic signal INTBM, which was only one of

several requirements in the Interacting Beam trigger).
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Trigger signals STROBE (Interacting Beam) and TRIG

(Global) are defined, as well as several other signals which are recorded by the scalers and tagbits (table

A-Y4).
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TABLE A-1. Proportional Wire Chambers.
PWC No. of Anode Wire Zz position
Group Plane Anode Spacing (From magnet, Angle
Label  Gas® Label Wires (mm) meters) (°)
Beam defining chambers
BA Ar—C02 BAY1 64 2.00 -28.450 270.
BAX1 64 2.00 -28.225 0.
BAU 64 2.00 -25.923 315.
BAX?2 64 2.00 -21.191 0.
BAY2 64 2.00 -21.168 270.
BB Magic BBX 32 0.98 -3.528 0.
- BBY 32 0.98 -3.518 90.
BBU 32 0.98 -2.523 225.
Spectrometer chambers
A Magic AX1 256 0.98 -0.885 0.
AX2 256 0.98 -0.880 0.
AY1 256 0.98 -0.874 90.
AY2 256 0.98 -0.869 90.
AU 256 0.98 -0.819 us.
AV 256 0.98 ~-0.813 135.
B! Ar-—CO2 BX'2 384 1.95 -0.626 180.
BX'3 384 “1.95 -0.477 180.
B Ar-—CO2 BX 512 1.95 -0.331 0.
BY 320 1.95 -0.254 90.
BU 512 1.95 -0.84 26.6
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TABLE A~1. (Continued)
PWC No. of Anode Wire z position
Group Plane Anode Spacing (From magnet, Angle
Label Gas? Label Wires (mm) meters) (°)
C Ar-C0, CcX 512 1.95 0.616 0.
CcY 320 1.95 0.696 90.
D Ar-CO, DX 992 1.95 3.022 180.
DU 864 1.95 3.145 195.
DY 256 4,62 3.285 270.
DV 864 1.95 3.424 165.
DX! 992 1.95 3.546 180.
F' Ar-CO, F'X 320 1.95 6.866 0.
) F'u 320 1.95 6.950 135.
F'y 320 1.95 7.194 90.
F'v 320 1.95 7.260

8 Gas mixtures were: Ar-CO2

Magic

= 80% argon, 20% carbon dioxide.
= 20% isobutane, 4% methylal, 0.5% Freon

13B1, remainder argon.

45.
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TABLE A-2. Spark Chambers.

Size Anode Wire z position

Group (x x vy, Plane Spacing (From magnet, Angle
Label meters) Label (mm) meters) (°)
E 2.6 x 1.4 E1X 0.794 6.09 0.0
E1U 0.794 6.09 -5.4

E1Y 0.794 6.12 90.0

E2X 0.794 6.21 0.0

E2U 0.794 6.21 _ 5.4

E2Y 0.794 6.24 90.0

E3X 0.794 6.34 0.0

E3U 0.794 6.34 =5.4

E3Y 0.794 6.37 90.0

) ENY 0.794 6. 47 90.0
E4x 0.794 6.50 0.0

E4U 0.794 6.50 5.4

F 3.8 x 1.9 F1X 0.794 6.59 0.0
F1U 0.794 6.59 5.4

F1y 0.794 6.62 90.0

F2x 0.794 6.76 0.0

F2u 0.794 6.76 5.4

F2Y 0.794 6.80 90.0

CF3X 0.794 7.0U 0.0

F3U 0.794 7.04 ‘ 5.4

F3Y 0.794 7.08 ©90.0

Fux 0.794 7.34 0.0

F4u 0.794 7.34 5.4

Fuy 0.794 7.37 90.0




TABLE A-3. Calorimeter.
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EM FH BH
Size in x (m) 3.1 3.1 3.6
y 2.3 2.3 2.5
vA 0.31 1.08 1.00
Distance from magnet 7.93 8.24 9.91
face to front (m)
Absorber:
Material Lead Steel Steel
Thickness (in.) 0.25 0.5 1.0
Number of pieces 14 40 22
Scintillator:
Material Acrylic Acrylic Acrylic
Thickness (in.) 0.5 0.5 0.5
Number of pieces 15 40 22
Number of modules 126 126 28
Total thickness in:
radiation lengths 16. 30. 33.
absorption lengths 0.8 3.8 3.7




TABLE A-4, Tagbits and scalers.
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Number Name Description
Tagbits
46 GLB RAW MED Global sum over medium threshold
49 INT BEAM Interaction detected
59 GLB