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,AB.gTRACT 

A study or muon pair production in the reaction 7r-N-+ µ+µ-x has been com

pleted and results are reported. Experimental apparatus maximizes acceptance at 

high zF and maintains good acceptance out to coslJ* = ±1. Interest in these 

kinematic regions stems from QCD models which incorporate higher twist and 

predict significant departures from the classical Drell-Y an model at high zF- Dis

tributions in cos(J* are expected to show the effect most clearly. Results presented 

here include measure.ment or pion and nucleon structure (unctions, mean square 

transverse momentum or the muon pair, global cos6* distributions, and cos6* dis

tributions in bins of z and P Tl M. Consistency with the QCD model is observed. 

At z < 0.1 and f./,....,25 Ge\12 the nucleon structure function exhibits a deviation 

from the expectation based on deep inelastic neutrino scattering measurements, 

but agrees well with measurements made in other muon pair experiments. 

%1 





CHAPTER I 

LEPTON PAIR PRODUCTION AND THE STRUCTURE OF HADRONS 

I.I Introduction 

The structure or matter has been studied by physicists for many decades on 

ever finer scales of distance. Atoms have been seen to consist or nuclei and elec

trons, and nuclei to consist or protons and neutrons. The observation of new 

particles has led to the realization that protons and neutrons are part of a larger 

c)ass or objects, called hadrona, and electrons are part or larger class known as 

leptona. In our current understanding or the world, matter consists of hadrons 

and leptons. Within the resolving power ( ,....._, 10-16 cm) of present day "micro

scopes," the leptons appear to be completely structureless, and are considered 

fundamental. The hadrons, by contrast, are known to be composite particles, 

with constituents which we call quarks. These quarks, in turn, appear to be indi

visible and fundamental like the leptons. Indeed, leptons and quarks seem to be 

related in a deep way. The principle difference (the only difference!) is that 

quarks possess a property we call "color" and respond to the strong interaction, 

whereas leptons lack color and do not respond to the strong interactions. 

This ability to interact strongly, or course, lies behind the formation and 

existence or hadrons in the first place. Although composites of leptons may be 

formed (eg. positronium or muonium), it appears that with quarks, composite 

particles (hadrons) muat be formed, because the color charge which allows them 

.to interact strongly in the first place seems also to compel them to bind together 

in "colorless" units. Color lies at the heart or the most successful understanding 

to date or the strong interactions, the theory or Quantum Chromodynamics, or 

QCD. 1 QCD, however, has not yielded ready solutions to the problem of binding. 

A characteristic feature or QCD is that the coupling constant grows as the 
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distance between the interacting particles grows. At the distance scale typical of 

most hadrons ( ......... 10- 13 cm) the coupling constant is too large to permit perturba

tive calculations. The problem of predicting ha.dronic structure ab initio thus 

remains unsolved. 

In practice, however, the full complexity of QCD is not needed to under

stand the general features of hadronic structure. The same phenomenon of the 

"running coupling constant" that makes perturbative calculations hopeless at 

large distances gives rise to "asymptotic freedom" at short distances: a situation 

in which the coupling constant is small and interactions are weak. Applied to the 

hadron this means the constituent quarks will appear to be free if the hadron is 

probed on a small enough scale. The quark-parton model embraces this concept. 

It assumes the hadron is an incoherent collection of noninteracting quarks and 

gluons. The structure we seek to understand in this picture is then embodied in . 

the momentum distributions of these partons. In the absence of transverse 

momentum, the quark momenta may be characterized by x, the fraction of the 

momentum of the parent hadron. The distributions in z, q(z), then summarize 

our knowledge of the hadron's structure. The model does not suggest, however, 
I 

what the q(z) might be; indeed, there is no first-principles prediction for q(z). 

Given this situation, our recourse has been to use phenomenological arguments to 

suggest possible forms of q( z). 

On the experimental side, much of what we know about hadronic structure 

comes from deep inelastic scattering experiments. In these experiments a lepton 

is used to probe the interior of the hadron. In the parton model interpretation 

the lepton interacts with a constituent quark as illustrated in figure 1. The final 

observed state is a single lepton and is thus characterized by 3 parameters, which 

one may think or as the 3 components of the lepton momentum. Two of the 

parameters are of physical interest* and are commonly chosen to be represented 

by </ and z, where fl=-q'l and r=Q2/2Mv, V=q·P/M. The quantity x can be 

shown to be equal to the same x used to denote the momentum fraction alluded 

to above, and thus these experiments offer a window on the hadronic structure 

functions q( z). Indeed, one is able to extract the momentum distributions for the 

valence quarks of the nucleon, as well as the sea quarks and the gluons. 

*The th ird is the azimuthal angle about the beam axis. 
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Massive lepton pair production has proven to be another means of exploring 

and probing the activities or quarks in hadrons.2 Lepton pairs displaying a con

tinuum or masses were first observed3 in 1969 and subsequently explained by a 

simple parton model or Drell and Yan.4 Here the central idea is that the lepton 

pair results Crom the annihilation or quarks and antiquarks drawn Crom the collid

ing hadrons. The interaction proceeds through an intermediate virtual photon, as 

illustrated in figure 2. The similarity to deep inelastic scattering (figure 1) cannot 

be missed, or course, and it is no surprise that in many ways the description or 

the two processes and the capabilities or the two experiments overlap. In lepton 

pair production, however, one measures a 2-lepton final state and thus has 6 vari.; 

ables to work with. The additional variables are a mixed blessing. While they 

give one more "handles" on the problem, the problem itself becomes more com

plex: with two hadrons in the initial state, for instance, there are now two sets or 

structure functions to be extracted. In addition, the analysis becomes compli

cated by the many ways the data must be divided up; more data is needed to 

handle the additional binning. Still, there are many advantages to be reaped. 

Lepton pair experiments explore a kinematic region different Crom that explored 

by deep inelastic scattering, and allow one to study a variety hadrons since the 

beam itself is hadronic and need not be stable; moreover, as will be seen later, 

lepton pair experiments offer clean tests o( QCD that are not available in deep 

inelastic scattering. 

In the remainder or this chapter, lepton pair production will be explored in 

some detail: §1.2 and §1.3 will cover kinematics and the standard formalism, to 

establish a common language in which to discuss models and predictions; §1.4 will 

cover the parton model and its predictions; §1.5 will discuss phenomenological 

models used to predict structure functions; §1.6 will discuss the modifications 

QCD makes to the classical Drell-Yan picture, focussing on the leading-twist 

diagrams; §1. 7 will review a higher-twist model and its predictions for the pion 

structure function and the lepton pair cross section; and §1.8 will adumbrate the 

history and goals or the experiment this dissertation is reporting on. 
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1.2 Kinematics or Lepton Pair Production 

Two frames of reference are used in the standard kinematical description of 

lepton pair production, the center of mass of the 1r-N system, in which the vir

tual photon (1*) is produced, and the rest frame of the 1* itself, in which the 

decay to t+"I is most readily treated. The mass (M), transverse momentum (Pr), 

azimuthal angle (~LAB), and Feynman-x, (zF), of the virtual photon completely 

characterize its 4-momentum. A few words about zF are in order. The max· 

imum momentum the 1* can take is dictated by simple kinematics; assuming the 

recoil system is a proton (the lightest recoil system consistent with baryon conser

vation) one bas 

1.1 

The maximum value the longitudinal component of P* is then reduced by the Pr 

of the virtual photon: 

1 

f'- L_ = (P*mu2 - pz~ 2. 

One then defines zF using this kinematically correct version of P* i_: 

P*i 
ZF=---

P*i_ 

At high zF this care is needed in the definitions. At low Pri zF is well approxi

mated by z~2P* iJJ""ii{)-1), where T=AP / s. 

If the quark from the pion has momentum fraction Z1 and the quark from 

the nucleon has momentum fraction :r::z, then one readily computes 

AP= Z1X:z8, 

and 

which may be inverted to give Z1 and ~ in terms or the (measured) quantities M 
a.nd zF: 
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The discussion so Car has covered only the variables describing the 1•. These 

parameters characterize all the hadronic aspects of the interaction. The two 

remaining variables characterize the momenta of the two leptons in their center 

of mass, the rest frame of the 1•. Since their energies and momenta are deter

mined by the kinematics or two-body decay, only the direction or the decay axis 

remains to be specified. In the 1• rest frame this axis may be characterized by a 

polar angle 8* and azimuthal angle q,•, referred to a suitable set of axes. Ideally 

the original quark-antiquark annihilation axis should be used to Corm the z axis, 

but because the quarks have some intrinsic transverse momentum in the parent 

hadrons, this axis is never known; one makes do with some best-guess. As as 

result of this inherent uncertainty of the annihilation axis, various sets of axes are 

in common use. Each set defines a helicitg frame which may be described as fol

lows. Let ir, p, and jJ + be unit vectors indicating the direction of the pion, 

nucleon, and µ+ in the rest frame of the 1*. Because the 1• has in general some 

nonzero Pr, these vectors will normally not be collinear, and thus a reaction 

plane ( 7i",p) is defined. Let r be the direction of the (unobserved) recoil system, 

also in the 1• rest frame. The four standard helicity frames choose their Z-axes 

by the following convention: 

Helicity Frame 

Collins-Soper 

S-Channel 

T-Channel 

U-Channel 

z 

(7i--p)/l7i--pl 
r 

ir 

-p 

Note that the Collins-Soper axis is midway between the beam and target axes. 

The angle between Collins-Soper and either of these axes is "-'Pr/M, or about 

12 ° in the kinematic range of this experiment. 

The i-axis lies in the (ir,p) plane, orthogonal to z and pointing away from 

1i"+p; y is defined to complete a right-handed orthonormal system. 

With these definitions, cosO*=jJ+·z and sinO*cost/J*=jJ+·i. Figure 3 shows a 

diagram of the vectors in the 1* rest frame, with the axes indicated. 



- 6 -

t.3 The General Form of t he Lepton Palr Production Cross Section 

Although the parton model makes a prediction (or the cross section (which I 

will discuss shortly), and some QCD-based models make other predictions (which 

I will discuss later}, a general model- independent approach may be taken~ to 

spell out the form all models must Collow. This not only clarifies the physics 

issues which may be addressed by a lepton pair experiment, but also supplies a 

common language in which to express both experimental results and predictions 

o( the many available models. 

In this approach parton model concepts are not presumed, and one begins 

Crom the most general statement o( the problem, as illustrated in figure 4. Much 

as is done in deriving the deep inelast ic scattering cross section, we may apply 

invariance principles to write the cross section in terms o( structure (unctions 

which characterize the unknown goings-on in the hadronic "blob" o( .figure 4. In . 
terms o( helicity structure (unctions, one .finds the cross section takes the Corm 

2 

da = _!_( Mo ) [wi<t+cos20*) + WLsin2D* + 
tl4q<Kl* 321r4 8 

WAsin20*cos4'* + WAAsin20*cos24'*] 1.3 

In this equation all dependence on the leptonic angles O* and 4'* is explicit; the 

structure (unctions Wr, WL, WA, and WAA depend only on hadronic variables s, 

M, zF, and Pr. This equation completely separates the hadronic variables Crom 

the leptonic ones. 

A number of relationships can be shown to hold among the helicity struc

ture fu nctions, t he most physically interesting of which is6 

1.4 

This is direc tly related to the spin-1/2 nature of the quarks, and is not affected 

by first order QCD corrections (in contrast to the Callan-Gross relation, which is 

the deep inelastic analog of equation 1.4). This relationship is also independent 

of the choice of helicity frame. A similar relationship relates to the spin of the 

gluon7, but is not readily expressible in terms of helicity structure functions.8 

The structure functions WT and WL correspond to transverse (Jz=±l) and 

longitudinal ( Jz=O) polarizations or the virtual photon, while the WA and WAA 

are related to off-diagonal states. The Jz component is highlighted when one 
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considers the angular distribution m cosO* alone. Integrating over </>*, equation 

1.3 becomes 

This may be expressed as 

where a-=( Wr WL)/( Wi+ WL)· II the produced "I* is purely transverse, WL=O, 

and hence a-= l; while if it is purely longitudinal, WFO and hence a-= -1. 

Thus a study of the cos9* distribution of the lepton pairs provides a direct handle 

on the polarization or the virtual photon, which in turn is related to the relative 

magnitudes of the structure functions WT and WL· 

Integrating now over cos9* one finds the cross section has become 

Ja I 
-~ W-L-WL d'q J I 2 ' 

In this form, all leptonic information has been eliminated entirely, and one is 

dealing directly with the hadronic structure functions. 

In the following sections, various ways of predicting these structure functions 

will be discussed. 

l . .f Parton Model Description or Lepton Pair Production 

The simplest approach to describing lepton pair production is the parton 

model.g As with deep inelastic scattering, the model is not only highly illuminat

ing, but also, despite its simplicity, able to account for the bulk of the observed 

Jeatures or the process. 

The crux· or the model lies in the impulse approximation, in which it is 

argued that the hadronic processes responsible for the creation or the parton 

momentum states operate on a time scale very long compared to that required for 

the hard annihilation process. The partons are therefore regarde~ as quasi-free 

particles, temporarily unhindered by the binding that keeps them in the hadron, 

but carrying its signature in their momentum distributions. Predictions of cross 

sections in this model then arise from convoluting elementary cross sections with 
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the parton momentum distributions. Thus, for instance, the basic annihilation 

cross section for two charged fermions or charge Q, 

" = 47ret2 cf' 
a AP 

1.5 

may be used to compute the lepton pair cross section in the following way. Let 

the parton distributions for partons of flavor i be given by qi( ZJ ,k r1
) and 

ef(X:z,kr
9

) for the pion and nucleon respectively. (In these expressions kr refers 

to the transverse momentum of the parton.) The probability for finding a parton 

and an anti-parton in these momentum states is then 

P = [97(z1 ,k r1)qf(~1kr8) + qi(z1,kr1)t'(X:z,kr9)] dz1 d~dkr1dkra· 1.6 

Since AP = x1x.za, one may convolute equation 1.5 with equation 1.6 to 

obtain the total cross section for the production or lepton pairs: 

rt = f ff J 4 ;~
2 

x 
1

1
,,. ! ~ Qi [ 9i ( z"k r,l i/;"( "2.k r,l 

+ qi( z1,k r
1
)qf-'( ~,k r

2
)] dz1 d~dk r 1dk Ta· 1.7 

The factor 1/3 is included for matching the colors of the annihilating partons. 

This expression is most often encountered in its differential form: 

tPu 47ra2 1 r:z[-tr JY, -n ~ 
dx1dx.z = 3AP a1~i qi(xi)ydX:z) + 'Ji(.zi)qd~)J. 1.8 

Here qi( x1), etc., represent the parton distributions integrated over transverse 

momentum. This equation will see use in chapter 4 when these distributions are 

extracted from the data. Equation 1.8 may also be expressed in terms of M and 

xF to reveal the acaling prediction intrinsic to the parton model: 

l.Q 

Since .z1 and ~ may be expressed in terms of the scaling variables .zF and r, one 

finds the cross section is scale-invariant: 

I.IO 
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The angular distribution of the lepton pair may also be derived in the par

ton model by considering the fundamental angular distribution expected in the 

annihilation of two free fermions into two other (different) fermions. In this case 

the angular part decouples from the other variables and there is no need for con

volution; one may look directly at the angular distribution predicted by QED. 

The obvious analog is e+ e- --+ µ+ µ-. One easily computes 

do',....., (k-p)( i'·p') + (k-p')(l.' ·p) + l?p·p' + ,?k-1! + 21?,? 1.11 

where the incoming fermions have four-momenta p and p', and the outgoing fer

mions have four-momenta k and k'. The final three terms are proportional to 

the squares of the invariant masses of the participating fermions, and are negligi

ble in the limit of high center of mass energy; the first two terms have angular 

dependences of (1 - cos0)2 and (1 + cos0)2, respectively. This yields therefore 

dc7 an ,....., l+cos20. 1.12 

Comparing this with equation 1.3 shows the parton model prediction 

WL = W4 = W44 = 0. 1.13 

Two kinematic issues have been smoothed over to reach this statement, 

however. The most obvious is that three terms dropped from equation 1.11 con

tribute to a piece that has no angular dependence and thus to the constant term 

in equation 1.12. This reduces the relative contribution of cos20, and hence is 

equivalent to introducing a sin20 term. This means WL -:;': O, and one finds that 

In lepton pair experiments this term is usually small, because the quark masses 

are small relative to the virtual photon mass, but one sees in a general way that 

·if the quark masses were large - if, for instance, the quarks WE?re Car off-shell -

then a sin20 term in the angular distribution could be expected to appear. 

The second issue concerns intrinsic transverse momentum, kr. In reaching 

equation 1.12, the angle ()between the incoming and outgoing fermions was used. 

This assumes one knows the direction of the incoming fermions ._ but in lepton 

pair experiments, as noted earlier, one does not know this angle precisely, since 

unmeasured transverse momenta of the initial state partons smear it. The 
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angular distribution may be recomputed using a set or reference axes that are not 

so conveniently aligned with the incoming fermions. In this case the non

transverse structure functions no longer vanish. One finds 

T hese arguments are intended primarily to be illustrative. The point is to 

observe the general way in which constituent masses and transverse momenta 

enter the problem and affect the nontransverse structure functions (and hence the 

angular distributions). The fac tor 1/ Ml is seen to be a characteristic feature of 

the effect. 

Proper calculations of the effect or intrinsic transverse momentum may be 

done within the parton model, of course, and have been.10 The result is that one 

expects 

da 
r"<oJ 1 + ocos20 

dcostJ 

where 

3 <"2r> 
1--

2 AP 
1.14 o= 

1 <!2r> 
1+2 AP 

In this equation, <"2r> is the mean intrinsic transverse momentum of the pa.r

tons. Experimentally one finds 11 o close to I. 

The parton model sets the stage for more complex models. Since there are no 

dynamics in the parton model, the prediction that the cross section will scale 

(equation 1.10) or that the nontransverse structure functions will vanish (equation 

1.13) reflects the minimal situation. Indeed, these "predictions" are really just 

restatements or the initial assumptions or the impulse approximation and the lack 

of mass and transverse momentum in the quarks. One expects that a model with 

significant dynamics will violate these expectations, and, conversely, an experi

mental observation or a violation will be prima /acie evidence for the presence or 

interesting dynamics in the hadron. 
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1.6 Structure Functions: P redictions 

While the quark distributions in equation 1.8 should in principle be 

predicted by a theory or strong interactions, QCD has not yet yielded full solu

tions. Predictions for the quark distributions are therefore based largely on 

phenomenological arguments. 

Early work in this area lead to the Drell-Yan-West relation 12, which argued 

that ir inclusive reactions merged smoothly with exclusive, then the behaviour of 

the structure functions could be related to the behaviour or the elastic form fac

tor. This led to the predictions, for z-+1, that the nucleon and pion structure 

functions should look like 

and ztf(z) ~ (1-z)1• 

The nucleon prediction was in good agreement with existing data. Later work 

based on phase space arguments13 led to "counting rules" which were applied to 

the pion and nucleon structure functions and yielded predictions identical to 

those given above. Modified versions or the counting rules took the spin or the 

constituents into account, 14 and predicted ( 1-z)2 for the pion. 

Predictions for the other end or the spectrum, z-o, have been based on 

Regge theory arguments. 15 The result suggests that the pion valence and sea dis

tributions should go like 

zV{z) ~ ..fZ and z.s{z) ~ 1, 

leading to a complete picture or the pion valence distribution: 

ztf( z) ~ .x°( 1-z)P, 

where o:=l/2 and fJ may be 1 or 2. 

None or these predictions, however, addresses directly the problem or the 

underlying dynamics or the quark-gluon interactions. Clearly any fundamental 

grasp or the structure (unctions must begin with, or at least be based on, an 

understanding or such interactions. Farrar and Jackson pointed out15 that the 

z-+ 1 limit may in fact be precisely the kinematic region in which perturbative 

calculations or the the quark distributions could be done reliably. The basis or 

their argument is that the high-z component or the hadron wave function can be 

generated by gluon exchange between the constituent quarks, as illustrated in 

figure 5. In this case, however, one sees by simple kinematics that the interacting 
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quark becomes Car ofJ' shell as z __. 1: 

mi,; ,..., -. 
1-z 

Here ffll- represents the characteristic mass or transverse momentum of the 

quarks. The large invariant mass of the propagators would then give rise to 

small couplings and permit one to use first order perturbation theory. The result 

or their calculation is a prediction for both a transverse and a longitudinal struc

ture function for the pion. T hat is, as z--.1, 

and 1.15 

where the µ 2 is an undetermined parameter and -f/" is the 4-momentum transfer 

(in the case of a lepton pair experiment, one would have Q2 = AP). The source of 

the longitudinal structure function can be understood by considering the ampli

tude for coupling a spin 1 object (gluon or photon) to a spin 1/2 quark. 17 As the 

internal lines become far off-shell (z--.1), the favored situation is for the gluon or 

figure 5 to be transversely polarized, and the photon to be longitudinally polar

ized. This in turn is related to the fact that the spins of the two pion quarks are 

constrained by the spin or the pion; the exchange of the transverse gluon flips the 

spins of the quarks, but preserves the over all spin or the pion. 

T he appearance or the longitudinal piece was a novel feature of the model. 

The fact that a model with internal dynamics would introduce a nontransverse 

structure function, proportional to 1/ AP, however, is in line with the heuristic 

arguments presented in the last section. The very different zi-dependences of the 

transverse and longitudinal components is a distinctive feature of the model, and 

one that is not available to a parton-model treatment where the z1-dependences 

are simply factorized away by the impulse approximation. A more sophisticated 

version of this model will be treated in §1.7. 

1.8 QCD and Massive Lepton Pair Production 

The parton model picture or lepton pair production is remarkably simple, 

managing not only to finesse the issue of the binding of the partons, but also to 

ignore any other strong interactions they might undergo, and yet still come away 
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with highly accurate predictions. One suspects, however, that the purely elec

tromagnetic process must be modified at some level by the strong interactions. 

Indeed, many diagrams besides the straightforward annihilation diagram or figure 

2 are expected to con tribute; figure 6 shows some or the lowest order possibilities. 

In the case or 1rN interactions, where one has valence antiquarks available, the 

annihilation channels (figures 6a and 6b) are expected to dominate over the 

Compton channels (figures 6c and 6d); and as noted in the last section, the 

description or lepton pair production at high-z probably involves diagrams with a 

gluon exchanged between the two constituent quarks or the pion. 

Many predictions arise ·from the study or these additional diagrams. or 

interest to the results presented in this thesis are the questions or absolute nor

malization (the so-called 'K-factor'), or angular distributions, and or quark distri

butions. 

As discussed m §1.4, the impulse approximation and the annihilation 

diagram (figure 2) lead directly to the expectation, equation 1.10, that the cross 

section AP tPu I dMdxF will be scale invariant. Introduction or additional diagrams 

changes this picture. Expanding in powers or the strong coupling constant 

(which in this kinematic range is a,~ .2-.3) the cross section may be expressed 

d~;xF ~ D'o(r,xF,M) + a,(AP)u1(r,xF,M) + a;(AP)u2(r,xFiM) + 

Each term is fu rther expanded 

u,{T,xf)M) ~ a,{T,zF)ln1(AP) + b,{T,xF)lnt-1(AP) + 

The leading log approximation consists or retaining only the first term or the 

second series. It has been shown18 t hat in this approximation, equation 1.9 

remains valid, but the scale- invariant quark distributions are replaced by scale 

dependent ones, q(z) -+ q(x,AP). These correspond to the familiar logarithmic 

·scaling violati~ns one measured in deep inelastic scattering, and are not expected 

to be large in the kinematic region probed here. or more significance are the 

power-law scaling violations implied by equation 1.15; these will be discussed in 

the next section. 

Beyond the leading log --next to leading log-- one finds a large correction. 

Experimentally it is observed that 
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with K~2. Theoretical attempts1g to calculate K(T,xp) have suggested 

K l'J 1 + 0
' .!7r2 l'J 1.6 

211' 3 

with a marked dependence on T. It should be noted, however, that the prediction 

is only to first order in a, and does not include all the next-to-leading log terms. 

Moreover, the dependence of K on xFi particularly near xF - 1 is not known. 

This has implications for measuring the pion structure function. 

While the effects described above can be attributed to the radiation of sort 

gluons, interesting effects also arise from hard gluon emission. The Pr spectrum 

of lepton pairs has been the object of many QCD calculations20 as it is believed 

to arise from diagrams involving hard gluon emissions, such as illustrated in 

figure 6. or particular relevance to this thesis are predictions concerning the 

effect of Pr on the lepton pair angular distribution.21 

At high Pr specific processes are invoked to explain the production of large 

transverse momentum. Collins22 argues that in 1r-Nin teractions, where a valence 

antiquark is available, the quark-antiquark annihilation diagram will dominate, 

and high Pr will be generated by the process illustrated in figures 6a and 6b. 

This leads to a prediction, for high Pr, 

where 

da l'J 1 + acos20* 
d( cos8*) 

a= 

1 .P2r 
1---

2 Ml 
[4, . 

1+!_.!. 
2 lvP 

1.16 

At low Pri this merges with the prediction given in equation 1.14 for the effect of 

intrinsic kr. 

1.7 Q C D and Structure F unctions 

T he QCD corrections discussed in the previous section involve attaching 

gluon lines to quark lines in various ways, but do not address the binding issue 



- 15 -

raised earlier. In QCD, binding problems, and coherent or multiparticle processes 

such as that incorporated in the Farrar-Jackson model, Call under the rubric of 

"higher-twist effects." The model or Farrar and Jackson suggests that such effects 

might be interesting, and has been translated into a QCD higher-twist model by 

Berger and Brodsky.23• The higher-twist model makes explicit predictions for the 

structure functions W 71 WL, and W4 , and thus also for the angular distributions. 

Berger and Brodsky compute the cross section associated with the diagrams 

or figure 7, with the result that 

h 4<~> 
dzidfl* ,....., (1-z1)2(I+cos

20*) + g Ml sin
2

0* 

1 

2( <k2r>J 2 + 3 AP (1-z1)sin20*cost;f>*. 1.17 

Here <k2r> refers to the mean square transverse momentum or the annihilating 

quarks, and the angles O* and 4>* are referred to the T-channel axes. From this 

equation the helicity structure functions discussed earlier may be read off 

directly: 

Wr = (1-zi)2 

WL = _! <k2r> 
g Ml 

2 ( <k2r>) W4 = 3 AP (1-zi). 

The model makes no special prediction for W44 . 

Integrating over <P* yields 

h 4 <k2r> . 
dxa dcosO* ,....., (l-z1)2(1+cos20*) + g Ml sm20*. 

1.18 

From this one immediately sees an angular distribution or the form 

l+a(z1,M)cos28* where 

2 4 <k2r> 
(I-xi) - i-AP-

a(z1,M) = --------
2 4 <k2r> 

(I-x1) + g- AP 

I.IQ 
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At the low end of the range, x1--+-0, this is a quantity near 1, while at the high 

end of the range, x1--+-l, it approaches -1. This change of the angular distribu

tion with increasing x gives the higher-twist effect a striking signature. 

Integrating now over cosfJ* , one finds 

2 2 <J?T> 
tf(z1) '""' (l-z1) + g !vP 1.20 

thus giving an explicit form for the Farrar and Jackson result, equation 1.15. In 
this model all PT of the final lepton pair comes from the intrinsic transverse 

momentum of the annihilat ing quarks, and <l?r> is approximately the mean 

square of the pion quark 's transverse momentum. Approximations made in 

reaching equation 1.17 restrict the applicability to PT/ M<<l and x1 <.Q5; the 

assumption built into the I-gluon exchange limits it to "high-x1", a region sug

gested by the authors to be Xi> .5. Under the terms or the model, all p Tis due to . 

intrinsic transverse momentum, as noted above, and one has different .PZr depen

dence in the transverse and longitudinal contributions: 

t/q T (l-z1)2 ___ __, __ _ 
dxid.Plr .P4r 

and 
daL 1 ---1"".J--

dxi d.PZT AP .PZT . 

Subsequent work by these authors led to a modification or the longitudinal 

term24, introducing a factor zj. This yields 

1 

WA __, ( ~) 2 z1(l-z1), 

where ). 2 is related to the pion form factor, and expected to be or the order 
). 2 ,..._, 0.1 Ge V2. In this case, 

The model assumes a weak binding approximation in which the quarks each 

carry 1/ 2 the momentum or the pion before the interaction; reference 25 seeks to 

lift this restriction. The requirement P rl M< < 1 is discarded in reference 26. 
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The angular distributions predicted by the higher twist model are striking, 

but it has been pointed out27 that there may be higher twist terms (of order 

I/ Ml) that go like I +cos20*, and leading twist terms that go like sin20*. It is 

also known, as pointed out in the previous sections, that leading twist diagrams 

will give rise to a dependence of o on Pr, but this is not also correlated with z1• 

In addition, kinematics alone contribute a sin20* component, but this will still 

have the z.-dependence of the l+cos20* piece. 

The model has also been applied28 to high-Pr inclusive pion production, to 

IN-l7rX, and to e+ e--7rx, and there is some suggestion of a positive result in 

the lepton scattering case.29 -

The possibility that higher twist effects might play a role in deep inelastic 

scattering has arisen in the literature,30 but leading twist and higher twist effects 

are not clearly separated in such experiments.31 In the case of lepton pair produc

tion, leading twist and higher twist are separated by the marked effect of the 

higher twist mechanism on the angular distributions, and its predominance at 

high-x1 over other mechanisms. 

1.8 T his Experiment 

The current effort grew out of a previous experiment, Fermilab E444, in 

which a broad range of issues in lepton pair production were studied using a large 

acceptance spectrometer.32 Investigation of the lepton pair angular distribution 

revealed a distinct change in the character of the distribution at high x, con

sistent with the predictions of the (simultaneously published) Berger-Brodsky 

model, but not statistically overwhelming. The present experiment, Fermilab 

E615, was designed to focus specifically on mu-pair production at high z, to study 

both the pion structure function and the angular distribution in that region, as 

well as to search for any other unusual phenomena that might occur at this 

-extreme edge 9f phase space. 

The apparatus was assembled by the spring of rn82, at which point approxi

mately 2 months of beam time became available for testing and debugging the 

equipment. During the course of this shakedown cruise, a few weeks of actual 

data-taking were logged, and resulted in a data sample of about 1300 high-mass 

pairs - roughly 1/2 of the sample used in the E444 analysis. Analysis of this sam

ple bas led to the present dissertati~n. 
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Data taking in E615 was resumed in the fall of 1Q83 and continued until the 

summer of rn84. During this period a sample of approximately 60,000 high-mass 

pairs was obtained, on which analysis is now underway. In addition, a special run 

at lower beam energy yielded about 4000 events, which have been analysed.33 

The 1Q82 data also yielded a sample of about 75,000 J/tjJ's which have been 

analyzed in a separate dissertation.34 This analysis focusses on the extraction or 

the pion and nucleon structure functions and the presentation of mu-pair angular 

distributions in cosfJ*. 

The material which follows has been organized into 5 chapters. Chapter II 

deals with hardware; chapter ill, with analysis; chapter IV with structure func

tions; chapter V with angular distributions; chapter VI surveys the result and 

offers some conclusions. 



CHAPTER II 

THE APPARATUS 

2.1 Overview or the Experiment 

The fundamental problem faced by this experiment is the intrinsically small 

cross section for mu-pair production. When compared to the "'20 mb total ine

lastic cross section for pions on protons, the ""100 pb cross section for producing 

mu-pairs with masses >4 GeV is seen to be very small indeed. The bulk of the 

mu-pair cross section is known to be explained by the Drell-Yan annihilation 

model, which, being electromagnetic, is already down by a2 relative to the 

hadronic cross sections. In addition, the photon propagator means the cross sec

tion falls rapidly with the mu-pair mass, 

da 1 __ ,_. -
dAP M'' 

and the x-dependence of the structure functions contributes yet more fall-off. 

Since the object of the experiment was to measure detailed properties of the 

mu-pairs, such as structure functions and angular distributions, large numbers of 

events were required. From the start it was therefore clear that an intense beam 

and large acceptance spectrometer would be necessary. The desire to focus on 

specific kinematic regions -- high xF and high lcosO*I - further demanded good 

acceptance in these regions. 

The kinematics of the mu-pairs dictate much of the design. The mass of the 

pairs is given to good approximation by 

2.1 

where B+- IS the angle between the µ+ and µ- at the production point. (All 

- rn -
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quanti ties are in the lab frame.) T hus high-ma.ss pairs are wide events and 

demand a large aperture spectrometer. This demand is mitigated somewhat, 

however, at high Zp, because 

Pt + p; 
XF~---

Pr 
2.2 

and thus high-zF events, with their large values of Yi, are focussed very forward. 

(In effect, the mass of a high mass, high-zF event comes more from the 'p' than 

from the '()' in equation 2.1.) T he forward, compressed topology or high-xF events 

requires a spectrometer which is sensitive t hrough the central region of the aper

ture; t oroidal designs are ruled out. F inally cosfJ* is characterized roughly by 

+ -
m. Pz - Pz 

COS 1r ,.....,, 
+ + -Pz Pz 

2.3 

so that an event with large lcosfJ* I has a sort track and a stiff track. Thus the 

"dynamic range" of the acceptance must be substantial. This feature of high

cos6* events is due to the fact that in the mu-pair center of mass a high-cosfJ* 

event is aligned close to the Z-axis, so one muon goes forward and the other back

ward. In the lab these are t he stiff and soft tracks. The soft track tends to have 

a large angle, so again the need for a large aperture arises. 

In addition to t he signal, one must consider the character of the back

grounds. First there is t he problem of the beam itself and the spray of secondary 

hadrons it produces. Second, there is the fact that even for mu-pair production, 

the cross section is dominated by the low-x region which is not of great interest 

here. Third, there are many resonant sources of mu-pairs, mostly at low mass.35 

At high mass there is the J/ ¢ with its ,..._,73 branching ratio to µ+1r. Finally 

there is the problem or acciden tals: the random pairings or single muons that fake 

mu-pair events. The two dominant sources or single muons are the decay of 

beam pions and t he decay of secondary pions and kaons produced in the target. 

T he apparatus is shown in figure 8. It consists of a conventional spectrome

ter - an analysis magnet fl anked by tracking chambers -- and several more spe

cialized additions. The large magnet standing between the t arget and the spec

trometer is fi lled with beryllium and carbon absorber and has a three-fold func

tion: to prevent the beam and secondary hadrons from entering the spectrometer, 

to sweep the low-momentum tracks out of the acceptance, and to focus the high 
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mass events into the spectrometer. The magnetic field is tuned to optimize the 

acceptance in the regions of mass and zF of interest, and the absorber is chosen 

to have low Z to minimize multiple scattering and therefore preserve good mass 

resolution so resonant states can be rejected. The flight path between the target 

and absorber was kept short to minimize the production of single muons by 

decaying secondaries. Fast electronics and tight timing narrowed the available 

window for accidental coincidences. Upstream of the target hodoscope banks 

provided a veto against the muon halo accompanying the beam, and in the spec

trometer region, six more banks of hodoscopes provided a trigger for events with 

two tracks. Iron walls at the- far downstream end supply muon identification. 

Each of the elements of the apparatus will now be discussed in more detail. 

The coordinate system used throughout has z pointing in the beam direction, 

with z=O at a point 7.6cm in from the upstream face of the target (the reason 

for this will be noted later). The beam direction is referred to as "North". The i 

axis lies in the horizontal plane and points west, while the fJ axis is vertical and 

points up. 

2.2 The Beam 

The experiment was conducted in the Fermilab Proton-West Area, served by 

a high-intensity pion beam. Protons extracted from the main ring at 400 GeV 

struck a I-absorption length beryllium target, producing secondaries which were 

sign-selected by a dipole magnet and focussed by a quadrupole triplet onto a 

momentum slit located 240 feet from the primary target. The beam emerging 

from this slit had a momentum bite of ±4%. The beam was transported to a 

final focus at the experimental target, located 812 feet downstream from the pri

mary target. Details concerning the beamline are well documented elsewhere.36 

·The momentum spectrum of pions at the experimental target is shown in figure 

45; this distribution is the result of a Monte Carlo calculation using the program 

HAL0.37 The rms beam size at the target was about l.Ocm; HALO predicts 

0.8cm. 

Approximately 0.5 X 10-4 pions were delivered to the experimental target for 

each proton striking the primary target. With a typical primary intensity of 

2X1012 protons per spill, the pion intensity was therefore about IX 108 per spill. 
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Each spill was approximately 1 second long, occuring every 10-15 seconds, with 

the beam structured in time within the spill to occur in 2ns buckets every 18.3ns. 

A signal at this frequency and in phase with the bucket structure {the RF signal) 

was delivered to the experimental area for use in timing and triggering. 

The composition of the beam is not measured in this experiment, but meas

urements made on a similar beam elsewhere38 indicate it to be about Q7.7% 7r-, 

1.8% K-, and 0.5% p. T he decay of pions and kaons gives rise to a muon com

ponent which, by a simple calculation, is seen to be about 1.7% of the pion flux. 

P art of the muon flux is transported by the beam and part of it leaves the beam 

to Corm a muon halo about the beam. This latter component is deflected by a 

system or magnetized toroids known as Bpoilers. Veto hodoscopes upstream or the 

detector veto potential triggers involving halo muons. Muons in the beam were 

measured by placing a counter behind the final iron wall at the location where 

the beam passed through. This measurement indicated that the µ/7r ratio in the 

beam was 0.8%, in excellent agreement with the HALO prediction of O. 76%. 

Measurements of the muon halo were less certain; rates in the A and B veto 

banks suggested the muon halo was about 1 % of the pion flux, but the veto rate 

was known to be contaminated by backscatter Crom the target, and probably also 

by soft debris from upstream. 

Beam monitoring was provided by various devices. A secondary emission 

monitor {SEM) located at t he primary target measured the primary proton flux; 

segmented wire ionization chambers measured beam profiles at various points 

along the beam line; and ionization chambers measured secondary flux at the 

experimental target. The ratio of the the ionization ch am her measurement to the 

SEM measurement was monitored regularly to check the stability of the beam 

tune. 

2.3 The Target 

The target consisted of a 2X2 X8.5 inch long block of tungsten alloy whose 

composit ion was QO% tungsten, 6% nickel, and 4% copper. The target was 1.7 

absorpt ion lengths long, resulting in over 80% of the beam interacting. It was 62 

radiation lengths long, and thus was a major contributor to multiple scattering. 

The downstream end of the target was .Q3m Crom the upstream face of the 
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magnet, and .33m from the upstream edge of the first absorber. 

2.4 The Absorber (Beam Dump) 

Following the target, the noninteracting beam and the debris from hadronic 

interactions in the target are stopped in the beam dump that fills the selection 

magnet. Table 1 below summarizes the essential properties of the dump. 

TABLE 1 

CHARACTERISTICS OF THE ABSORBER 

Material Length Density Absorption Radiation 

(meters) (g/cm3) Lengths Lengths 

BeO 0.61 3.0 1.57 4.45 

Be/Si02 3.20 1.86 5.54 Q.24 

c 4.12 1.77 6.35 17.1 

BeO 0.61 3.0 1.57 4.45 

The beryllium oxide was in the form of bricks, stacked at each end of the 

magnet. The material referred to in the table as Be/Si02 was actually small 

blocks of pure beryllium contained in stainless steel boxes into which sand had 

been poured to fill the cracks. Beryllium and carbon were chosen for the main 

constituents of the dump because their low Z to A ratio minimizes the amount of 

. multiple scattering for a given amount of hadronic absorption. Densities were 

obtained by direct measurement, and absorption lengths from other data.39 

2.& The Magnets 

As shown in figure 8, and discussed above, this experiment employed two 

magnets: a large, absorber-filled magnet between the target and spectrometer, 
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and a smaller momentum-analysis magnet in the spectrometer itself. 

The upstream magnet, known as the selection magnet, for its role in selec

tion events or high mass and high zF'l was 24 feet long and had a Pr-kick of 2.7 

GeV / c. Figures g and 10 show plan and elevation views or the magnet, indicat

ing the piece-wise t apered design. The upstream aperture of the selection magnet 

was 5.5 inches high by 24 inches wide, and the downstream aperture was 25.5 

inches high by 54 inches wide. The tapered pole faces contributed somewhat to 
nonvertical components of the field and therefore to a small amount of vertical 

foc ussing, but this could be shown to be less than lmr for very sort ( < 10 

GeV /c) tracks. Both the coppe·r for the coils and the steel for the yokes were 

obtained from the Zero Gradient synchrotron. The magnet had a total mass of 

400 tons, and was mounted on rollers which sat in steel tracks atop an 18 inch 

concrete pad. A motor drive allows the magnet to be moved back and forth, 

thus permitting one to change the spectrometer geometry and optimize accep

tance at different beam energies. This feature was not, however, used in this run 

of the experiment. 

The momentum analysis magnet had a Pr-kick or 0.7Q6 GeV/c of the same 

sign as the selection magnet, and an aperture 36 inches high by 72 inches wide. 

When combined with the tracking chambers, the final momentum resolution was 

(f p 
- = 0.00016p. 
p 

Field measurements were made on both magnets, and field maps were 

prepared and fitted to func tional forms involving harmonic polynomials expressed 

in z, JI, and z. These fi eld maps were used in the Monte Carlo and in track fits. 

Figures 11 and 12 give the field strength of the vertical components of the mag
netic fi elds or the two magnets, as a function or z. 

2.8 Proportional Chambers 

The multiwire proportional chambers upstream of the analysis magnet were 

designed and built for this experiment. They consisted of g planes of sense wires, 

grouped in 3 modulea of 3 planes each. Each module was a rigid stainless steel 

(aluminum, in the case of the first module) frame with planes of sense wires and 

cathodes mounted rigidly on one side. The 3 modules were hung from a gantry 
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that allowed continuous motion or each module in z, and easy adjustment in x 
and JI. The tilt or the module could also be adjusted. All modules were surveyed 

during the running period to establish ~positions and precise orientations or the 

wire planes. A plan view or the spectrometer is shown in figure 13, with a typical 

(clean) event superimposed. (All distances are to scale except the MWPC gaps 

which are exaggerated to show the hits.) Table 2 summarizes much or the basic 

data about the MWPC's. 

TABLE 2 

MWPC SIZES, POSITIONS, AND WIRE TILTS 

Module Plane Width Height #wires z 0 <£> 
v 672 Q.57Q +15.00 O.Q4 

I u 1.47 0.76 672 Q.604 -15.24 O.Q6 

x 6Q6 Q.629 0.08 O.Q7 

v 7g2 11.060 +15.50 O.Q2 

n u 1.74 0.81 7g2 11.085 -15.44 0.88 

x 824 11.111 0.16 O.Q7 

v Q28 12.525 +15.31 O.Q4 

m u 2.04 1.02 Q28 12.550 -15.64 O.QO 

x Q60 12.576 0.01 O.Q5 

Note 0 is the angle of the wires from vertical in degrees, 

z is the distance from the target in meters, and 

<E> is the mean plane efficiency. 

2. 6.1 Chamber Hardware 

Each module had x, u, and v planes of wires, the u and v-plalies being tilted 

about 15 ° Crom the vertical. The wire spacing was 1/12 inch and the anode

cathode gap, 1/4 inch. The wires were 0.0008 inch gold-plated tungsten, 
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approximately Im long, strung with 60 ± 5 grams of tension. In each plane a 

support wire ran roughly perpendicular to the wires, and the wires were glued to 

it with a small drop of Glyptol; care was taken to ensure that the support wire 

did not pull the sense wires out of their plane. Support wires in neighboring 

planes were tilted at different angles in order not to deaden a whole swath of 

detector. The position of every sotb wire in each plane was surveyed and the final 

wire spacing and tilt or the wires was determined by fi ts to these data. 

The high voltage cathode planes were made of aluminized Mylar (polyester 

film). This material was a sandwich of 0.00035 inch aluminum laminated to each 

side or 0.002 inch Mylar. By ·chemically etching the aluminum laminate, the 

cathode was segmented into electrically isolated regions as shown in figure 14. 

Each region could be powered separately, though in practice all regions were 

operated at the same voltage. The rectangular "bulls-eye" pattern could be 

powered down to reduce the detection efficiency in the beam region if necessary, 

but th is feature did not have to be used. 

To condition a newly constructed chamber and bring it to normal operation, 

it proved useful to oscillate the high voltage applied to the cathodes, from posi

tive to negative, with the amplitude of the oscillation slowly increasing over 

approximately a 24 hour period, while N2 was circulated th rough the chamber. A 

computer driven system was used to automate the voltage oscillation. The 

period, amplitude, and shape or the oscillation were under program control. The 

current delivered by the high voltage supplies was fed back to the program both 

to protect the chambers and to adj ust the amplitude of the voltage swing; when 

the current exceeded some preset maximum value (usually 30-40 µA) or if the 

voltage supply t ripped, the voltage amplitude was reset to its starting value and 

the slow ramping process repeated. 

The chambers were operated with a gas mixture of 80% Argon, lQ.6% C02, 

and 0.4% freon. The high voltage was set at 3.7kV, approximately 100 volts 

above the onset or the efficiency plateau. Between beam spills the voltage was 

held at SOOY to prevent the build up of dark current, and automatically ramped 

up to 3.7kV 1 second before the spill. A few of the planes had missing wires and 

instances where pre-amps had been swapped, leading to localized inefficiencies. 

These problems lowered the mean efficiencies of the planes, shown in table 2. A 

more detailed account of chamber efficiencies will be given in §3.6. 
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~. 6.e Chamber Electronica 

A signal produced in the chambers was amplified in a pre-amp, sent down a 

long delay cable, amplified again , discriminated, and gated by a trigger pulse. 

The resulting bit was stored &nd subseqently read and encoded with its original 

wire and chamber address, and eventually passed to the on-line computer. A 

schematic overview of the electronics for this process is shown in figure 15, illus

trating the t ree structure that allowed ,..._,7300 wires to be read in and condensed 

to a few words for storage on data tapes. T he paragraphs which follow flesh out 

some or the details of this scheme. 

The pre-amps were mounted directly on the chambers, while the remainder 

or the system was located in the main counting room. Input to the preamps was 

impedance-matched to the sense wires (""-'300) and a Motorola NE5Q2 amplifier 

Ced a differential output directly onto twisted pair delay cable. A wire-OR or the 

8 wires associated with each pre-amp was available but never exploited in this 

experiment. Each delay cable comprised 16 sets of shielded, twisted pairs (shield

ing grounded at each end). Cables were "-'280 feet long, with a delay or "'450 ns 

and a .5% channel to channel variation in the delay. Because or the shielding, 

there was no detectable cross talk. Signals attenuated about a factor or 2 over 

the length or the cable, and broadened to a width or about 50 ns Crom a starting 

width or 20 ns. 
' 

At the far end or the delay cable was a receiver board where signals were 

shaped by an RC network to reduce the width and eliminate the tail, and then 

amplified, again with an NEsg2. The typical signal at this point was about 50ns 

wide and nearly square (d ue to saturation), with a residual tail about 100-200 ns 

long. The signal was kept as narrow as possible to avoid pile-up in high rate con

ditions, and t he RC network was tuned carefully to minimize the t ail. This signal 

was then discriminated and latched if a gate signal was present. All hits present 

in the MWPC. system at the time of the trigger gate were stored in these latches, 

and could subsequently be read out. The trigger gate was set to 60 ns width. 

Each receiver board was fed from 16 sense wires, and has 16 such latches. In 

addition to these 16 individual hits, each receiver board supplied the OR of the 

16 channels. 

Readout was initiated by a pulse to the master device, the secondary 

scanner. The secondary scanner addressed each of the primary scanners in 
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sequence, issuing instructions to them to begin t heir scanning procedures. To 

understand the scanning procedure it is necessary to elaborate briefly on the 

organization or t he system, illustrated schematically in figure 15. 

The receiver boards reside in 33 crates , g crates for module 1, a.nd 12 each 

for modules 2 and 3; each crate bas slots for 16 receiver boards, though not a.11 

crates are Cull. Each primary scanner is associated with a. particular MWPC 

module and can address only those crates belonging to that module. All commun

ication between a primary scanner and t he receiver boards or a. particular crate 

takes place through the intermediary or a bulf er board which lives in the crate. 

The buffer board does little more than identify the crat e number so it may be 

addressed uniquely, and pass signals and instructions back and forth between the 

external bus linking it to the primary scanner and the back plane linking it to 

the receiver boards. 

The primary scanners extract hits Crom the latches or the receiver boards for 

later transmission to the online computer. T his extraction t akes place in a series 

or 3 nested loops. Upon receiving t he signal to scan its crates, the primary 

scanner begins addressing the crates in sequence (this is the outermost loop). At 

each crate it reads the OR 's of the 16 receiver boards, and then tests the state of 

each OR to see which or the receiver boards, if any, has hits (middle loop). If any 

board has a valid OR, the 16 individual latches or that board are read in and 

priority encoded. Each or the valid latches is then reviewed (innermost loop) and 

t he hit is encoded in 12 bits: 4 for the wire number, 4 for the receiver board 

number, and 4 for t he crate number. This word is stored in the memory module, 

and the execution or the loops continues until all crates, boards, and latches have 

been reviewed. 

When all three primary scanners have completed this process, the secondary 

scanner reads each of the 3 memories to extract the hits and transfers them to 

the CAMAC interface and then to t he online computer. ~ it does so it adds 2 
more bits t o t he hit word to identify the module number, and left justifies the 

resulting 14 bit word in a 16 bit word, which eventually appears on the primary 

data t ape. 
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2.7 Drift Chambers 

The tracking chambers in the downstream portion or the spectrometer were 

drirt chambers, supplied to the experiment by Princeton University. Half of 

these chambers had been built and used in a previous experiment (F ermilab E-
203) , and the remaining chambers were built on the same design principal, with 

the same electronics and essentially the same mechanical specifications. Details 

of the old chambers have been documented elsewhere"° and will not be repeated 

in detail here. To summarize, however, the chambers have 3/8 inch drift space, 

"'250µm resolution, and in this experiment were arranged to have 8 planes of 

vertical wires, 2 planes or wires at +18 ° and 2 planes or wires at -18 ° from the 

vertical. Signals were amplified at the chamber and time-digitized in bins or 8 

ns. Each time digitizer took inputs from 8 sense wires, chosen to be not 8 con

secutive wires but rather every 7th wire in the (56-wire) chamber. This was done 

so the burden of handling high-rate regions of the chambers would be spread over 

many digitizer boards. Since a number or the digitizers experienced problems in 

the course or the run, this also had the unexpected advantage or spreading 

inefficiencies more unirormly across the chamber. Details of positions, wire orien

tations, efficiencies, and other information are given in table 3. 

Figure 13 shows how the chambers were arranged in the detector. The place

ment or the chambers in z, being concentrated at the upstream and downstream 

portions of the drift chamber region, optimizes track fitting, and therefore 

momentum resolution, but makes t rack finding somewhat more difficult. The 

closely spaced pairs or chambers were in practice too far apart to be of much use 

in resolving left-right ambiguities , although they were offset 1/2 cell relative to 

one another for that purpose. Mean efficiencies tended to be lower than mean 

efficiencies in the MWPCs, and were in large part due to difficulties in the elec

tronics. The 7-cell periodicity seen in figure 41 is clear indication of this. In the 

·next chapter these measurements will be covered in more detail. 
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TABLE 3 

DRIFT CHAMBER SIZES, POSITIONS, AND WIRE TILTS 

Plane Width Height # wires z (J <E> 
1 2.44 1.22 126 15.80 0.00 .06 

2 2.44 1.22 126 15.08 0.00 .83 

3 2.44 1.22 140 16.08 -18.00 .85 

4 2.44 1.22 140 16.26 +18.00 .QO 

5 2.44 1.22 126 16.36 0.00 .06 

6 2.44 1.22 126 16.54 0.01 .05 

7 East 1.07 1.83 56 18.48 0.00 .81 

Center 1.07 1.83 56 18.60 0.00 .Q5 

W est 1.07 1.83 56 18.4Q 0.00 .Q4 
8 East 1.07 1.83 56 I8.55 0.00 .78 

Center 1.07 I.83 56 I8.66 0.00 .Q4 

West 1.07 1.83 56 I8.54 0.00 .Q2 

g East 1.07 1.83 56 IQ.02 -I7.QQ .86 

Center 1.07 1.83 56 I8.Q6 -I7.QQ .QO 

West 1.07 1.83 56 IQ.OI -I7.QQ .86 

IO East 1.07 1.83 56 IQ.42 +I8.0l .77 

Center 1.07 1.83 56 IQ.35 +I8.0l .85 

West 1.07 1.83 56 IQ.40 +I8.01 .Q8 

11 East 1.07 1.83 56 IQ.71 0.01 .QI 

Center 1.07 1.83 56 IQ.83 O.OI .Q6 

West 1.07 1.83 56 IQ.72 0.00 .Q2 

12 East 1.07 1.83 56 IQ.78 0.00 .QI 

Center 1.07 1.83 56 IQ.SQ 0.00 .Q6 

West 1.07 1.83 56 IQ.77 0.01 .Q7 

Note 0 is the angle of the wires from vertical, z is the 

distance from the target, and <E> is the mean plane efficiency. 

All dimensions are in meters and angles in degrees. 
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2 .8 Hodoscopes 

Ten planes of hodoscopes were used in this experiment, six to Corm a positive 

trigger, and four to Corm a veto. 

The six trigger planes are illustrated in figures 13 and 16; figure 16 also indicates 

some general features of the trigger criteria. (The trigger will be discussed in 

more detail in the next section.) The C-bank was located immediately down

stream Crom the selection magnet, and the D-bank immediately downstream Crom 

the analysis magnet. The E and F banks were behind steel walls at the Car 

downstream end or the app-aratus. All hodoscopes were 1/2 inch thick plastic 

scintillator. Widths, lengths, and z..positions are listed in table 4. 

TABLE 4 

HODOSCOPE POSITIONS AND COUNTER SIZES 

Bank z Nr. Width Height Counter Counter 

ct rs. Width Length 

AX -3.20 36 1.84 1.02 .102 .51 

AY -3.20 20 1.84 1.02 .102 .Q2 

BX -2.16 38 1.94 1.12 .102 .56 

BY -2.16 22 l.Q4 1.12 .102 .97 

ex Q. 13 28 1.42 0.64 .051 0.64 

CY Q.14 48 1.42 0.64 .027 0.75 

DX 16.88 44 2.24 1.10 .051 1.10 

DY 16.89 48 2.24 1.10 .046 1.12 

E 21.25 80 3.37 1.77 wide: .102 0.88 

narrow: .051 

F 22.85 80 3.37 1.77 wide: .102 0.88 

narrow: .051 

All dimensions are in meters. 
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The arrangement of counters is illustrated in figures 17 - 19. The C- and D-bank 

scintillators were wrapped in aluminized Mylar and packed tightly together in a 

light-tight container; Fr and F-bank scintillators were overlapped 1/4 inch. 

Each counter bank had a rectangular hole located at the point where muons 

with momenta close to the central momentum of the beam would pass through. 

The object of the hole was to reduce triggers from accidental coincidences of 

beam muons with single muons arising from other sources; the acceptance w~ 

affected slightly by the presence of the hole. Table 5 gives locations of the hole 

in each bank. 

TABLE 5 

BEAM HOLE POSITION 

Bank Hole Hole 

Size Location 

ex Ax .102 Xc=.055 

Ay=.054 Yc=-.007 

DX Ax- .102 Zc=.081 

Ay=.<XH Yc=-.020 

E Ax .142 z,=.183 

Ay==.089 y,=0.000 

F Az-.147 x,=.177 
Ay=.089 y,=0.000 

All dimensions are in meters. 

A z and A y and the width and height of the hole, 

and (zc,Yc) gives the location of the center. 

Counters were plateaued by using minimum ionizing muons while running 

parasitically with an upstream experiment. Phototube voltages were set through 
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a pair of CAMAC-controlled high voltage supplies, LeCroy 1440's. 

The veto banks had movable 'jaws' that could be remotely controlled to 

close down on the (3 inch) beam pipe or open wide. The vetos were always used 

in the closed position. The A and B banks were offset relative to one another by 

1/2 counter width, and the more downstream bank (B) had one extra counter (in 

both x and y) to allow this. 

2.0 The T rigger 

The trigger was designed to select events with two or more penetrating 

tracks originating at the target. The CY, DY, E, and F banks were used to 

count the number of tracks, while the CY and DY alone enforced the requirement 

that the tracks point back to the target; the E and F banks were behind steel 

walls and thus provided the muon identification. In this run of the experiment, 

the CX and DX banks played only a limited role. Upstream of the target the A 

and B banks provided a veto against events involving a muon from the halo. The 

trigger was implemented in two stages, known as level I and level II. 

e. 9.1 Level I 

In the first stage of the trigger, the tracks were counted in CY, DY, and E; 

because of its timing the F bank did not participate in the trigger at this stage. 

The level I trigger was defined by 

LEVEL I= CTRIG · DTR/G · ETRIG · VETO. 

To obtain the quantity CTRIG, the left and right counters of the CY bank 

were ORed together to produce 24 full-row signals which were then tested for 

adjacencies and summed. If the result of the sum was > 3, or the sum was 

exactly 2 and there was no adjacency, CTRIG was positive. The CY counters 

entering in th.is calculation were required to be in coincidence with an overlap

ping CX counter. DTRIG was defined in the same way, using the DY bank. 

ETRIG was also defined in the same way, but had no coincidence requirement. 

The veto was defined by forming coincidences between AX and BX, and AY 

and BY hits in the following way. First, as with the CY and DY oanks described 

above, left and right, and up and down halves were ORed to produce full length 

counters. Matches were then made between the banks by allowing a given hit in 
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A to match with either of two hits in B. Logically, the veto was defined: 

VETO= EA.Xi . (BXi + BXi+il + EA Y.· . (BYi + BYi+l). 
i i 

Finally, the Level I was also required to be in coincidence with the RF signal 

from the Main Ring, to improve the timing for the drift chambers, and the total 

number of CY bits was required to be less than 10. A positive output from Level 

I caused the MWPC hits to be gated into their latches, the drift chamber clocks 

to start, and a gate to be sent to the latches that saved the hodoscope hits. 

f. 9. f Level II 

The second part of the trigger consisted of matching CY and DY hits to 

check whether the tracks pointed back to the target. For this the y-counters were 

used because the x-view involved the bending in the magnet. Level II was simply 

defined by 

LEVEL II= (GYM> 2) · (DYM > 2) 

where CYM counted the number of instances in which a CY counter could be 

matched with a DY counter to point back to the target, and DYM counted the 

number of cases in which a DY counter could be matched with a CY counter to 

point back to the target. The CY and DY banks were designed so that a straight 

line passing through the target and the middle of counter CY1 would pass 

between counters DYi and DYi+l; the CY match therefore involved one CY 

counter a.nd the OR of two DY counters. Similarly, the DY match allowed two 

CY counters to satisfy one DY counter. In order to allow for multiple scattering 

in the dump, the CY and DY counters were first lumped together in adjacent 

pairs to form "fat" counters; thus, in fact, there were 12 fat CY counters to be 

matched with 12 fat DY counters. The net effect of Level 0 was to reduce the 

trigger rate by a factor of 2. 

To form the final trigger, the Level II was ANDed with Level I and FTRIG. 

A positive signal at this point initiated the MWPC and Drift Chamber readout 

processes, and sent an interrupt to the online computer to begin the event pro

cessing. This was called Level ill, but is not to be confused with the Level IO 
trigger in the IQ84 run (which involved a mass calculation). 
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2.10 Data Acqulsltlon 

T he online computer was a PDP 11/45 with bipolar memory and extra bulk 

memory storage. The bulk storage allowed the computer to keep incoming data 

in memory until the end of the beam spill, at which point it was written to tape. 

Each event on t ape included all hodoscope, MWPC, and drift chamber hits, 

as well as a set of bits indicating the precise state of the trigger logic. Approxi

mately 300-400 events were logged per spill, at normal intensity, and 300,000 

events were written per tape. 

Between spills the computer decoded events in memory to produce event 

displays and histograms of any item in the event record. Histograms could be 

easily created, accumulated, and displayed, allowing one to monitor hodoscope 

hits, chamber illuminations, logic bits, and scalar sums continuously during the 

runnmg. 

Independently of the computer, many fast logic outputs were scaled and 

displayed on visual scalars that allowed one to observe singles rates and coin

cidence rates in counter banks, beam monitors, and various combinations of 

trigger elements. 

The dead time in this experiment was typically around 50%, the bulk of the 

dead time coming from event processing. The veto contributed 3-5% to this 

quantity. 
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ANALYSIS OF THE DATA 

Using the hardware described in the preceding chapter, experiment 615 ran 

for approximately three weeks with the dimuon trigger, writing a total of about 

60 raw data tapes. The analysis methods used to extract useful physics informa

tion from the data are described in this chapter: §3.1 deals with the track recon

struction software, §3.2 with cuts and event selection criteria, and §3.3 with the 

Monte Carlo and its use in the analysis; §§3.4-3.11 cover various systematic 

aspects or the experiment and the handling or the data. 

3.1 Event Reconstruction 

Three distinct st ages of analysis were used to process the data and bring it 

from its raw form on the primary tapes to its final form. Each stage of the 

analysis was carried out by a different program, and each stage wrote its results 

to a new set of tapes. The labor was divided among the stages as follows. Stage 

1 decoded the primary tapes, and searched for track segments in the upstream 

and downstream portions of the spectrometer. Stage 2 selected events of mass 

> 2 GeV /c2, matched up- and downstream segments, and performed a global fit 

on each linked track. Stage 3 performed a slightly refined fit, and began making 

event- selection cuts. Each of the stages will now be described in more detail. 

9.1.1 Stage 1: The search for track aegmenta 

In the track-finding algorithm two concepts have pla.yed a key role and 

should be defined at the outset. The first is that of the road. A road is simply a 

narrow swath through the detector within which the program searches for a 

track. Roads may be wide, having widths of many centimeters, or narrow, 
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having widths of a few millimeters, and may be defined in either the x-z plane or 

the y-z plane. Their use will be described shortly. The second concept is that of 

the fit-a nd-toss loop. This is an iterative fit procedure in which one begins with a 

set of hits, fi ts them for a track, finds the particular hit contributing the most to 

x2, tosses it out or the set, computes the fit again, finds the new hit contributing 

the most to x2, tosses it out, and so forth. T he loop terminates if either the 

number or hits remaining drops below some minimum (usually 5), or if the bit 

contributing the most to x2 is not contributing more than some maximum (usu

ally 2.52 or 3.<>2). 

The track search began in the downstream portion or the spectromete·r 

where the density or hits was generally lower and the intrinsic resolution or the 

detectors higher. Using hits in the DX, E, and F hodoscope banks, the program 

defined a wide road (± 7.5cm) in the x-z plane of the drift chambers. The road 

did not require that there be hits in all three hodoscope banks; any two would 

suffice. Within this road, the program considered in turn every pair of z..hits in 

the drift chambers, formed by selecting a hit from the downstream group or 

chambers, and another from the upstream group. Taking these hits as end 

points, the program defined a narrow road to be the strip lying within ±2mm of 

the line joining these points. Ir there were more than 5 hits in this narrow road, 

they were considered candidates for a track. When all possible narrow roads 

within the wide road had been considered , the list of candidate tracks was 

ordered so that the candidates with the greatest number of hits were first in the 

list. Though up to 20 candidates would be considered, there was usually only one 

(60% of the time) or two (30% or t he time). Each candidate was put through a 

fit-and-toss loop. The fi rst one to exit the loop successfully was considered a 

track and was writ ten to tape. 

The entire search in the drift chambers was conducted using only hits from 

·z..chambers, and the resulting fi t was a line in the x-z plane. Because there were 

only 4 planes of U and V hits, almost any set of UV hits could appear to give an 

acceptable track in the y-z plane. T he search for these t racks was therefore 

delayed until the next stage of the analysis, when more information was available 

to constrain the possibilities. 

Once a track was found in the drift chambers, a search for its upstream 

mate was begun in the MWPC's. Two methods were available to be used in this 



- 38 -

search, a /ast method and a slow method, which differed in how they set up their 

roads. Both methods, however, exploited the fact that the track had to meet the 

drift chamber track in t he middle of the analysis magnet, and thus the down

stream end of the 1'-road was constrained. This meeting point was known as the 

match point. The methods also exploited the (empirical) fact that track slopes in 

x were tightly correlated with track position in z. Thus from the knowledge of 

the match point, one could predict the most likely position of the track at some 

point in the MWPC's upstream. 

The fast method defined wide 1'-roads first by using this most likely 1'

position in the C-bank, and drawing a line between it and the match point. H 
this failed to turn up a track, subsequent 1'-roads were defined by using ex hits 

instead of the most likely 1'-position. In either case, the roads were ±5cm about 

the line. A wide ~road was defined by considering, in turn, all combinations of . 

CY and DY bodoscope hits, all projections from the target to CY bits, and all 

projections from the target to DY hits. (Note that here, as in all cases where 

hodoscopes are involved in track finding, no one hodoscope bank is ever required 

for the search to be successful. The hodoscopes were useful to speed the search 

but care was taken in the software design to ensure that missing hodoscope hits 

would not impair the track finding efficiency.) With the two roads defined, a tube 

could be defined by their intersection, and all hits in this tube were put through 

a fit-and-toss loop. 

· The slow method was used whenever the hit densities were high, or when the 

fast method failed to produce a track. In this method, narrow tubes were defined 

by using the MWPC hits themselves. The upstream end of the tube was defined 

by picking an X and a U hit, or an X and a V hit, or a U and a V hit in the first 

MWPC module, and selecting a similar pair in the third MWPC module. The 

line drawn between these two points as required to pass within 2 cm of the match 

point in z, and point to within 6 cm of the target in y. All hits lying within 4mm 

of this line were then put through a fit-and-toss loop. 

Any track successfully emerging from the fit-and-toss loop was written to 
tape provided it had at least 5 hits and pointed to within 4 cm of the match 

point in z and gg cm of the target in y. A more stringent assessment of the track 

quality was made to determine whether the MWPC track searching should con

tinue or terminate. If the track had 8 or more hits, or pointed to within lcm of 
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the match point in z and 5 cm of the target in y, the search would be terminated 

provided the x2 probability of the fi t was greater than 1 %. Otherwise the search 

continued until an improved track satisfying these criteria was found or all possi

ble roads had been exhausted. Once the MWPC search was concluded, the 

finding in the drift chambers picked up where it had left off. The drift chamber 

search continued until all possible roads had been considered . At this point all 

found tracks were already on tape, and the next event was read in for processing. 

In developing the reconstruction software it was found that the execution 

t ime was dominated by a small number of events that required inordinately long 

processing times. These events seldom yielded interesting mu-pair events, and 

the program speed was significantly increased by incorporating time and event

length cuts that removed them. Time was spent most liberally in the routine 

doing the slow method of search in the MWPCs, and therefore elapsed time was 

checked in this routine. Ir it exceeded 150 ms, the search was terminated immedi

ately and the next event begun. By analyzing a sample of these eliminated 

events, this cut was estimated to result in a 0.8% loss of real mu-pair events. 

And additional cut was used to exclude from all processing events that contained 

too many chamber hits. The limit was set at 200 MWPC hits or 200 drift 

chamber hits; also, if both had 100 or more hits, the cut was imposed. T his elim

inated events dominated by hadronic spray, as well as events with readout prob

lems which generated long strings of false MWPC hits. The cut was similarly 

estimated to result in a 1.3% loss of real mu-pair events. 

The full effect of these cuts, as well as the effec t of the reconstruction algo

rithm itself and the event selection cuts to be described below, was studied by 

superimposing Monte Carlo events on actual events from the data tapes. T his 

study, and its conclusions will be discussed in detail in §3. 7. 

The secondary tape written by this program contained essentially all the 

information found in the primary event record (though much reorganized) except 

that hits lying farther than 5cm in :r, or l Ocm in 11 from any track were not 

included in the hit list. Thus each track written to secondary tape carried along 

with it a generous tube of hits so that the second stage of analysis could improve 

the track finding without being limited. Since the drift chamber·tracks did not 

include 11 information, all U and V drift chamber hits passing through a vertical 

column of ± 5cm in width about the track were also written out. 
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9.1. 2 Stage 2: Global fits 

T he second level of track reconstruction read secondary tapes and 

reanalyzed events using the data in the secondary event record. The class of 

events analyzed was restricted to those having a pair of tracks with invariant 

mass >2 GeV /c2, the mass calculation being performed with the track segments 

fou nd by the fi rst stage of analysis. 

This secondary search began by finding tracks in the MWPCs, generating 

endpoints and roads (of ±3 mm) in a manner similar to the slow method 

described in the preceding section.'u A higher speed was achieved by imposing a 

series of gradually relaxing constraints. Initially only 9-hit tracks were sought; if 

none turned up, 8-hit tracks were sought, and so on, until 5 hits were tried. Up 

to 20 tracks could be found, and accepted tracks were required to strike at least 2 

out of 3 of the CX, CY, and DY hodoscope banks, and point to the target within . 

a reasonable window. Downstream, in the drift chambers, the search proceeded 

in a manner much like that described for the drift chamber search in the preced

ing section but the road used was ±1.5 mm. Two out of three of DX, E, and F 

hodoscope hits were required. The U and V planes were also searched, and a full 

z and y projection of the track reconstructed. 

The up- and downstream tracks were the fitted as a single track to improve 

the track parameters and extract the momentum. This global fit included correc

tions for the fringe fields and slight y-bending of the analysis magnet. More 

importantly, the global fit was part of a fit-and-toss loop. This meant that the 

final set of hits, both upstream and downstream, were judged by their effect on 

the x2 of the fully linked 3-dimensional track. The fit-and-toss loop also included 

a search for alternate hits, so that better hits could be substituted for poorer ones 

if they existed. 

The output of this program was a tertiary tape which included all the infor

mation of the secondary tape, and added the results of the fits performed at this 

level. 

3.1.3 Stage 3: Cuts 

A third level was employed to refine the results generated by the second 

level analysis and to begin to impose cuts to extract a clean high mass sample. 

Cuts were imposed both on information supplied by the stage 2 analysis, and also 
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on information resulting from the additional analysis done here. This analysis 

includes a more refined global fit procedure in which the tracks are carried 

through the analysis magnet using the measured magnetic field maps, and a fit to 

the pair vertex that includes the effect of scattering in the dump, the fi nite size of 

the beam, and the uncertainties of the fitted track vectors. 

The cuts imposed initially were as follows. 

There must be exactly two tracks in the event. 

The two tracks must be in-time. 

The two tracks must lie within the spectrometer fiducial volume. 

The pair must satisfy the Level I trigger. 

Requiring there be exactly one pair in the event simplifies the task of estab

lishing a correspondence between Monte Carlo and data. The requirement that 

the tracks be in time is based on a fit to the drift chamber tracks that includes 

an extra parameter allowing the track to be offset in time relative to when the 

drift chamber trigger gate is defined. Since the resolution of the drift chambers is 

about 250µm, and the drift velocity is about 20ns/mm, the effective temporal 

resolution of the chambers is about 5ns. For a fitted track, many chambers were 

involved, and a resolution of about 2.4ns was achieved. This is sufficient to elim

inate tracks from neighboring buckets. The spectrometer fiducial volume is 

defined by the transverse dimensions of the analysis magnet (± 36 inches in x, ± 
18 inches in y), which was the principal limiting aperture in the apparatus. The 

event was rejected if a track passed through the coil or the iron of the analysis 

magnet. 

Events passmg these preliminary cuts were subjected to a global fit that 

·used field maps of the analysis magnet, yielding final track vectors in the spec

trometer. The desired quanti ties, of course, are the track vec tors at the produc

tion point in the target, and for this an energy loss correction and a vertex fit 

were employed. A detailed description of these procedures will be Iound else

where, .f2 but a brief summary is in order here. 

Energy loss was corrected by using an empirical formula to increase the 

measured momentum by an amount ~p. Monte Carlo studies determined a 
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parametrization for Ap that was unbiassed over the range of momentum encoun

tered. Since energy is lost by several mechanisms (ionization, bremstrahlung, 

pair production, and nuclear collisions), this empirical technique proved the siin

plest. 

T he vertex fit minimized a x2 based on multiple scattering errors, chamber 

me<ssurement errors, and beam size. The fit yielded two slopes, 01 and 02, of the 

two tracks involved, and a position x of the common vertex. The method may be 

summarized as follows. 

In t he absence of any bending, scattering, or measurement error, the true 

track position (xr
1
) and slope (Or

1
) of track #1 measured downstream of the 

selection magnet may be related to the position (x) and slope (01) at the target by 

where R1 =I ~ ~ ~ . 
-z 0 ~ 

The reason for the 3-dimensional notation will become clear in a moment. 

Including the errors due to the measurement of the track in the chambers 

(AOc:,O,Axc:) and multiple scattering (AO,,O,Ax,), as well as the bending in the 

magnet, (AO(p),O,~x{p)), one has 

I (Jm - A(Jc: - :8, -AO(p)I 

Xm - Axe: - Ax, - Ax(p) 

where the subscript m refers measured quantities. Analogous expressions may be 

written for track #2, where the slope parameters now occupy the second slot. 

Thus, for instance, 

where ~ = I ~ ~ ~ . 
0 -z ~ 

The covariance matrix associated with (81,0,x) is derived from the covariance 

matrices associated with the measurement error (Ve:) and multiple scattering ( V,) 

in the standard way:43 
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A similar expression holds for V2, corresponding to the second track. The source 

of Vt s.nd V, will be discussed below. 

The expected value of the vector Vi = (8i 10,z) JS just 

iii = (8m
1
-AO(pi), 0, zm

1
-Ax(pi)), and similarly for ~- Defining x2 by 

x2 = (Vi-iii) Vil( Vi-iii) T + ( V2-ii2) \!2i( V2-ii2) r, 

one finds x 2 minimized by quantities O* i 1 e• 21 and x* I as Computed from the 

quantity v* = (O* i,9*2,z*) where 

v* = V{ \!ii iii + V2iii2}, 

and 

In practice the vertex v is further constrained to be centered about the beam 

center by including ID X2 a third term, ( V3-iiB) \13i( V3-iiB), where 

"3 = (0,0,x), ii8 = (0,0,0), and V3 = ~ ~ ~ l. This also modifies the expres-

0 0 ~ 
sion for V: V = ( V.2 + V2i + V3iti. 

The covariance matrix of the measurement error, Ve is taken from the global 

fit, while the covariance matrix of scattering must be calculated in the following 

way. The beam dump consists of a sequence of scatterers (absorbers) of varying 

physical lengths and radiation lengths (Xo}. The covariance matrix for scattering 

by a single medium of length Az is given by44 

ui 0 f>UzU1 
V= 0 0 0 

pup, 0 u; 
where u; = u5(Az)3/6, uj = u5(Az)/2, p = ./314., and u5 = (.021}2/Xor for a 

singly charged particle of momentum p (GeV /c). For n consecutive media, the 

scattering matrix after the nth medium may be defined by a recursive relation: 

V. = R(~z.) V n---IRT(Az") + V 

where R = [ 1, ~ ~ is the transport matrix. This recursion was used to calcu-
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late V,
1
, and a similar one used for V 12• 

The vertex fit is applied in both the x- and the y-view, allowing one to 

extract the run set or track vectors at the interaction point, and the x2 associated 

with the fits. The x2 probabilities for the x and 11 vertex fits are used in the selec

tion of events. The track vectors obtained by this method are then Lorentz 

transformed into the beam-target center of mass to compute XFJ and into the 

mu-pair rest frame to compute the angles O* and 4'*. 
After the global track fits and the two vertex fits, the following cuts are 

imposed on the sample. 

All 12 hodoscopes pointed to by the tracks must be on. 

T he Cull trigger logic must be satisfied by these hodoscopes. 

The tracks must be of opposite sign. 

T he pair invariant mass must be > 2 GeV / c2. 
The x2 probabilities for both the x and the 11 vertex fits must be > 2%. 

At this point the event was written to quaternary tape for preservation as part of 

the fi nal high mass sample. 

3 .2 Event Selection 

To obtain the fi nal sample of high mass events for this analysis, the events 

surviving the cuts described in the last section are subjected to another series of 

cuts, listed in t he table below. The quaternary tape written by stage 3 has about 

112K events on it, but t hese are predominantly J/t/J's. The mass cut is therefore 

the most striking of the cuts, as it pares the sample to about 3K. In the table 

. below, the numbers of events affec ted by each of the cuts is indicated. The first 

three cuts mainly select the kinematic region of interest although requiring 

xF < 1.0 also cuts some events with very large xF which arise from accidental 

pairings of beam muons with muons Crom secondary 7r-decay. 

T he halo cut is designed to remove those events in which .a µ- Crom the 

beam has paired with a µ+ from t he decay of a secondary 7r+. These events have 

a distinct kinematic signature, as one may see in figure 20 and 21. In figure 20 

on sees a scatter plot of track slope (O~) versus track momentum. The 
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TABLE 6 

EVENT SELECTION CUTS 

Cut Nr. Events Left Nr. Events Cut 

4 < M < 8.5 GeV/c2 3060 "-'lOOK 

0.0 < XF < 1.0 2808 252 

0.18 < XI < 1.0 2707 101 

Halo Cut 140Q 12Q8 

p± >IO GeV/c 1360 4g 

Fiducial 1322 38 

enhancement at low IOzl and high IP-I, and the corresponding enhancement at 

high Oz and low p+ signal the presence of such events. In figure 21 one sees a 

comparison or p+ and p- spectra, and again, the presence or these events is mani

fested as an enhancement of events with low p+ or high p-. 

· The halo cut exploits the salient characteristics of these events, the low 

angle or the µ- and the high ratio p-Ip+. In figure 22 is shown a scatter plot or 

events with (Pr)2 on the vertical axis, and IP-/ p+j on the horizontal axis. The 

separation of events is clear. The cut discards events with 

as illustrated in the figure. The effect of the cut is seen in figure 23 and 24, 

which show the 8-p plot and the p± spectra after the cut. The enhancements 

present in figures 20 and 21 are now gone. 

Cutting on p±< IO GeV/c removes those events where catastrophic energy 

loss has occurred. Below p=IO GeV/c the Monte Carlo no longer reproduces the 

data well; one finds in this region that the data outweigh the Monte Carlo by 

about a factor of 2. These events, if not cut, end up at low x and high cosO*. 
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The fid ucial cut requires that all tracks be at least 5mm away from the edge 

of any counter bank, including the inner edge near the beam hole. 

3.3 The Monte Carlo 

A Monte Carlo program was written to simulate this experiment for use in 

calculating the acceptance of the detector, as well as understanding and evaluat

ing its performance. A description of the program and the uses to which it was 

put now follows. 

The generation of events ~volves choosing the :r, y, and z of the interaction, 

the momenta of the interacting 'Jr- and N, and the 6 variables characterizing the 

muon pair. The coordinates :r and y are generated using the known profile of the 

beam, and z is generated using the exponential absorption in the target and 

dump. The beam is allowed to continue into the dump, and some events are gen

erated there. The 'Jr- momenta are drawn from the momentum spectrum of the 

beam, shown in fi gure 45; the source of this distribution will be discussed in a 

later section. The nucleon momentum is generated using a F ermi gas model with 

power-law tails.45 

The muon pair itself is characterized by 6 variables, which, for the purpose 

of generating events are chosen to be :r1, %:21 Pr, cos()*, ,P*, and 4>LAe- The 

hadronic variables :r1 and .z.i are generated directly from the shapes of the pion 

and nucleon structure functions; this will be discussed in some detail in the next 

chapter. Pr is generated according to a parametrization 

1 tin ( f'Zr)-8 
Pr dPr = l+b2 

where the variable b is extracted from the data and takes on the values 2.63, 

2.51, 2.50, and 2.17 in the :rF intervals 0.0-0.25, 0.25-0.50, 0.50-0.75, and 0.75-1.00 

·respectively. ~osO* is generated according to l+ncos20* where n is given by 

2 4 <k2r> 
(l- :r1) - 9 AP 

2 4 <k2r> 
{I- xi) + 9 AP 

3.1 

The value of <l?r> is taken from the data. This parametrization is consistent 

with E444 data and will be seen in chapter 5 . to be consistent with the data 
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analyzed here. The two angular variables ¢>* and cl> LAB are generated with flat 

distributions. 

Once generated, the six kinematic variables of the mu-pair are converted to 

two track momenta p+ and p-, which are then propagated through the 

apparatus. In the target and dump the tracks are propagated piece-wise, with 

multiple Coulomb scattering and energy loss being applied in each segment. The 

piece-wise application or energy loss is important in the dump because or the 

magnetic field. Transport through the field uses the results of the fits to the field 

shape and includes the fringe fields. Energy loss is computed taking into account 

losses from ionization, bremstrahlung, pair production, and nuclear collisions. 

The tracks are not propagated through the analysis magnet, but the final 

momentum is appropriately smeared to reflect the natural momentum resolution 

of the spectrometer. The result of this transport is a set of new track vectors, Pt 
and p;, representing the muon tracks as they appear in the spectrometer, and 

embodying the effects noted above. From this point on, the Monte Carlo event is 

handled just as the real events are. 

Using the vectors p;, the vertex fit is performed to generate the recon

structed versions of the original p±, and these in turn are used to compute the 

reconstructed values of M, zF, Pn cosO*, ¢>*, and cl>LAn- It should be noted that 

zF, cosO*, and </J* all depend on the beam and target momenta, which in the 

Monte Carlo and in real life are drawn from distributions. In analyzing the data, 

one does not have the benefit of knowing the true momenta, but only the aver

ages, namely <p1r> = 263 GeV /c and <PN> = 0. Therefore in the Monte 

Carlo, too, these reconstructed values are based on fixing <p1r> = 263 GeV /c 

and <PN> = 0. Thus smearing due to beam spread and Fermi motion are prop

erly represented. 

As with the data, a cut is made on the x2 probability of the vertex fit, 

requiring the probabilities for the fits in both the z-view and the y-view to be 

greater than 2%. This has the effect of removing events produced in the dump; 

after this cut, only 1 % of the sample is due to events not produced in the target. 

After passing this cut, all tracks are required to lie within the fiducial volume of 

the detector, and must reach the final hodoscope bank without ranging out. 

Hodoscopes struck by the tracks are required to satisfy all levels of the trigger 

logic. Using mean chamber efficiencies, the numbers of MWPC and drift 
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chamber hits are generated and required to be each >5. The event is not put 

through the full event reconstruction software as this would be extremely time 

consuming. The effects or the reconstruction have instead been reviewed in a 

separate study and will be discussed in a later section. Hodoscope efficiencies are 

dealt with in later stages or the analysis, as it is useful to study results both with 

and without hodoscope efficiencies included. The cuts listed in §3.2 are also 

applied to all Monte Carlo events. 

All events surviving these cuts are considered to be accepted events and 

may be compared with the data. Figure 25 shows the comparison or data and 

Monte Carlo in the z and y profiles of the detector illumination, at the C bank 

(after the selection magnet) and at the D bank (after the analysis magnet). 

Agreement between data and Monte Carlo in these plots is not strongly depen

dent on the physics of the generation scheme, but tests more directly the accu

racy of the transport, multiple scattering, and energy loss software of the pro

gram. Figures 26 - 28 show comparisons of distributions in all kinematic vari

ables, including distributions of cos9* in bins of z1. One sees in figure 28 that the 

data are in good qualitative agreement with the Monte Carlo which incorporates 

an x-dependent cos()* ditribution. In all these plots the Monte Carlo has been 

normalized to have 1322 events overall. 

3.4 Detector Acceptance 

Overall, the acceptance of the detector is 4.6% for mu-pairs of masses 

between 4.0 and 8.5 GeV, and zp>O. This includes measured chamber and hodo

scope efficiencies in addition to the geometrical acceptance determined by the lay

out of the detector and the kinematics of mu-pair production, and the logical 

acceptance imposed by the trigger and event selection cuts made in the analysis. 

The acceptance of the spectrometer is studied by comparing the number of 

·events survivi1:1g to the number of events generated. For acceptance in a particu

lar variable, the surviving events are binned according to the reconstructed value 

or that variable, whiJe the generated events are binned according to the generated 

value. The bin-by-bin ratio of these two gives the acceptance. Specifically, using 

cos()• as an example, and subscripts R and G to indicate reconstracted and gen

erated values, 

dNRf alcosO*)R 
Acceptance( cosO*)' = -----

dN0/ d(cos0*)0 · 
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The careful attention paid to the distinction between reconstructed and gen

erated values is necessary to correct for the effect of smearing. Although the 

events appearing in a given bin may not have been generated in that bin, the 

acceptance as defined here provides a number that allows one to compute from 

the observed bin population the true bin population. 

Figures 2Q - 33 illustrate the acceptance for this experiment. Figure 20 

shows M and PT acceptances and indicates the relatively weak dependence of the 

acceptance on these variables. By contrast, fi gure 30 shows the strong forward 

peaking of the zF and z1 acceptances, a characteristic feature due to the action of 

the selection magnet and the fact that the detector is live in the central region. 

(The selection magnet also plays a role in the mass acceptance, but this is 

apparent only at masses below about 2 GeV.) The angular acceptances shown in 

figure 31 are smooth and have little effect on this analysis. Figure 32 shows the 

cos(}* acceptance in four helicity frames. In all frames the dependence of the 

acceptance on cosO* is quite marked. This may be traced to the fact that an 

event with a large value of lcos9*1 corresponds to the case where, in the mu-pair 

center of mass frame, one muon is nearly forward and the other nearly backward. 

In the lab frame the backward muon is soft and travelling at a large angle. Such 

events are lost primarily because the relatively narrow y-aperture of the analysis 

magnet intercepts the soft muon. The acceptance is slightly asymetric in part 

because the hole in the t rigger banks is asymetrically located, and in part because 

the halo cut employed in this analysis is intrinsically asymetric. For the Collins

Soper frame, figure 33 shows the acceptance in cosO* for four bins of z1• 

3.6 Hodoscope Efficlencles 

Hodoscope efficiencies, if they are anything other than 100%, introduce a 

bias into the trigger that can in turn alter the acceptance profiles in kinematic 

variables of interest. For extracting distributions in cosO*, in particular, an accu

rate knowledge of acceptance is important as the raw distributions are dominated 

by the acceptance, making the acceptance corrections large. 

In the test run, from which th is data sample was taken, a number of 

counters proved to be inefficient. T he effects of the inefficiencies do not show up 

clearly on raw displays of hodoscope illuminations and thus the problems were 

not uncovered during the run . Illuminations of hodoscope hits associated with 
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reconstructed tracks show trouble in about 10-15 of the 332 trigger counters, the 

most serious cases of inefficiency occuring in the D bank. This is illustrated in 

figure 34. Light horizontal and vertical bands, in comparison with darker neigh

boring bands, indicate the presence of inefficient DY and DX counters. 

Because hodoscopes are part of the trigger, measuring the efficiencies is not 

entirely trivial, as events with hodoscope failures do not trigger the apparatus, 

and do not appear on tape. It proved possible to circumvent this situation by 

culling from the data all events with three tracks. Since the t rigger required only 

two tracks, the third track is, in some sense, independent of the t rigger. In real

ity, the trigger knows nothing· of tracks, but only or the totality or hodoscope 

hits, and the possibility was thus opened for using events with only two tracks 

but extra hodoscope hits. This was necessary because the total 3-track sample 

was quite small. Special care was taken to ensure that the use of extra hits did 

not bias the result. T he measurements with the pure 3-track sample proved to 

agree quite well with the measurements from the combined sample in the regions 

where the 3-track events were plentiful enough to make the comparison statisti

cally significant. 

The study of hodoscope efficiencies involved careful fitting of all tracks con

cerned, and precise measurements of hodoscope positions. Each hodoscope in the 

experiment was assigned its own alignment constants, measured to be accurate to 

the resolution of the tracks themselves. Tracks were required to pass stringent 

"quality-control" cuts involving minimum numbers of hits, and fit x2's. Most 

importantly, when the efficiency of a given hodoscope was under scrutiny, all 

other hodoscopes struck by the track were required to be on. The efficiencies 

were t hen measured at 7-8 points along the counter (depending on which bank 

was being measured) and the resulting efficiency pattern fit to a low-order poly

nomial to give a smooth fit to the efficiency over the length of the counter. This 

·process was carried out for every trigger counter in the experiment and the 

results of the fits tabulated in convenient form for use in the Monte Carlo. Figure 

35 illustrates the efficiency in a row of the DY bank; both the measured 

efficiencies and the values used in the Monte Carlo are shown. The Monte Carlo 

therefore knew the efficiency at every point of every counter, with iL typical preci

sion of a few percent. With these efficiencies in use, the Monte Carlo's ability to 

reproduce the bodoscope illuminations was significantly improved. Figures 36 

and 37 show the illumination plots of the DX and DY banks when the hodoscope 
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efficiencies are in the Monte Carlo. 

The effect of the inefficiencies was most pronounced for events with negative 

cosO*. This was because the lowest efficiencies were encountered principally near 

the center of the apparatus, just west of the midline. This region is populated by 

stiff negative tracks. Figure 38 shows the ratio of cosO* acceptance calculated 

with inefficient hodoscopes to that calculated assuming fully efficient hodoscopes. 

There is an overall loss of efficiency and a distinct bias against cosO* <O. Figure 

30 shows the same thing in four bins of z1; the same basic pattern is present at 

all values of z1, perhaps slightly more pronounced at high z1• 

The sensitivity of the acceptance to the measured efficiencies was studied by 

adjusting the efficiency measurements up and down 10%, an amount generally 

larger than the error in the measurements. Deviations from the acceptance ratios 

shown in figures 38 and 30 were slight and well within errors. 

3.8 Chamber Efficiencies 

Chamber efficiencies may also affect acceptances, but the effect is less direct 

as it must be filtered through the event reconstruction algorithms which are 

designed to handle a certain amount of chamber inefficiency. 

Efficiencies were measured by projecting tracks into chambers and asking for 

a hit within ±4mm. Tracks chosen for this had to have hits in all other planes, 

and had to have all associated hodoscope hits on. In the MWPC's, efficiencies 

thus measured were recorded for each 8-wire group, ie., for each pre-amp. In the 

drift chambers, efficiencies were recorded wire by wire. Typical results are shown 

in figures 40 and 41, for the MWPCs and drift chambers, respectively. 

Non-wire-related efficiencies were also studied. These involved efficiencies 

around support wires and other support structures in the chambers, and 

efficiencies near the beam region. No evidence for loss of efficiency was found in 

the beam region. In the MWPC's there were some missing wires and missing 

pre-amps (deliberately removed for various reasons), and in the drift chambers 

there were electronic problems in the readout (giving rise to a distinctive pattern 

of inefficiency) and support structures that contributed to the efficiency losses. 
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3.7 Reconstruction Efficiency 

The efficiency of the reconstruction programs has been studied, principally 

by Monte Carlo, but also by visual scanning of approximately 200 events. The 

two methods are in very good agreement. Each yields essentially the same figure 

for the reconstruction efficiency, and, more important, both agree on the predom

inant causes for reconstruction failures. The Monte Carlo study is more precise 

and more thorough, and hence will be discussed here. 

The Moote Carlo was used to generate lOK events within the spectrometer 

acceptance. Chamber hits were assigned in accordance with the chamber 

efficiencies discussed above, and extra (background} hits are put in to simulate 

natural conditions. These extra hits are of two variet ies, co"tlated and tmco"e

laltd. Correlated hits are those bits which lie near particle t rajectories and are 

due to 6-rays produced by the track; uncorrelated hits are everyt hing else -- stale 

hits from previous buckets, debris Crom hadronic punch-through, dark current in 

the chambers, and so forth. To reproduce these backgrounds, real events were 

reconstructed, and all track-associated hits removed. The remaining hits were 

then superimposed on Monte Carlo events, simulating the uncorrelated back

ground, and those hits occuring within lcm of a track were superimposed about 

the Monte Carlo tracks, simulating the correlated background. The uncorrelated 

backgrounds depended on beam intensity, and therefore a random sample of all 

events in the data sample was prepared in order to generate a representative set 

or background hits. 

The events were passed through the 3 levels of reconstruction, including all 

the cuts in the third level, and any event surviving was considered to be a prop

erly reconstructed event. Comparison of actual track vectors before and after 

reconstruction showed that this criterion of proper reconstruction did in fact pick 

out correctly reconstructed events. The mean reconstruction efficiency was found 

to be 93±1% .. or the events in the lost 7%, roughly one-third were lost because 

or the confusion caused by the presence or extra hits, and about two- thirds were 

lost because of chamber inefficien·cies. The extra hits were more troublesome in 

the MWPCs where the spatial resolution is poorer, while the inefficiencies were 

more troublesome in the drift chambers where the efficiencies were generally 

lower, and the the layout or the chambers conspired to make misreconstruction 

more likely when hits were absent. 
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The reconstruction efficiency was also examined as a function or the 

kinematic variables of interest, and found to be flat in all cases. Figure 42 shows 

the reconstruction efficiency plotted against M, xFi P Ti cosiJ*, ti>*, and 4> LAB- The 

efficiency in cos9* is also examined for four bins of zF and round to be flat in all. 

This is illustrated in figure 43. Thus, apart Crom an overall normalization factor, 

the reconstruction algorithms have not affected the acceptances. 

3.8 Beam Momentum 

Accurate knowledge of the beam momentum (p,..) is important for the correct 

calculation of xF and x1, since, to first order at least, 

p/ + Pz-
3.2 

p,.. 

Apparatus for measuring the beam momentum directly was not in place during 

the test run, but a measurement could be made indirectly by measuring the 

momentum of decay muons that are produced in the beam and pass through the 

spectrometer. 

These beam muons may be thought of as having two components. Pions 

and kaons decaying very far upstream (between the target the the momentum 

slit) will give rise to muons, some of which will Call within the momentum and 

angle bite of the beam. These will be transported along with the hadron beam 

and · arrive at the experimental target with a momentum spectrum centered about 

the central momentum of the beam. Though useful for measuring the beam 

momentum, the spectrometer has -by design-- no acceptance for these. They 

pass through the beam hole in the trigger banks. Decays occuring in the final 

straight section of the beamline --after the last quadrupole triplet- are not 

momentum selected, and give rise to a broad spectrum of muons. The lower edge 

of this spectrum is sharply defined by the kinematics, and occurs at 

m2 
p 

Pµ = p,.. --2 . 
m,.. 

The apparatus has excellent acceptance for these tracks, and they may be used to 

determine p,... The edge defined by this equation is softened and shifted by the 

contribution Crom kaons in the beam, the intrinsic spread of p,.., and the energy 

loss in the absorber. 
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The Monte Carlo program HAL048 has been used to generate the spectrum 

of muons at the experimental target. These muons are transported through the 

apparatus by this experiment's Monte Carlo, and their momentum spectrum in 

the spectrometer, after acceptance cuts, is compared to the data in figure 44. The 

low edge or the peak is due to the kinematic cut-off, and therefore contains the 

desired information, while the upper fall-off is due simply to acceptance cuts. 

T he data are drawn from a run in which the trigger was set to accept single 

tracks, and consist predominantly of muons from the beam. The agreement has 

been achieved by adj usting the central beam momentum in HALO. As a result of 

this adjustment, the beam momentum is estimated to be 

<P11:> = 263 GeV/c. 

T he uncertainty may be inferred from fi gure 44 to be about the width of one his

togram bin, hence, ,..._.4 GeV/c. With this beam tune HALO also predicts the 

beam momentum spectrum, as shown in figure 45. 

3.0 Resolut ion and Smearing or Klnematlc Variables 

Although the mean pion momentum, and momentum spectrum, are known 

from these measurements, the actual energy of the interacting pion is not known 

on an event-by-event basis, and this gives rise to a smearing of the measured zF 

values. Since up .. ~ 3% p11:, one expects from equation 3.2 that u,, ~ 3%zF

Additional smearing arises from the measurement error on the muon momenta 

themselves, however, and the two effects taken together result in 

(!,, ~ .03x~. 

T hus even at high xF t he resolution is still dominated by the beam spread. 

At low xF there is another contribution to u ,, coming from Fermi motion of 

. the nucleon in the target. The fact that Fermi motion does not contribute at 

high xF may · be seen by computing xF = 2PL* /vs. When Fermi motion is 

present, the transformation from the lab to the beam-target center or mass is 

a.ffected, altering both ,/; and PL*· At high rF\ however, the effect cancels. 

Expressing zp directly in terms of the pion, nucleon, and mu-pa~ energies and 

momenta, one has 
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In this equation all quantities are expressed in the lab frame. f3µ+µ- is the velocity 

of the mu-pair, and f3 is the velocity of the center of mass itself. A mu-pair with 

:rp=O is stationary in the center of mass, and so of course has f3µ+µ- = /3. But for 

:rF > 0, one has f3 < Pµ+µ- < 1, and in the high-zF limit, Pµ+µ--+ 1. Since, how-

ever, 

one sees that :rF becomes completely independent of the Fermi momentum PN in 
this limit. (Intuitively this result if obvious when one considers that zF ~ z1-~. 

Since a high zF'I :rF ~ z1 ~l, the smearing of the nucleon variable, ~' has little 

effect on zF in this region.) At lower :rF'I however, this convenient cancellation 

does not take place, and the Fermi momentum affects :rF and therefore smears 

the measurement of :rF- The net result is that '181 varies from about .015 at 

:rF,....,, 0 to about .035 at :rF,....,, 1. 

Figure 46 shows a Monte Carlo calculation of "•i ( z1 is closely related to :rF'I 

but is of more interest to the structure function measurements). The Monte 

Carlo includes, as always, beam momentum spread, momentum resolution of the 

analysis magnet, and Fermi motion. The values of " 61 shown in the figure follow 

closely the expectations discussed above. Also shown is the shift in the the recon

structed z1 values as a result of smearing on a Calling spectrum. This shift 

depends on the shape of the pion structure function, and will become an issue in 

the next chapter. 

In cosO* -- the other variable of central interest in this study - the problems 

are not so difficult. Indeed, the resolution in cosO* is quite good, varying between 

.02 and .04, and the smearing is completely negligible. This is illustrated in figure 

47. The figure shows '1cosl* and Acosl* both as a function of cosO* itself, and as a 

function of z1. 

3.10 Background Subtraction 

Single muons which happen to coincide in time with one another can trigger 

the apparatus and contribute to a background of accidental mu-pairs which must 

be removed. The background is small tor masses greater than 4 GeV, but is con

centrated at cosO* ~ ±1 where the signal is also small. 
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A rough estimate of the magnitude of the background can be made by con

sidering µ+µ+ pairs. Random accidentals should have approximately equal 

numbers or like sign and opposite sign pairs. Above M = 4GeV, 6 µ+µ+ pairs 

were observed, suggesting a background of 12 µ+ µ- pairs. A more refined esti

mate was made by randomly combining pairs or single muons Crom a run taken 

with a singles trigger (the same run as used in the beam momentum measurement 

discussed above) . Since the tracks on this tape reflect all the sources or single 

muons in their actual proportions, the random pairings should properly represent 

the accidental background. T he pseudo-events created by these random pairings 

were processed exactly as the normal data were, a.nd yielded a total or 11 events 

after cuts. The normalization, however, is arbitrary and must be established 

separately. 

Normalization of the 11 pseudo-events is achieved in the following way. 

When the halo cut is not applied, the raw cosO* distributions are dominated in 

the region cos0*-- 1 by contributions from events including a beam muon. This 

is illustrated in figure 48a. The same feature naturally appears in the pseudo

events when the halo cut is not applied; this is shown in figure 48b. A reasonable 

estimate of the background normalization is therefore made by scaling the 

pseudo-events so the populations of the lowest bins or these plots match. This 

yields a normalizat ion factor or 1.19, and therefore an estimated background or 

13.1 events, in good agreement with the 12 events estimated Crom the like-sign 

events. Distributions or these 13.1 events are shown in figu re 49. 

3.11 Normalization 

Although the shapes of t he structure fu nctions and angular distributions are 

independent of the absolute normalization or the data, the measurement or the 

K-factor requires knowledge or the true cross-section. Given the observation or N 

·mu-pairs, the ~ross-section per nucleon may be inferred Crom 

3.3 

where E is the acceptance of the detector (including reconstruction efficiencies), 

Ntr is the total number or pions striking the target, f is the live- time correction, 

N0 is Avogadro's number, and p, A, and L are the density, absorption length, and 

physical length of the target. Equation 3.3 assumes an A-dependence of A 1, 
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consistent with recent measurements or mu-pair production.47 In practice, the 

quantity pX(l-e-L/>.) is replaced by EPiX,{1-e-L/>.,) to sum over the different com-

' 
ponents or the tungsten alloy target. 

The live-time correction factor represents the fraction or time that the 

apparatus was able to accept a trigger. The trigger was disabled when the online 

computer was reading in data and when a veto occurred; the bulk or the dead

time was due to the computer. The live-time fraction, /, was monitored continu

ously, and stayed in the range .45-.55 except during high intensity runs when it 

dropped to .20. 

The number or pions, Nw, incident on the target was measured by use or an 

ionization chamber placed in the beam just upstream or the target. The chamber 

measured total charge released by ionization when the beam passed through, and 

was calibrated by activating a copper foil placed over the chamber and su bse- · 

quently measuring the decays or 24Na produced. The ionization measurement 

was checked for run-to-run stability by comparing with counts from the most 

downstream set or hodoscope banks. A 3% correction factor was also applied to 

ac:count ror back scatter from the target. 



CHAPTER IV 

THE PION STRUCTURE FUNCTION 

In this chapter the pion structure function will be extracted from the data 

and fit ted to several proposed parametrizations. T he nucleon structure function, 

which appears in the cross section along with the pion structure function will also 

be studied. The chapter is organized in the following way: §4.1 discusses the 

form of the cross section and illustrates its relationship to the structure functions; 

§4.2 discusses ways of parametrizing the pion structure function; §4.3 and §4.4 

review results of other measurements of pion and nucleon structure functions; 

§4.5 discusses methods of analysis, and §4.6 presents results; §4.7 covers sys

tematic errors, and §4.8 makes some general remarks and observations. 

4.1 Structure functions and the Lepton P air Cross sect ion 

As noted in chapter I, the parton model relates the lepton pair cross section 

to the structure funct ions of the interacting hadrons. For 7r-N-+ µ+ µ-x equation 

1.8 may be written 

tPu 41ra
2 

1 't""" 2[ w( ) - N( ) - w( ) JV,( l] 
dzld~ = a;- azi~ 7ej z l qi Xl ~Qj ~ + Z19i X1 z.il/i I~ 4.1 

T he sum is over all (light) quark and anti-quark fl avors, including both valence 

and sea distributions. Ir the sum is expanded so all the individual quark distribu
tions are displayed (subscripts V and S stand for valence and sea), 

tPu . 41ra
2 ~( 2) 

2 
-« Ni ( 1 ) 

2 
~ ] dz1dz.i = Dszi~ ~ 3 z1 uUz1) 12u V{~) + 3 z1d"'"zi)~a-s (~) + ... 

it may then be collapsed and reorganized such that all pion valence terms are 
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collected in one group, and all pion sea terms are collected in another group. 

Calling these P(x1) and S'f(x1), respectively, one bas 

t!-u 47ra2 
[ ~ 

dx1d~ = Daxi~ P(x1)G(~) + .SW(x1)R(~)j" 4.2 

Invariance of the strong interactions under isospin rotations and charge conjuga

tion ensures that ifUx1) = (ff~xi), and thus 

P(x1) = x1ifUx1) = x1 (ff~x1 ). 

The pion sea structure function is taken to be SU(3) symmetric: 

.SW(x1) = x1u5{x1) = x1i.i5{x1) = x1dZ{xi) = x1~x1 ) = x1"5{x1) = x185{x1). 

The nucleon structure functions G(~) and ht~) are linear combinations of 

the individual quark distributions given by 

4.3a 

and 

H{:r.z) = · ~ [ (1+3 ! ):r.z•,,(:r.z) + (4-3 ! ):r.zd,,(:r.z) + U:r.z>.,,(:r.z)] 4.3b 

where the sea distribution, ~~~), is given by 

~~,,(~) = 22u~~) = ~~~) = ~~~) = ~~~) = 2~s~~) = 2~~~), 
and isospin invariance bas been used to express neutron quark distributions in 

terms of proton quark distributions. The normalization of s~~) is supported by 

deep inelastic scattering data48• One will recognize the structure function R(~) as 

the familiar F2 of deep inelastic scattering theory, but G( x2) is characteristic only 

or lepton pair production. 

As it stands, equation 4.2 is complete, but will not reproduce the data. The 

K-factor, discussed in §1.6, must be introduced on the right hand side to account 

for the discrepancy. 
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4.2 Parametrizations (and Nomenclature) 

The pion valence quark distribution is parametrized by 

z1~z1) = ~ ~ ) t1'(1-z1).S 
a , +1 4.4 

where Euler's beta function, defined by 

B( ) - f(z)f(y) 
z,y - f (z+11) I 

I 

normalizes to one ii valence quark, /U'U.z1)dz1 = 1. T his experiment studies only 
0 

the region z1 > 0.2, and thus the pion sea makes little contribution to the cross 

section. For the purpose of analysis the pion sea will be t aken from reference 50. 

Interest in the behaviour of the pion structure function at large z1 was noted 

in chapter 1 and linked to a suggested form: 

[ 
2 2 <J?T> ] P(z1) ,....., :r1 (1- x1) + i AP . 4.5 

For the purpose of experimental study this may be parametrized 

P (z1) =Ail[ (1-zi)P + 1] 4.6 

leaving the parameters a, fJ, and 1 to be determined by best fits to the data, A 

being fixed by the normalization condition. The shape of the structure function 

at low z1 is determined by a, while at high z1 it is fixed by /3 and 7. The normali

zation, A, is c1osely linked to a because the normalization integral mentioned ear

lier is dominated by contributions at low z1. Because there is no data below 

x1=.2, it is useful in practice simply to fix the value of a. As noted in chapter I, 
there are theoretical reasons for expecting P(x1) ,....., Fi at low x1, so cr=l/2 is a 

.natural choice. The predict ion of the higher twist model, equation 4.5, however, 

represents the case a=l. Although this model is only conceived to hold at "high 

x1 u -x1 > .5, say- the lack of data at low x1 and the high mean value of x1 for 

this experiment make this case a reasonable possibility. The data will therefore 

be fi t to four ditrerent trial forms or F"(z1)1 which represent the range or theoreti-

cal predictions: 
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1. AJz;(l-z1)P 

2. AJz.[(1-z1)P + 1] 
3. Az1[c1-z,)P + ,., ~ 
4. Az1[(1-z1)

2 + 1 

The last form is essentially that of the higher twist model. Because of the sta

tistical limitations or this sample, however, the parameter 1 will be treated as a 

constant. The higher twist model makes predictions for the z., Ml, and f'!T 

dependence or,, but detailed studies or 1's dependence on these variables, if any, 

will be left for a higher statistics data sample. An estimate of the parameter 

2 <k2T> <k2T> may be made by setting 1 = g AP and fixing Ml at the mean square 

mass of these data, <Ml> = 26.6 GeV 2• 

More recent work on the higher twist model was noted in chapter I and asso

ciated with a form 

F"(z1) = z1[(1-z1)
2 + ! t•] 4.7 

and a value of >.2 can be estimated. The data prove to be insensitive to the zi 
factor, however, and in practice it turns out that >.2 ~ : <A.2T>· 

4.3 Pion Structure Function: Results from other Lepton Pair Experi

ments 

Several groups have used lepton pair production to extract the pion struc

ture function, and have fitted results to the form or equation 4.4; in most cases a 

K-factor bas also been extracted, or can be estimated from the published infor

mation. A summary of these results is given in table 7. All experiments included 

in the table study the reaction 'Ir-N - µ+ µ-X; the various pion energies used, Ew, 

are indicated in GeV. 
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TABLE 7 

RECENT FITS TO THE PION STRUCTURE FUNCTION 

Exp't Etr K Q fJ # evts Rer. 

E444 225 (1) 1/2 1.27 ± .06 2000 4g 

NA3 150 2.4Q ± .37 .41 ±.05 .Q2 ± .04 16000 50 
II 200 2.3 :I: .5 .45 :1:.12 1.17±.00 7000 50 

" 280 2.22±.33 .41±.05 1.01±.08 12000 50 

NAlO 1Q4 2.51±.00 .39±.02 1.11±.03 110000 51 

Omega* 40 2.45±.42 .44±.12 .Q8± .15 3600 52 

Goliath 150,175 r-.J 2.8 1/2 1.57±.18 500 53 

In t his t &ble (as in all others to come) quantities which are constrained in the 

fi tting are indicated without errors. A fi t to the form given in equation 4.5 has 

also been performedM by the E444 collaboration, with the result that 

< k2r> = 1.1:1:0.a. 

It is apparent from the t able that there is relatively little agreement on the 

value of {3: one sees values of o.g, 1.0, 1.1, 1.2, 1.3, and 1.6. {3, of course, charac

terizes the shape of t he structure function at high zit and this range of values 

emphasizes our ignorance of the structure function out there. K and o seem to 

show more agreement. One should bear in mind, however, that K and o tend to 

be highly correlated, and it is not clear that one can take values of K or o from 

this table and expect them to be meaningful in isolation from one another. /3 and 

.o are also correlated, though not so strongly as K and o, and this, too, must 

affect one's interpretat ion or t he table. 

• The structure runction parameter& Q and fJ in the Omega experiment are ba&ed on a &t 
to the data below the J/,P, 2<M<2.1. The K-factor i11 baned OD a comparison or 
da / dM or the entire sample with Lbe Drell-Y an prediction calculated using· the pion 
11tructure function or NA3 (200 GeV) and the CDHS nucleon structure functions. 
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Except as noted for Omega, these experiments all cover approximately the 

same range of mass ("'4 to "'8 GeV). Goliath and Omega explicitly impose a 

cut requiring zF< .8, while in NAIO the acceptance efl'ectively vanishes beyond 

zr".8. NAIO's acceptance in rapidity, y, imposes a correlation between z1 and M 

such that at the lowest mass range considered, M=4.5, the data is limited to the 

region z1 < .7. A subtler, but important point is that NA3, NAIO, and Omega all 

use the aame nucleon structure (unction (based on the 1g7g CDHS results) as 

input to extract F""(z1). Goliath uses the parametrization of Buras and Gae

mersss, which is based on SLAC e-p and FNAL µ-p data, while E444 extracts the 

shapes of both P(z1) and G(r:z) without recourse to either of these. 

4.4 Nucleon Structure Functions: Results &om Deep Inelastic Scattering 

Experiments 

The scattering o( leptons from nuclear targets58 has provided measurements 

or the quark distributions in nucleons over certain ranges or z and Q2 
(corresponding to r:z and AP of this work), and may be used to provide estimates 

of the structure function G(r:z). Two neutrino experiments, CDHS57 at CERN, 

and CCFRR58 at FNAL are considered here. A comparison o( G( r:z) derived from 

each of these is shown in figure 50, indicating good agreement in shape, but some 

discrepancy in overall normalization. In this work, the version of G(r:z) used is 

CCFRR's. 

The CCFRR nucleon structure functions are parametrized at ~ = 10 Ge\12 

by 

2zF1(z,Q2) = °'l+ez)(l-z)f Z{z,Q2) 

zF3(z,Q2) = a( l+cJ (1-z))i(l-z)' Z(z,Q2) 

where Z{z,Q2) = l+(g-h..{;)log10Q2/Q'f, determines the rescaling with Q2. From 

the parametrization of zF3(z,Q2) one can read off the valence distributions: 

The sea is given by 

zuv(z,Q2) = az6(1-z)'2(z,Q2) 

zdv(z,Q2) = acJ z6(1-z)'+12(z, Q2). 
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With the parameters a, 6, c, d, e, /, g, and h fi tted under the R=O assumption, 

the function G( ~) can be computed s9
• 

4.6 Met hods of Analysis: Gener al Remarks 

The specific techniques used to extract F"'(.z1) Crom the data will be discussed 

along with the results in §4.6. Some more genera.I aspects of the analysis will be 

dealt with here. 

To begin with, the basic cross section, equation 4.2, is simplified to eliminate 

the need to extract the pion sea distribution, S"'(:r1). (Such an extraction can not 

be done unambiguously with this data sample.) Defining a "correction function," 

equation 4.2 may be rewritten to yield 

cfltr 41ro2 

d:tid:r.z = Qazi~ F"'(z1)G(:r.z)Q( z1,r.:z) 4.11 

In this analysis, Q will be evaluated using results Crom the NA3 experiment. At 

z1= 0.2, Q ~ 1.3, but it Calls rapidly as z1 increases; above z1=.5, Q=I.O and 

thus it plays little role in dete.rmining the high-z1 behaviour of P( z1). Introduc

ing the total luminosity Lo, t he reconstruction efficiency R, the detector efficiency 

(acceptance) £, and the K-factor, K, the number or events per unit area of z1-r.:z 
space may be written 

Jl N = [LoR 41r02 £(zi,~) Q( z.,:r.z)] KP(z )G( ) 4.12a 
d:t1 dx.z g8 xi~ 1 22 

The quantity in brackets may be regarded as a "weight function," lt{z1,r.:z) so 

that 

d tfl: = "'tz1 ,x.i)KP(z1 ) G(~) 
Z1 Xi 

4.12b 

relates the raw data to the structure functions directly. With ~ante Carlo to 

measure acceptances, "1{z1,:r.z) may be determined. 
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The data are binned as illustrated in figure 51, with 16 equal bins in Xi and 

10 graduated bins in ~· Other binnings have been tried to ensure that the 

results do not depend on the choice of binning. For future reference, the columns 

in xi will be labelled with an index i, i-1, ... ,16, and the rows in ~ will be 

labelled with an index j, j=l, ... 10. Because of the relationships Xi~a = AP, and 

xi-.:r:z = xp, curves of constant mass appear as hyperbolae in xi-~ space, and 

curves of constant xF appear as straight lines. Thus the kinematic cuts 

4.0<M<S.5 GeV2 and xF>O.O appear as shown in the figure. 

A Monte Carlo is used to compute the acceptances £,1 of the bins, as dis

cussed in §3.4. Enough events are generated so that the statistical error on £i; is 
much smaller than the error on the events in this bin. Typically, 

u</£i; ,-...; .03-.04. A more important systematic uncertainty in £i; arises, however, 

because of our fundamental ignorance of the pion structure function at high xi. 

This uncertainty hinges on the fact that one does not know which of the 

forms of P(x1) to use in generating the Monte Carlo events. The data of table 7 

offer little help, given the spread of f3 values, and, as will be seen later, the x2 for 

the four trial fits shown above are not sufficiently different to select one of them 

unambiguously. On the other hand, the calculated acceptance at high Xi doea 

depend on which is used. This dependence stems from the fact that some fraction 

of the events at high x1 are there by virtue of having been "smeared up" from 

lower x1. The size of this smeared component depends in part on the spread of 

the beam momentum, as discussed in §3.Q, and in part on the shape of the struc

ture function. The acceptance, which is the ratio of events accepted in some bin 

to events generated in that bin, is sensitive to the smearing, and thus to the 

choice or structure function. If the Monte Carlo uses a structure function with a 

large value of 7, the acceptance at high x1 is lower than if a small value of 7 is 

used. The fitted structure function is in turn affected by this change in accep

tance, in such a way that a large (small) value of 7 in the Monte Carlo means 

that a large (small) value of 7 will be favored in the fit. One might hope that a 

study of events smeared beyond Xi=l would clarify the issue of smearing, but in 

fact there are only 2 data events in this region, and most reasonable structure 

functions predict something close to this. 

For the present it will suffice to note that the solution to the problem has 

been to exclude events in the highest x1 bin (.Q5<x1<LO) from all structure 
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function analysis. Quantitatively, this placement or the cut may be justified as 

follows. The Monte Carlo was run 3 times with 3 different structure functions 

used to generate the events: 

Version A uses F"(z1) = F.(l-z1)1-40 

Version Buses F"(z1) = zi((l-z1)1·80 + .0050) 

Version C uses P(z1) = z1((1-z1)2 + .0085). 

The specific parameter values used here are results of fi ts to the data, as will be 

seen in the sections that follow. Acceptance is compared in the 16 bins or x1 for 

each or the versions. In the first 14 bins ( z1 < .QO) the acceptances agree well 

within errors. In the 15th bin (.QO<z1<.95} the acceptance of version A is 13% 

higher than version B, while version C is 13% lower. In the 16th bin 

( .QS < x1<1.0) these same figures become 45% and 30%, respectively. Clearly 

both bins are sensitive to t he smearing, but it is out of the question to eliminate 

both as the measurement of F"(z1) at high x1 would be seriously compromised. 

The solution has been to exclude bin 16 and compute acceptances with version B. 

The residual 13% systematic uncertainty in the acceptance of the 15th bin is 

then translated into a systematic error on the fit parameters. (Systematic errors 

will be discussed in §4.7.) 

4.8 The Pion St ructure Function : Results 

The extraction of F"(z1} Crom equation 4.12 may be done by means of a 

weighted projection onto the x1-axis. Ir a specific choice is made for G( 22), one 

may integrate equation 4.12 over 2'z in the following manner: 

dN = (LoR 411'02 f i(z1,22)G(22) Q( .x1, 22) d,..J KP(x1)· 
.dx1 Qszi ~ -1 

This leads to 

N·= W·KF· I I II 

where the bin weights, wi, are given by 
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and the Fi are F"'(z1) evaluated at the mean bin value. Initially G(~) is taken to 

be that derived from the CCFRR data. 

In the table that follows, the projected values are fitted to the four trial 

forms of F"'(z1). In each case the K-factor is included in the fit so that the shape 

parameter f3 will not be distorted by being forced also to handle the normaliza

tion, although K is probably not meaningful, given the remarks made earlier, 

except for cases 1 and 2. Errors quoted in table 8 are statistical only, and it 

should be noted that a 15% overall systematic uncertainty in the normalization 

applies to K. 

TABLE 8 

FITS TO PION STRUCTURE FUNCTION USING CCFRR VERSION OF G(~) 

Fit K () /3 1 x2/d.o.r. x2 C.L. 

1 2.1±.l 1/2 1.41±.06 ,....._, g_o/13 77% 

2 2.1±.l 1/2 1.31±.11 -.0106±.0117 8.0/12 78% 

3 ,....._, 1 1.78±.11 .0040±.ooag 11.2/12 51% 

4 ,....._, 1 2 .0085±.0020 15.0/13 31% 

The confidence levels of the fits range from 30% to 80% and are thus quite 

acceptable. Because several other experiments have measured values of a around 

0.40, (see table 7), it is interesting to see the effect of constraining a=0.40. This 

yields K=2.5±0.l and /3=1.34±0.06, with x 2/d.o.f = 10.1/12. The small back

ground or accidental pairs, discussed in §3.10, has not been subtracted from the 

data in these fits; such a subtraction does not affect the fits significantly, though 

the x2 or the last two forms is decreased by "-'2 units. 

Fit #4 uses a form of F"(z1) like that proposed by Berger and Brodsky. If 

2 <k2r> 
one interprets ') g Ml where Afl=26.6 Ge\'2 is taken to be the mean 
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square mass of this sample as before, then <1>2r> = 1.01 ± .24 GeV.2 Fitting to 

z1((t-z1)2 + zi1] yields "1 =.0005 ± .0023, which is not significantly dilferent 

from the value quoted in table 8. Translated into X2, it means X2 = .50±.12 

GeV2. It should also be noted that restricting the fit to t he " high-zi" region, 

z1 > .5 as required by the model, does not significantly change either the fi tted 

parameters or the x2 confidence level. 

These results are not model-independent, however. Behind them lie two 

assumptions: (1) that G(r.:z) as determined Crom deep inelastic neutrino scattering 

is the correct form for use in massive lepton pair production; and {2) that the 

cross section factorizes into a form P(z1)G(r.:z). Both or these assumptions may be 

tested. 

In a sense, the factorization hypothesis has already passed a test in that the 

projected Fi values fit to a smooth functional form with good x2• A more direct 

test may be made, however, by using F"'(z1) and G{Z:z) to form the quan tity 

2 _ ~ IJ IJ I J 
( 

N··- W··KF·G·i
2 

X - LJ I 

iJ aij 

where the weights W,1 are given by 

41r'a2 J J Q( z1,Z:z) 
Wij = LoR~Eij ~~ dZ:zdXh 

As.As, 1 • 

and the Fi and G; are P(z1) and G{Z:z) evaluated at the mean center or each bin. 

For the fits above, this yields a x2 of 102.0 for gg degrees of freedom, 

corresponding to a confidence level of 16%. The data are thus reasonably well 

represented by this set of structure functions. 

The question remains whether the particular G(~) used here is appropriate. 

It the projection technique is "turned on its side," F"'(zi) may be used to project 

out G(~). When this is done using P(z1) from fit #1, t he resulting values of G; 

seem to fall rather more steeply than the G( Z:z) used above. These G; may be 

parametrized by (1-~)6, and this new form for G(Z:z) used to extract a new form 

for F"'(z1). This in turn may then be used to extract a new G{Z:z), and so on, 

iteratively. The process converges rapidly. The results for G(~} are shown in 

figure 52. In figure 53 the same data are plotted with the standard (deep inelastic 

scattering) version of G( Z:z); one sees immediately the data favor a more steeply 
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falling function than that provided by the deep inelastic scattering results. The 

final result for G( ~) using this method is 

G(~) l">J (l-~)3.lll:l:.40. 

This result is in good agreement with E44480 although the analysis techniques are 

different. 

Unfortunately, however, the ad hoc nature of the (1-~)6 parametrization 

leaves the normalization of this G(~) in doubt, and thus the K~factor undeter

mined. One solution is to suppose that above some value of ~ the (1-~)6 

parametrization must "tie on" to the G(~) of deep inelastic scattering. This 

allows one to extract a K-factor, but the point at which the tie-on is made is 

arbitrary, and the K-factor depends (mildly) on that point. In figures 52 and 53, 

the tie-on point was set at ~=0.2, yielding a K-factor of l.g±O.l. The data are 

scaled by l/K in this figure. 

Another possibility is to use a (somewhat) less arbitrary parametrization. 

Combining the CCFRR results for the u and d valence quark distributions in the 

nucleon with the sea quark distribution measured by CFS81 generates a form of 

G(~) that is almost indistinguishable from (l-~)3· 10 . Using this hybrid form gives 

a value of K 1.8±.1. 

The nucleon structure function as measured here is in good agreement with 

that measured in other lepton pair experiments. Figure 54 shows data from this 

experiment along with data from E444 and NA3; all three experiments are seen 

to be in good agreement with one another. The three sets of data have been 

separately normalized to give a least-squares match to the CCFRR version of 

G(~) over the range .10 <~<.35. 

Results on F"(xi) are shown in the table below. Plots of the data with fit #1 

and with fit #4 superimposed are shown in figures 55 and 56. 
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TABLE9 

FITS TO F"'(z1) AFTER PROJECTION WITH G(Z:z)=.74{1- Z:z)3·19 

Fit Q fJ '1 x2/d.o.f. x2 C.L. 

l 1/2 1.53±.07 l°'..J 8.6/13 80% 

2 1/2 1.52±.11 -.0004±.006Q 8.6/12 73% 

3 1 1.08±.12 .0052±.0025 13.8/12 32% 

4 1 2 .0056±.0010 13.8/ 13 3g3 

The modified version of the nucleon structure function, G(Z:z), now climbs 

higher at low Z:z, causing the pion structure function to fall lower at high z1. This 

is apparent in the table above. As was done above, values of <k2r> and of >.2 

may be estimated, yieldi.ng results 

<"2r> = .67±.23 Ge\12 

and 

>.2 = .32±.11 Ge\12. 

The same results are obtained if the fit is restricted to the "high- xi" region, 

Xi> .5. The factorization x2 is now 103.8 for gg degrees of freedom . Though 

G( ~) is now different, F"'( z1) bas accommodated, and the quality of the overall fit 

to the data is about the same. Values of P'(x1) and G(~) are given in table 10. 
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TABLElO 

VALUES USED IN FITS TO P(xi) AND G(~) 

Xi Ji"f(xi) ~ G(~) 

.214 .213±.070 .041 .818±.086 

.259 .351±.050 .052 .628±.034 

.309 .279±.036 .069 .613±.029 

.360 .243±.029 .002 .503±.032 

.410 .267±.027 .122 .452±.033 

.462 .200±.024 .157 .397±.035 

.514 .205±.020 .1Q6 .416±.041 

.565 .177±.017 .242 .322±.057 

.616 .155±.014 .291 .458±.102 

.667 .117±.011 

.717 .111±.010 

.768 .078±.0079 

.819 .064±.0063 

.870 .034±.0046 

.91Q .017±.0029 

The value of < k2r>, if interpreted literally in the context of the higher-twist 

model, should be closely related to the mean square momentum of the mu-pairs 

· themselves, because in this model there is no source of transverse mom~ntum 

beyond the intrinsic transverse momentum of the annihilating quarks. Figure 57 

illustrates the mean square transverse momentum of the mu-pairs as a function 

of Xi· One sees that at low x1 the typical value is <Yr> ~ 1.6 GeV2, but at high 

xi this has fallen to about 0.8 GeV2, close to the fitted value of <k2r>· This fall

off is not attributable to a compression of phase space, however, because x was 

defined (see §1.2) to take Pr into account. One concludes that the mechanisms20 
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which give rise to large values of <rr> are not as important at high z1 as at 

lower values of X1. It appears from figure 57 that at high Zt1 <rr> i.s consistent 

with the mu-pair transverse momentum coming entirely from the intrinsic 

transverse momentum of the annihilating quarks. 

An attempt has also been made to look at the behaviour of P( z1) in 2 broad 

mass ranges with this data sample. The small size of the sample, unfortunately, 

makes a more detailed investigation impossible, and limits even the conclusions 

from this crude study. The regions are indicated below. 

Low Mass 4<M<6 
High Mass S<M<8.S 

<Al>=25.9GeV2 
<Al>=36.6GeV2 

Fits to P( z1) in these mass regions are compared below; the change in 1 

from the low mass region to the high mass region is consistent with 1/ .Al depen

dence, but cannot be regarded as statiscally significant. 

TABLE 11 

COMPARISON OF F""(z1) AT HIGH AND LOW MASS 

Low Mass High Mass 

Fit Q f3 1 x2/d.o.r. f3 1 x2/d.o.r. 

1 1/2 1.48±.06 ,.._, 10.5/13 1.57±.00 15.1/12 

2 1/2 1.53±.12 .0038±.0073 10.2/12 I.64±.rn .0037 ± .0084 15.0/11 

3 1 2.00±.12 .0073±.0026 14.0/ 12 2.07±.07 .0060± .0022 19.0/11 

4 1 . 2 .007 4±.0020 14.0/13 2 .0050±.0026 19.1 /12 
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4..7 Systematic Considerations 

The chief systematic uncertainties in P(z1) arise Crom the uncertainty of the 

mean beam energy, <P">' and the uncertainty in the acceptance at high z1 due 

to the problem discussed in §4.5. This section reviews how these uncertainties 

affect the fit parameters. 

It will be recalled Crom chapter ill that <P1r> was measured indirectly, by 

studying the momentum spectrum or single muons generated by the decay or 

beam pions; the result of the measurement was <P">=263±4 GeV /c. Since, to 

a good approximation, 

Pp++ Pp-
zF = ' 

Ptr 

all values of zF must therefore be regarded as systematically uncertain at the 

level of ,..._, 2%. This uncertainty feeds through into the structure function deter

mination and affects both the overall shape and the high- z1 character of the fit. 

The table below summarizes the systematic uncertainties in the variables K, 

/j, and "1 arising Crom the beam energy and acceptance uncertainties noted earlier. 

The errors in the first row correspond to varying the beam energy by ±2%. K is 

affected because of its correlation with f3 and 'Y· 

TABLE 12 

SYSTEMATIC ERRORS IN P(zi) 

Source ~K ~/3 ~'Y 

Beam energy ±.10 +.07 -.0025 

-.10 +.0045 
Acceptance ±0.0 +.03 -.0020 

-.02 +.0015 

A 15% uncertainty in the luminosity, Lo, also leads to an uncertainty in K of 
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±.3. Uncertainty in the correct choice or G(z..z) and normalization or the nonstan

dard choices suggests an additional uncertainty in K of ~·~. Note also that the 

choice of o=.40 increased K by .4. 

A study was also made to check for any systemat ic errors introduced by the 

method of iterated projections. For this purpose, Monte Carlo was used to gen· 

erate 100 fake data sets of 1300 events each, using simple forms F"'(x1) r-.J (l-x1)2 

and G(Zz) r-.J (l-z..z)3• Each data set was processed by the same software used to 

ana.lyze the data, with the same number (3) of iterations. The mean power fitted 

to the pion structure function was 2.012 ± 0.009; and the mean power fitted to 

the nucleon structure function was 2.95 ± 0.05. {The errors are errors on the 

mean.) Clearly there is no sign of systematic bias here. 

4 .8 Concluding Remarks on Structure Functions 

In this chapter, the structure functions .F"'(z1) and G(Zz} have been extracted 

from a data sample or "-J1320 muon pair events and fitted to various functional 

forms. A few comments may suffice to summarize the situation. 

F"(x1) tends to be steeper are high x1 that most previous measurements, but 

t he x2 confidence levels or the fits are good . The scale breaking term in P( Xi) has 

been measured in one other experiment, and agrees within errors with the value 

found here.63 The higher twist model is consistent with observations made in this 

chap ter, but the form or P(xi) predicted by t his model is by no means the only 

one consistent with the data, and in fact has generally shown the highest x2 of 

the forms considered. 

The nucleon structure !unction observed here rises above the deep inelastic 

scattering (DIS) results for Zz < 0.1. It is worth noting that in the range of Q"
considered here DIS experiments do not go as low in x2 as lepton pair experi-

·ments; indeed, approximately 50% or the events in this sample lie outside the 

range of, ror instance, the CCFRR data. Other differences include the fact that 

the DIS experiments used here for comparison employed iron targets, while t his 

experiment used tungsten. Most previous lepton pair experiments have used the 

DIS forms as fixed input, and in fact have used the very 3ame forrp; th is analysis 

suggests that such a course is risky. It is true that P'"(x1) can accomodate 

different forms or G(~) and still give an acceptable x2 for the comparbon to th e 
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data, but internal consi3ltncy or the analysis has forced the use or the non

standard form of G(12). The example of the hybrid form of G(12) indicates that 

the disagreement with DIS measurements can be pushed entirely into the sea dis

tribution 12>.( 12). 

The K-factor is consistent with a value in the range 1.8 to 2.5. This is 

entirely due to systematic questions concerning o, G(12), and the total luminos

ity, Lo; the statistical error on K is the least troublesome aspect. Ally plan to 
study K's functional dependence on the ha.dronic variables or the problem must 

first overcome these systematic problems. 

The high statistics sample produced by this experiment and currently being 

analyzed should be able to resolve more clearly the true shape or P(x1) and 

G(12), and study the functional dependence of the scale breaking term, 'Y· 



CHAPTERV 

THE LEPTON PAIR ANGULAR DISTRIBUTION 

This chapter views the lepton pair data from a new angle. In chapter IV the 

leptonic degrees of freedom ( O* and ~*) were integrated over and the analysis 

focussed on the hadronic variables z1 and ~· In this chapter the leptonic vari

ables will be studied explicitly, and correlations between ()* and z11 and O* and 

Pr will be investigated. The fact that one can exploit these angular degrees of 

freedom contributes both to the power of the lepton pair experiment as a tool for 

studying hadronic phenomena, and to the difficulty of its analysis. Large numbers 

of events are required if one wishes to study a process differentially in many vari

ables. 

6.1 The Cross Section in O* and~· 

The leptonic degrees of freedom are emphasized when the cross section is 

expressed in terms of the helicity structure functions. In chapter I this was writ

ten (equation 1.3): 
') 

dn = .2._( ~)-[wi{I+cos20*) + WLsin20* + WAsin20*cos~* + WAAsin20*cos2<P*l 
cf qd!l* 3271"4 Ms J 

The helicity structure functions W:n WL, WA, and WAA may be fu nctions of the 

hadronic variables M, zF, and Pn hut have no hidden dependence on O* or tf>*. 

Defining the angular distribution by 

dN ( dn )-i da 
arl* = d'q d'qarl* I 

and using 
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2 
tfq 1 [()) - = - - (2WT+ WL), 
d4q 12~ Ma 

5.1 

which may be obtained Crom equation 1.3 by integration, one has 

dN = ~ ( 1 
) [1+cos20* + Asin20* + &in20*cos<P* + C5in20*cos2<P*] 5.2 

'41* 871' A+2 

where A= Wi/ W Ti B W~/ W Ti and 0 W~~/ WT· One often encounters vari

ables other than A, B, and C in the literature. 83 The angles fr and <P* are 

ref erred to some set or a.xes determined by one's choice or helicity frame; the 

Collins-Soper, S-channel, T-channel, and U-channel helicity frames were defined 

in chapter I. 

When integrated over <P* the angular distribution becomes 

dN _ 3 ( 211*) 
.If () ) - ( ) l+ocos " U\cos * 4 A+2 

5.3 

where 

1-A 
o=-= 

l+A 
5.4 

Because of the small size or the data sample, the analysis of this chapter will 

focus on the cos()* distributions, with the principal aim being to measure o and 

study its dependence on z1 and P,.. 

6.2 Measurements or() vs. Xi: Results or Other Experiments 

Many experiments have published measurements or o based on global data 

samples2 but only a handful have studied o differentially in z1. These include 

E444,84 NA3,55 NAI0,88 and OMEGA.67 Their results are summarized in table 13 

and plotted in figure 58; all measurements quoted are made in the T-channel heli-

. city Crame. A . glance at the figure reveals immediately the state of our current 

knowledge. 
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TABLE 13 

SUMMARY OF MEASUREMENTS OF a AT VARIOUS z1 VALUES 

zi• E444 NA3 NAlO OMEGAt 

Pr<l PT> l Pr<I Pr>l 

.30 1.40±.50 -.17±.65 .75±.27 

.50 .88±.28 .73±.rn .46±.19 

.70 .57±.28 .81±.23 .75±.23 

.00 -.16±.32 1.85±.54 .81±.40 

.30 .44±.12 .4Q±.08 

.41 .71±.61 .61± .11 

.56 .24±.16 .65± .22 

.66 -.39±.37 .53± .37 

.23 .56±.4Q 

.36 .Q2±.30 

.53 .12±.2Q 

.75 .12±.40 

• The Xi value indicated is the bin center. In the case of the OMEGA data, xi is 

estimated from the published values of xF and M. 

t o :MEGA data are from a lower mass range, M=2-2.7 GeV; the other experi

ments explore the range M>4 GeV. 

6.3 Results on cosO• Distributions 

For the study of costJ* distributions, the data are binned in 15 bins of cosO* 

and acceptance corrected bin by bin. Bins with less than .2% acceptance are not 

used. The background study discussed in chapter ID indicated that one expects 
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m this sample approximately 13 background events, mostly concentrated at 

lcosB*l>-7. The artificial background events generated by that study are sub

tracted bin by bin from the raw data before acceptance correction. The effect or 

the background subtraction on the measurement or a is in all cases less than the 

statistical error on a. 

Figure 5g shows costJ* distributions in the four helicity frames, based on the 

global data sample. The so1id lines are fits to l+acos20*, and the values of a 

obtained from these fits are indicated in table 14. 

TABLE 14 

GLOBAL FITS TO l+acos26* 

Frame a x2/d.o.r. 

Collins-Soper .82±.26 rn.6/10 

S-Channel .17±.rn 13.3/11 

T-Channel .82±.20 14.8/12 

U-Channel .35±.22 17.0/11 

In these results it is apparent that the Collins-Soper and T-channel frames 

show the greatest degree or spin-alignment. 

The cos6* distributions may also be studied in 4 z1 bins, z1=.2-.4, 

z1=.4-.6, z1=.6-.8, and z1=.8-l.O. These distributions, together with the fits, 

are shown in figure 60 for the Collins-Soper frame, and figure 61 for the T

channel. There is evidence in these figures that the angular distribution is chang-

· ing as a function of x1. The table below summarizes the results of the fits. 

The x2 values for these fits are all quite acceptable. Taken together, the x2 

values are 51.Q for 48 degrees of freedom in the T-channel, and 44.0 for 45 

degrees of freedom in the Collins-Soper frame. The data are thus well fit by a 

variable a that Calls with increasing z1. This effect was first observed in E444, 

and is consistent with the higher twist model. Figures 62 and 63 show the a plot

ted against z1 for Collins-Soper and T-channel respectively. The prediction of 
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TABLE 15 

FITS TO l+Qcos20* IN COLLINS-SOPER AND T-CHANNEL 

%1 Collins-Soper T-Channel 

Q x2/d.o.r. Q x2/d.o.f. 

.2-.4 1.72±.74 15.1/10 1.79±.63 17.'J/12 

.4-.6 .Q5±.44 8.4/11 1.18±.46 3.8/11 

.6-.8 .55±.39 8.3/12 .35±.31 14.Q/12 

.8-1. -.13±.4g 12.2/12 - .26±.37 15.3/13 

the Berger-Brodsky model is superimposed. In calculating this curve, the values 

AP= 26.6 GeV2 and ~2 = .32 GeV2 are used, the lat ter value having been 

estimated from the structure function fi ts in the last chapter. 

The data show the same qualitative trend with z1 as the theoretical predic

tion, but the error bars are large. How significant is the effect! To make a quanti

tative test Of the Sensitivity Of the data tO Variation in QI a fit Was made COn• 

straining a to be the same in all z1 bins.* In the Collins-Soper frame this yielded 

a = .71 ± .24, with a x2 of 4Q.3 for 48 degrees of freedom (x2 C.L. = 42%); in 

t he T-channel, the results were a.:___ .68±.20, and x2 = 61 .Q for 51 degrees of 

freedom (x2 C.L. = 14%). These are still acceptable fits to the data. On the 

other hand , forcing Q = 1 for all four bins of x1, in conformity with the parton 

model expectation, yields a x2 of SQ.I for 4g degrees of freedom (x2 C.L. = 14%) 

in the Collins-Soper frame, a.nd 7 4.5 for 52 degrees of freedom (x2 C.L. = 2%) in 

the T-channel. 

These measurements of a can be related to the structure function measure

ments or the last chapter, and good agreement is found. It will be recalled from 

• T hi• ii 110, lbe ume u ULiDg lbe dab globally, since .. tepanle 11oraalisaLioD. ror eacb %1 region ia Allowed. 
111 &he global fi&, Lhe high %1 dala. a.re ouhambered by lbe low %1 di.ta, 10 lhe 6Ued () menely rdede Lbe Q 
chanderietic o( Lbe domiu.11& (lower) %1 region. 
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chapter I (or equation 5.1) that the pion structure function measured in chapter 

IV is related to the helicity structure functions by 

1 
P(zi) r-.J W:r{z1) + 2 WL(z1) 5.5 

where the W r and WL are integrated over all remaining variables. The higher 

twist model in particular specifies that the scale breaking parameter, 71 measured 

in the structure function fits of the last chapter, should be simply .!.. WL. Since 
2 

the angular distribution parameter A, defined in equation 5.2, is related to WL by 

A= WL/ W Ti the relationship 

.!.. WrA ~ 1 
2 

5.6 

should hold. Using Wr = (1-z1)
2, and, A= (1-a)/(l+a), one therefore expects 

.!.(l-z1)2 l-a ~ 1 
2 l+a 

at high z1. Taking the values of a Crom the highest-z1 bin, one finds the angular 

distribution measurements lead to the following estimates: 

1 ~ .0085±.0068 

1 ~ .0065± .0065 

(T-channel) 

(Collins-Soper). 

These figures are to be compared with the result 

1 = .0056±.00IQ 

found in the pion structure function analysis; the agreement is quite good. 

Systematic errors on a are estimated Crom the uncertainties of the back

. ground subtraction, the hodoscope efficiency correction, and Crom the statistics or 

the Monte Carlo acceptance calculation to be 

~O'eyirt. < 0.3. 

It is important to note that neither the background subtraction nor the hodo

scope efficiency correction has created the variation or a with x1: H neither or 

these procedures is used in the analysis, a is increased by 0.2 in the critical bin, 

x1 = .8-1.0. This is still well within the statistical error or ,....,,0.4, and does not 
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significantly alter the conclusion. Moreover, the angular distribution o( muon 

pairs resulting from J/t/J decay has been studied in this experiment, using the 

same method of background subtraction and the same hodoscope efficiency 

correction, but a in this case is not observed to vary at all with z1. With approxi

mately 75K J/,P's in the sample, the statistics of this measurement is quite good. 

T he variation seen here is therefore not likely to result Crom systematic problems. 

Another potential source of distortion is the variation o( Q with Pr; it is 

known that QCD corrections to the classical Drell-Yan model lead to a depen

dence of the angular distribution on P1. The result o( Collins' calculation o( this 

effect was discussed in chapter I. In terms of the the cos9* distribution, the pred

iction (or Q is 

a= 

1 ~T 
1---

2 AP 
~· 

1+!-2:. 
2 AP 

In figure 64 the cos9* distribution is plotted in 3 bins of Pr/ M in t he Collins

Soper frame. Figure 65 shows the same for the T-channel. In both cases, fits to 

l+o-cos29• are superimposed, and the fitted values of Q are given in table 16. 

TABLE 16 

VALUES OF a IN 3 REGIONS OF Pr/M 

Q 

Pr/M Collins-Soper T-channe) 

.0-.17 1.18±.52 1.23±.54 

.17-.30 .86±.42 .71±.40 

.30-.80 .57±.59 .74± .51 

Figure 66 shows the values of Q plotted against Pr/ M with the above prediction 

superimposed. The agreement with the prediction is good, but the errors are 
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large, and it is not clear that one is even testing a QCD prediction at these values 

of P Tl M. It was noted in chapter I that the parton model with intrinsic parton 

transverse momentum included predicts a dependence or Q on Pn at low PT/ M, 

the parton model and this QCD model both predict Q~l-2(PT/ MJ2• 

In any case, the effect of PT on Q is clearly quite small in the region of PT 

considered, and thus cannot be responsible for the fall or Q with increasing z1• 

This is particularly true given that the mean PT has been observed (figure 57) to 

rail with Zt· From the values or <YT> taken from figure 57, one may deduce 

that Q would be > .g6 if the gluon bremstrahlung mechanism were the only one 

altering the angular distribution. 

i.4 Conclusions 

The variation or Q with z1 previously seen in E444 is observed again in these 

data. The effect is consistent with the Berger-Brodsky model prediction for Q(z1). 

A constant value or Q also provides a satisfactory fit -to the data, but at a some

what lower confidence level. The relationship between Q and the scale breaking 

piece or the pion structure function is predicted by the higher twist model and 

confirmed here quite strikingly. Dependence or Q on PT is observed, and seen to 

be in good agreement with the QCD prediction. The dependence is small and 

becomes significant only at large PT; this means the leading twist and higher 

twist effects are cleanly separated in this experiment. 



CHAPTER VI 

CONCLUSIONS 

T his dissertation has reported on the analysis of a sample of high- mass 

muon pairs. The experimental apparatus was designed to give good acceptance at 

high-z and this study focussed specifically on the characteristics of the mu-pair 

production in this kinematic region. Both pion and nucleon structure functions 

have been extracted, along with the associated K-factor, and the mu-pair angular 

distribution has been studied both globally and in bins or z1and Pr/M In addi

tion, results were obtained for <rr> vs. z1• 

The material presented here has proven to be consistent with predictions or 

the higher-twist model. This pion structure fu nction can be fi t quite acceptably 

by the form involving a small constant t erm, though it fi ts as well - or better -

to more traditional forms. The cosO* distributions, on the other hand, are fit well 

by the model prediction, and poorly by the standard Drell-Yan prediction. Many 

diverse and seemingly unrelated features of the data are neatly tied together 

when viewed in the context or the higher-twist model. Both the angular distribu

t ion coeffi cient Q and the mean transverse momentum of the mu-pairs, <rr>, 
can be quantitatively related to the longitudinal piece, "/, of the pion structure 

fu nct ion. 

The model itselC, despite the name, "higher-twist," has its origin in simple, 

phenomenologically appealing concepts, and the single gluon exchange embodied 

in the model presents a plausible way or generating the high-z tail or the pion 

wave func tion. Indeed, one expects the high-z component to be produced largely 

by some single hard process: a conspiracy of soft processes seems unlikely. The 

model thus appears to rest on a natural basis, and it is not at all surprising that 

the general predictions of Berger and Brodsky's QCD calculation are anticipated 
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by the phenomenological arguments or Farrar and Jackson, and even, to a lesser 

extent, argued heuristically Crom considerations or the manner in which one 

expects the classical Drell-Yan picture to break down. 

Still, it should be borne in mind that the data sample analyzed here is quite 

small, and the analysis limited, therefore, in scope. The apparent consistency or 

the data with the predictions reflects only agreement with the most general 

aspects or the model and the detailed predictions or the model have, or necessity' 

gone unexamined. Simplifications in this analysis have included regarding the 

longitudinal structure (unction as a constant, and treating only the projected 

cos()* distributions. Even with this relatively conservative approach, the statisti

cal errors on quantities or interest remain significant. 

The nucleon structure function at low-z has presented some interesting 

Ceatures whose significance remains to be understood. The agreement with other 

muon-pair experiments on this issue strengthens the observation. 

The results presented in this dissertation make a small contribution to our 

understanding or hadronic structure. By use or the muon pair production process, 

the experiment has been able to study some aspects or hadronic structure not 

available to the more traditional deep inelastic scattering experiments, and to 

test our understanding or the strong interactions in novel ways. The technique 

remains a powerCul one that will doubtless see Cuture application. 
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Figure 1 -- Parton model picture of the deep inelast ic scattering 

process. A lepton of momentum k interacts with a parton in the 

hadron through the exchange of a virtual boson of momentum q. P 
indicates the initial momentum of the hadron. 
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Figure 2 -- Parton model picture of lepton pair production. Hadrons 

h1 and ~ collide and partons q and q annihilate to produce a virtual 

photon of moment um Q which subsequently decays into leptons r+ 
and t. 
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Figure 3 -- Definition of reference axes m the 1* rest frame. See 

§1.3 for details. 
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Figure 4 - General illustration of the lepton pair production pro

cess, h1"1, - r+tX. The open circle represents the unknown 

hadronic processes the experiment seeks to decipher. 
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Figure S - lliustration or the process used by Farrar and Jn.tkson to 

generate the high-z component or the pion wave function. The 

diagram shows the hypothetical case of deep inelastic scattering ofJ 

a pion. 
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Figure 6 - Illustration or the lowest order QCD correction to lepton 

pair production; (a) and (b) are "annihilation" channels, and (c) 

and (d) are "Compton" channels. 
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Figure 7 - Diagrams used by Berger and Brodsky in their higher

twist model. The upper diagram is like that of the Farrar and 

Jackson model; the lower is required to maintain gauge invariance. 
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Figure 8 - Plan and elevation views of the E615 experimental 

apparatus. A more detailed view of the spectrometer region is 

shown in figure 13. 
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Figure g -- Plan view or the selection magnet. 
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Figure 10 - Elevation view of the selection magnet, with the beryl

lium and carbon absorber labelled. 
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Figure 11 - Vertical fi eld strength (B
1

) in the selection magnet as a 

fu nction of z along the central ax is, x=O, y=O. B is in gauss, and z 

is in inches; z=O at the upstream face of the magnet. Arrows indi

cate upstream and downstream edges of the magnet. 
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Figure 12 -- Vertical field strength (By) in the analysis magnet a5 a 

function of z. B is in kilogauss, z is in inches; z=O at the center of 

the magnet. Arrows indicate center and edge of magnet. 
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Figure 13 -- Plan view of the spectrometer region indicating the lay

out of chambers and hodoscope planes. A typical event is superim

posed. 



F-bank 

F,-

I 
~ 

bank 

-

e 
~ 

_ .... 

I 

-

D-bank 

I 

~ 
~ 

-

C-bank 

-

. .. 

' J 
I / 

'" 

I 
/ I 

' 
1 } 

\ 7 

I ~ 
0 ... -
~ 

2 -
. 

. 
C7) ... 
~ 

..0 s 
~ 

.cl 
C,) ... ..... 
'i: 
Q 

~ .l!l ~ 
fl) a.> 
>-. ei -

~ 
~ ~ 

~ ~ 

~fl) 

C,) 
0.. 
;::: 
~ 

I 
7 



Figure 14 -- Upper diagram shows layout of the high voltage 

tv1WPC cathode plane; lower diagram shows layout of MWPC 

a.node wires. See text (§2.6.l) for details. 
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Figure 15 -- Organization of the MWPC readout electronics. See 

text (§2.6.2) for details. 
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Figure 16 -- Perspective drawing of hodoscope trigger planes with 

typical event superimposed. The CY, DY, E, and F banks are each 

required to have either 2 nonadjacent hits, or 3 or more. Details of 

the trigger are covered in §2.g. 
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Figure 17 -- Diagram of the C hodoscope bank indicating the 

arrangement and sizes of counters. Upper drawing shows CX, lower 

shows CY. View is looking downstream. 
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Figure 18 -- Diagram of the D hodosr,ope bank indicating the 

arrangement and sizes of counters. Upper drawing shows DX, lower 

shows DY. View is looking downstream. 
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Figure 19 -- Diagram of H_;1' F 111.j f ;.~ .. ks indicating the arrange

ment and sizes of coun~•: • ::. . i·J, .. ,,: ttat tLe central region has nar

rower counters; this impfuve:, th~ accept;, ·uce ior high-x events by 

reducing losses to the nouadjacency requiren1e11t. View is looking 

downstream. 
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Figure 20 -- Plot of ()z vs. p at the target, bef• .. re halo cut. Each dot 

represents one track (hence, two dots per <:v~lit). The enhancement 

on the left is due to muons in the beam; ~ : h;:- .enhancement in the 

upper middle region is due to the decay of :.e• ondary 11"+ and K+. 
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Figure 21 -- Comparison of momentum spectra for positive tracks 

(solid line) and negative tracks (crosses) before halo cut. The 

enhancement of soft positive and stiff negative tracks stands out 

very clearly. 
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Figure 22 -- Illustration of the halo cut. See text (§3.2) for discus

s10n . 
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Figure 23 -- Plot or ()z VS. p after the halo cut. 
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Figure 24 -- Comparison of momentum spectra after the halo cut. 
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Figure 25 -- Comparison between Monte Carlo (solid line) and data 

(crosses) for x and y projections or the detector illumination. 



2 
1U0><10 

f Events 

2 
2.2Dx10 

2 
0.00NO 

2 
~ .20ic10 

I Events 

2 
2 .• 101Cl0 

2 
0.00>clO 

- 141 -

;---------'---------'-: - 2 .001<10
2 
-t----·---~-

D-bank, z.-projection I D-bank, y-projection 

-1.ZS CJ .00 1.25 

C-bank, z.-projection 

i xx~ 
-C .75 G.00 0.75 

x 

*Events 

2 
1.00><10 

2 
0.00)1.10 

2 
1.70x10 

I Events 

2 
0.851110 

2 
O.OOxlO 

-0.60 o.oo 

C-bank, y-projection 

-0.30 0.00 

y 

o.so 

o.ao 



Figure 26 -- Comparison between Monte Carlo (solid line) and data 

(crosses) in six different kinematic v~.ril:<b;es . 
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Figure 27 -- Comparison between Monte Carlo (solid line) and data 

(crosses) 
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Figure 28 -- Comparison between Monte Carlo (solid line) and data 

I crosses) for cosO* in 4 bins of x1. 
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Figure 29 - Acceptance in Mass and P T· 
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Figure 30 - Acceptance in zF and .z1. 
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Figure 31 - Acceptance in ~* and ~LAB-
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Figure 32 -- Acceptance in cosO* in four helicity frames. 
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Figure 33 -- Acceptance in cosfJ* in four bins of x1. (Collins-Soper 

frame) 
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Figure 34 - Illumination plot at D-bank, illustrating bodoscope 

inefficiencies. Each entry represents one track, and each cell 

represents the overlap of a DX and DY counter. T he view is looking 

upstream; the blank rectangle in the center is the beam bole. An 

inefficient counter is indicated by the arrow; the efficiency for that 

row is plotted in figure 35. 
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Figure 35 -- Efficiencies of hodoscopes DYI5 and DY39 plotted 

against the number of the overlapping DX counters. Note that 

DY1 5 is fully efficient while DY39 shows poor efficiency. The posi

tion of these two counter is indicated by the arrow in figure 34. 
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Figure 36 -- Comparison of Monte Carlo (solid line) with data 

(crosses) at the DX-bank . Each bin represents one DX counter. 

T he Monte Carlo has been corrected for hodoscope inefficiencies. 
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Figure 37 -- Comparison of Monte Carlo (solid line) with data 

(crosses) at the DY-bank. Each bin represents on DY counter. 

Upper plot is the east side of the bank (counters 1-24), lower plot is 

west side (coun ters 25-48). Monte Carlo has been corrected for 

hodoscope inefficiencies. 
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Figure 38 -- Ratio of acceptance in cosfJ* after efficiency correction 

to acceptance in cosfJ* before efficiency correction. 
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Figure 39 -- Ratio of acceptance in cosO* after efficiency correction 

to acceptance in cosO* before efficiency correction in four bins of x1. 

(Collins-Soper frame) 
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Figure 40 -- Efficiency of MWPC plane #1, plotted against wire 

number. Each bin of the plot represents one pre-amp (8 sense 

wires). The plot illustrates both typical efficiencies and typical 

problems: the large gap was due to two pre-amp cards having been 

swapped; the next small dip is due to two missing wires; the next 

two dips are due to one missing wire or failing channel each. (The 

left-most gap is due to statistics at the edge.) 
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Figure 41 -- Efficiency of Drift Chamber plane #6, plotted against 

cell number. Each bin represents one cell. The 7-cell periodicity 

indicates trouble in a digitizer board. 
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Figure 42 -- Reconstruction efficiency as a function of the kinematic 

variables. 
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Figure 43 -- Reconstruction efficiency as a function of cos()* in four 

bins of x1. 
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Figure 44 -- Comparison of data (solid line) and Monte Carlo 

(crosses) for the momentum spectrum of beam muons in the spec

trometer. The beam tune used in HALO for this comparison was 

<Ptr> = 263 GeV /c. 
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Figure 45 -- Beam momentum spectrum predicted by HALO with 

<Prr> = 263 GeV /c. 
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F igure 46 -- Resolution and smearing of x1. Solid line indicates a zi' 

dotted line indicates ~x1 , the shift between the reconstructed and 

generated values. 
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Figure 47 - Resolution and smearing m cosO*. The upper plot 

shows ucose• (solid line) and .6.cosO* (dotted line) plotted against 

cosO*. The lower plot shows the same quantities plotted against x1. 
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Figure 48 -- CosO* distributions for real events (upper plot) and for 

random combinations of single-muon t racks (lower plot). The back

ground calculation is normalized by scaling the lower plot so the 

lowest bins of these plots match. 
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Figure 4g -- Distributions of the 13.l background events m 6 

kinematic variables. 
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Figure 50 - Comparison of G(~) determined by CDHS and CCFRR 

data. See reference 57 for sources. 
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Figure 51 ;- Scatter plot or all events in Z1-~· Kinematic cuts, 

4.0<M<8.5 and zF>O.O, are shown, along with the binning used in 

this analysis. 
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Figure 52 -- G( ~) after iterated projections. The solid line IS 

G(~) = .3Q(l-~)3·H 



- 195 -

G(r,) 

t 

0.00 0.20 0.40 



Figure 53 -- G( ~) after iterated projections. The solid line is G( ~) 

determined Crom CCFRR data; normalization or the data points is 

discussed in the text . . . 
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Figure 54 - Measurements of G(x..z) by three mu-pair experiments. 

The solid curve is G(x..z) computed from CCFRR results; normaliza

tion of the data is discussed in the text. The error bar to the left or . 
the curve represents ±1 standard deviation (statistical errors only) 

for the curve. 
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Figure 55 - F"(x1) after iterated projections. The solid line IS 

P'(z1) = .85J.Zi(t- x1)1·53 • 
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Figure 56 - F"'( z1) after iterated projections. The solid line IS 

F"(z1) = 2.Qz1 [(1-z1)2 + .0056] 
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Figure 57 - Plot or <Yr> as a function or x,. 
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Figure 58 -- Existing measurements of o at various values of z1 

Dotted lines indicate o=±l. 
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Figure 59 - CosO* distributions in four helicity frames. The solid 

curves are fits to l+crcos20*; values of er are contained in table 14. 
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Figure 60 - CosO* distributions in four regions of z1. ( Collins·Soper 

frame) The solid curves are fits to l+acos26*; values of a are con

tained in table 15. 
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Figure 61 - CosO• distributions in Cour regions or z1. (T-Channel) 

The solid curves are fits to l+ocos20*; values or o are contained in 
table 15. 
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Figure 62 -- Plot of o veraua z1. (Collins-Soper frame} The solid 

curve is described in the text. 
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.figure 63 - Plot of o vuaua z1• (T-Channel) The solid curve is 

described in the text. 
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Figure 64 -- CosO* distributions in 3 regions of Pr/ M. (Collins

Soper Crame) The solid curves are fits to l+ocos20*; values of o are 

contained in table 16. 
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Figure 65 - CosO* distributions in 3 regions or Pr/ M. (T-Channel) 

The solid curves are fits to l+ncos20*; values or a are contained in 

table 16. 
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Figure 66 -- Plots of a versus Pr/Min Collins-Soper frame and T

Channel. The solid curves are described in the text. 
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