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ABSTRACT
A Study of the Decay D9 -+ K-w+wo
in High Engrgg Photoproduction
by

Donald Joseph Summers

A study of the charmed decay DO+K-w+w9 is presented.
D¥+ mesons were produced in a liquid hydrogen target by

the Fermilab Tagged Photon Beam, which consisted of

photons between 60 and 160 GeV. The 5.8 Mev/c2
D¥+-DO0-w+ mass difference was exploited to observe two
decay cascades:; D¥+5>DOy+, DOs*K-w+ and D¥+sDOy+,

DO>K-n+wO, wWO-»Y¥Y. We built and used a spectrometer,
which had almost +full acceptance for photons and
charged particles: to detect these decay products. The
relative efficieﬁcu of the spectrometer for detecting
these two decay cascades was determined with a Monte
Carlo simulation, which allowed us to find
B(DO3K~-nw+nw9) / B(DO93K-w+), Using the current branching
ratio for DO>*K-nw+ of 2. 4+0. 4% [1], we obtained a value
of 10. 3%x3. 74 for B(DO3K-w+mw0), A fit to the K-wtmo
Dalitz plot yielded branching ratios for K-p+, K¥—nqt,
K*0wo, and non-resonant final states. As compéred to a
previous result [2], we observed a significantly higher
non-resonant branching ratio and a significantly Ilower
branching ratio for K-pt. This new WK-p+ result is in
approximate agreement with the value " expected for an
I=1/2 final state [31].
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I. INTRODUCTION

Before discussing the weak decays of charmed DO
mesons, I will #first say a few words about the
recent history of weak interactions and the charmed
quark. The Weinberg—Salam gauge theory [4,35,6]
united weak and electromagnetic interactions by
introducing three massive vector bosons (W+, W-, and

Z9) to go along with the photon, a massless vector

bason. These massive vector bosons mediate weak
interactions just as the phaoton mediates
electromagnetic interactions. This theory 1is

consistent with hyperon decays and nuclear g—-decays.
In 1973 the weak neutral currents predicted by the
theory were seen [7.8] in reactions such as
vp * v + X, Recently the wi and Z9 have been +found
at CERN’s 540 GeV pp collider with masses near 81
and 93 GeV/c2, respectively [9, 10,111

In its 3 quark version, the Weinberg—Salam theory
has one left handed doublet (g')L' one left handed
singlet SL' and th?ee right handed singlets UR’ d .

R

and sR. The weak current eigenstate d’ is related
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to the mass . eigenstates By d’ = casfcd + sinécs.
where O is the Cabibbo mixing angle (experimentally
~1309). Strangeness changing neutral currents are
predicted by the last term in the expression
d’d’ = c0s20cdd + sin28.sT + cosdcsindc(dS + sd).

This prediction requires a much higher rate for the
reaction KE + p+p- than is experimentally observed.
In 1970 Glashow, Iliopoqlos. and Maiani (GIM) [121
were able fo cancel this strangness changing neutral
current by adding a fourth quark with the new
quantum number charm. This 4 quark version of the
Weinberg—Salam theory has two left handed doublets
(g) L and (:J L plus four right handed singleté UR'
dR, cR. and sR. The definition of d’ is the same as
before and 4 is €0s9cs — sindcd. The
strangness—-flavor changing neutral current cross

terms now cancel because (d’d‘+s’S’) = (dd+s3). The
discovery of the J/¢y and particles with observable
charm has added confi}mation to the GIM theory. The
GIM prediction tﬁat the decay of charmed quarks into
strange quarks would be Cabibbo favored by the

factor cot28, has also been confirmed L[31.
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We chose to produce charm with photons and a
fixed target, because it has certain advantages over
the more usual choice of ete- colliders. Due to the

Lorentz boost, less solid angle must be covered to

provide almost full acceptance, and threshold
Cerenkov counters can be vsed for particle
identification. Photon reconstruction efficiencies

tend to be less sensitive to the energies of decay
products in the center of mass frame.

We chose a photon beam instead of a hadron beam,
because photons are partially composed of virtual
quark—-antiquark pairs, and in particular display a
sizable coupliﬁg to cc pairs, while hadronic beams
must fish charm out of the quark sea.
Photoproduction has an order of magnitude less
hadronic background <than hadroproduction. And
finally, we chose photoproduction because it allowed
us to study different production mechanisms.

The non—leptonic weak decays of charmed D mesons
include two-body, quasi-two-body, and non-resonant
thfee—bodq final states. These bran;hing ratios are

of fundamental importance in determining the
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contriﬁutions of spectator quark and W-exchange
diagrams to the D meson decay process [3, 13-191.

To study this question, we observed two decay
cascades; D%+ < DOx+, DO <> K-+ and D¥*+ - DOy+, DO =
K=mw+wo, e - ¥X. (The charge conjugate is
implicitly included for all reactions.) We have
measured the relatiQe branching ratios of these two
decay modes, and from the DO » K-w+w0 Dalitz plot
(ngrmalizing tc the DO 5 K-w+ mrate) we have measured
the quasi-two—body (K-p+, K*070, and K*-m+) and
ﬁon~resonant three—~body branching ratios. Qur
results for the cantributions Ffrom K-p+ and
non—resonant three—-body modes differ from those
reported previously C[21; we observe a significant
non—-resonant branching ratio, and we observe a
smaller K-pt branching ratio, which is in
significantlg better agreement with I=1/2 dominance.

Qur 1isospin measurement helps illuminate ¢the
nature of weak charmed meson decay. The W—exchange
diagram requires an I=1/2 final state; the isospin
of the spectator diagram #final étate is, on the

other hand, an unknown mitture of I=1/2 and I=3/2.
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One quark contributes to the isospin of the
W—exchange diagram, while three quarks contribute to
the isospin of the spectator quark diagram (see
Figure 1). Our results are consistent with the
W—-exchange model, but do not necessarily require it.

The remaining pages of this introduction are
devoted to hardware and software. The parts of the
experiment necessary to produce, detect, and analyze
D mesons are emphasized. This experiment (ES516é) was
performed at the Fermi National Accelerator
Laboratory 1located in Batavia, Illinois using the
Tagged Photon Spectrometer Facility £20, 211.

Physicists from the National éesearch Council of

Canada, Carlton University, the University of
Taronto, Fermilab, the University of Oklahoma, the
University of Colorado. and the University of

California at Santa Barbara built the spectrometer
and performed the experiment. (Complementary
descriptions of ES16 may be found in Ph.D. theses by
Bruce Denby [22] and Alan Duncan [231.)

The D¥*+ events were produced by colliding photons

of known energies Tranging from 60 to 160 GeV with
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protons in a liquid hydrogen target. Thus, adequate
center of mass energies ranging up to 16 GeV were
available to photoproduce cc pairs. An almost full
acceptance spectrometer was used to detect forward
particles. Figures 2 and 3 shows the relative
locations of detectors in the spectrometer. We
measured charged track momenta with a system of two
analyzing magnets and 29 Drift Chamber planes. Two
multicell threshold Cerenkov counters were used to
identify charged p;rticles. These counters were of
particular importance to the D¥*+ signal; they
allowed us to tell.the difference between pions and
-kaons in the & ¢to 37 GeV/c mamentum range. The
Segmented Liquid Ionization Counter (SLIC) and a
pair of sméller Qutrigger ;ounters were used as
electromagnetic calqrimeters to detect ;hotons and
to identify electrons and positrons. Thus, the wo°’s
which were essential to finding the DG > K-w+mo
signal; were available.

The basic trigger demanded the presence of a
tagged photon and a hadronic interaction in the

target. Photons are 200 times as likely to produce
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ete- pairs as hadrons. Therefore; the trigger was
designed to reject pairs. This was achieved by
requiring that 30% or more of the tagged photon
energy be found in the forward electromagnetic and
vhadronic calorimeters, outside the SLIC pair plane.
Because the opening angle of ete- pairs 1is very
small, theg wereAspread into a horizontal plane by
the magnets. The opening angle, which is  dominated
by multiple scattering, is given by 21/?75. where t
is the thickness of the target in rgdiation lengths
and the energy E is measured in MeV. This angle is
typically one milliradian. We used recoil particles
to select high missing forward mass events from thé
basic hadronic trigger events. This selection
reduced the number of events to be recorded by an
order of magnitude. These particles were measured
and identified in a recoil detector consisting of
.three cylindrical proportional wire chambers and
four layers of scintillation counters. A fast data
driven trigger processorT combined the tagged photon
energy with the recoil information to calculate the

missing mass of hadronic events. The trigger
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probessor was used to demand either a single recoil
proton at the primary vertex with high missing mass
or more than three recoil particles. In summary,
our trigger preferentially selected high mass
hadrqnic interactions, which reduced the number of
hadronic events to a level which could be Trtecorded
on tape.

After building the Tagged Photon spectrometer, we
produced events, reconstructed particle 4-vectors,
and found the D meson signals. Approximately 18
million recoil +¢triggers were written onto one
thousand 6250 byte per inch magnetic data tapes
during the months #from December 1980 through Juné
1981. The 4-vectors of particles in these events
were reconstructed using programs containing some
60000 lines of Fortran code. Five separate computer
systems were used for 4-vector reconstruction,
including.a six IBM 370/168 emulator system built by
our University of Toronto colleagues. (The
computing requirements of modern mylti-particle
spectrometers are enormous.) With the 4—-vectors in

hand, we devised cuts to extract <the D meson
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signals, and then performed a Monte Carlo
calculation to find the reconstruction efficiencies
for the K-wtw+t and K-wtwow+ final states. A fit to
the K-m+n9 Dalitz plot yielded branching ratios for
K-p+, K#-w+, K®*07w0, and non-resonant final states.
This investigation has rtesulted in the largest
sample of DO » K-w+no decagsf the dominanf Do decay

mode, tveported to date.
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II. TAGGED PHOTON BEAM
A. ELECTRON BEAM

The tagged photon beam began one mile southuwest
of TPL in a cylinder of hgd;agen gas. The hydrogen
atoms were stripped of <their electrons by an
electric arc to yield protons which were accelerated
to 800 keV in the Cock:%oft-walton. to 200 MeV in
the LINAC, and to 8 GeV in the booster ring, before
being injected into the main proton synchetron ([241]
(see Figures 4 through 8). Once in the main ring of
magnefs. 16 radio frequency cavities, at location
FO, accelerated the pratons to 400 GeV. The RF
cavities also grouped the protons., which wusually
numbered somewhat fewer than 2x1012 per spill, into
buckets two nanoseconds long and 18.5 nanoseconds
apart. This acceleration cycle was rTepeated every
10 seconds.

The beam was then extracted from the main ring
during a one second spill and split by septa into 3

beams which went to the Meson, Neutrino, and Proton
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experimental areas. The Proton area beam was
further split into beams for the P-West, P-Center.
and P-East areas.

The 'P—East beam (™~4x1012 protons/spill) was
directed onto a 30 cm long beryllium target.
Charged particles coming from this target  were
magnetically guided into a dump while neutrals such
as photons from w9 decays, neutrons, and Kt's
cantinued on to a half radiation length lead target.
Electrons produced by the reaction, ¥Z » ete-1, in
the lead target were transported by 11 magnets away
from non-negatively charged particles to a thin
copper radiator. These magnets., in conjunction with
4 collimators, allowed one to tune <the final
electron beam momentum ¢to any value between 5 and
300 GeV/c with a momentum resolution of £2. 5%. The
w—- particles produced along with the electrons in
the lead target were reduced to the>1Z level in the
electron beam by exploiting their production at
relatively high transverse momentum. The wvertical
collimator, CV423, was positioned to intercept these

pions. The electrons passed through this



12
collimator, because they had been produced virtually
parallel to photans from the beryllium target and
were only spread horizontally by the main bending

magnets due to their differing momenta.
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B. TAGGING SYSTEM

The monochromatic electron beam produced
bremsstrahlung photons as it hit the 1/5 radiation
length copper radiator. Three tagging magnets bent
each electron to the east as shown in Figure 9.
Those which radiated a high energy photon entered a
scintillation strip hodoscope (H1-H13) and shower
counter block (L1-L13) unit. A coincidence between
a hodoscope strip and a corresponding shower counter

block defined a TAG. The coincidence also demanded

that the electromagnetic shower counter energy
measutrement (E‘) and the hodoscope momentum
measurement be consistent with an electron. Thus

the energy of the photon which continued on to the

spectrometer was

’

E =E -

X BEAM
Tagged photons were produced virtually parallel to
the electron beam. The typical divergence of a
milliradian was a sum in quadrature of the electron

beam divergence, the production angle (&=m/E), and

multiple scattering (6=21/t/E, where t is in
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radiation lengths and E is in MeV).

The problem of multiple br;msstrahlung in the
fadiator was solved by placing 3 small
tungsten—scintillatar shouwer counters in and near
the beam just in front of the SLIC. The central
caunter in this array of electromagnetic shower
detectors was cailed the C-Counter and was used to
measure the energy of photons which did not interact
in the hydrogen target. The two neighboring
counters, C—-East and C-West, were used to measure
the . energy of photons which produced high energy
ete~ pairs in the target. Calling +the energy
detected in the C-Counter E., the tagged photon
energy may be appropriately corrected.

E =E - E’ - E¢
¥ BEAM

The energy spectrum of tagged photons produced by

a 170 GeV electron beam is shown in Figure 10.
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ITII. TAGGED PHOTON SPECTROMETER FACILITY HARDWARE

A, LIQUID HYDROGEN TARGET

ES16 used a target consisting of a 2" diameter S
mil mylar +flask 150 centimeters long filled with
liquid Hs. Hydrogen was chosen as a target material
because its nucleus is simple, a single proton, and
because its liquid density is low enough (p=0. 0708
g/cm3) to wusually permit recoiling particles to
escape. To provide thermal insulation with a
minimum of mass a 5" outside diameter, 1/2" thick
Rohacell foam vacuum jacket covered with another S
mils of mylar was employed. The mylar and foam
presenﬁed 0.103 gm/cm2 to protons recoiling at 909,
as compared to 0.36 gm/cm2 for 2" of liquid Ha. The
length of the target was chosen to maximize the
event rate while minimizing secondary interactions.
Qur 130 centimeter 1liquid Hp target was 0.17
radiation lengths and 0.25 nuclear collision lengths

long.
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B. RECOIL DETECTOR

A recoil detector consisting of three cylindrical
proportional wire chambers (PWC’s), and four
cylindrical 1layers of segmented scintillation
counters (plastic A and B layers, liquid C and D
layers) was used- to +find the four—vectors of
particles emerging from the hydrogen target at large
angles to the beam direction. The recoil detector
is shown in Figure 11 and is described in Reference
£251.

The main purpose of the Recoil Detector was to
measure the forward missing mass (Myx) in the case of

a single recoil proton.

My = P3 =(P-P-P 7
$ i TAG
2 > > 2
= (E-m-E } = {p - p )
TAG TAG

= 2E (pcosé = T) + T°= p°
TAG

-2E (pcos® - T) - 2mT
TAG

where P » P, and P are the 4-vectors of the
TAG i £

incident photon, initial proton, and final proton.
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respectively; and p. m, E, T, and © are the
3-momenta, mass. energy, kinetic energy, and angle
with respect to the incident photon, of the +final
proton, Tespectively.

The trajectaories of charged rtecoil tracks were
determined by the three PWC’s placed concentrically
around the hydrogen target. Longitudinal anode
wires were wused to measure the azimuthal angle ¢
while circumferential copper cathode strips measured
the polar angle 6. The spacing of the anode wires
was 4 mm and the spacing of the cathode strips was
1.52 mm. The construction of the PWC’s is shown in
Figures 12 and 13.

Particle energies and identities were determined
by comparing energy depositions in each of the four
scintillation layers with Bethe—-Bloch [25]1 dE/dx
predictions. Each scintillation layer was divided
into 15 segments in @ to allow the rtecoil detector
to reconstruct events with more than one particle.
Phototubes wefe placed on both ends of the first
layer to measure longitudinal positions with end to

end timing. This also permitted the identification
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of slow particles which stopped in this layer by
time of flight measurements. Phototube pulse
heights were digitized by 12-bit LeCroy 2280 ADC'’s.
The recoil information was written onto the data
tape and was also sent %o the trigger processor
which calculated the forward missing mass in a few

microsecands.
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C. ANALYZING MAGNETS

Two large aperture S kilogauss—meter magnets
called Mi and M2 were used to analyze the momenta of

charged particles created in the 1liquid hydrogen

target. Fast forward particles, which went through
both magnets, were measured with the entire
spectrometer. Wide angle particles were detected

with less resolution by a Drift Chamber (D2) and a
pair 'of‘ electromagnetic calorimeters (Qutriggers)
. placed between M1 and M2. Figures 14 and 15 picture
the magnets.

Precise magnetic field measurements were needed
to convert Drift Chamber ¢track positions into
accurate particle momenta. What was the precision
necessary to match the Drift Chamber resoclution? A
Drift Chamber plane with a resolution of 200 microns
placed 2 meters from the center of a'magnet requifes
that the bend angle error(adé) be 1less than O.1
milliéadian. Thus for a typical S5 GeV/c tfack an
error less than 0.017 kilogauss—meters or 1/3% b? 5

kilogauss—meters is essential.
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> > > > 3>
dp/dt = (q/c)(vxB), dt = d{/v
> 3 > > 2

A9 = dp/p = (q/pc)B.dl
> >
B*d? = a0(pc/q)

> .
AfBedf =a0(3GeV/c)/(10-10¢c) = 0003/.03 =. 017 kg-m

Because the magnetic field integral was a
function of particle ¢trajectory a map was made of
each magnet using the Ziptrack [2&61, prior to data
taking. Ziptrack is a Fermilab magnet mapping
machine, which used three small mutually
perpendicular coils with a common center toc measure
the field. A miniature cart carried the coils down
an aluminum rail parallel to the beam line; The
changing magnetic field induced a current in <the
coils as predicted by Faraday’s Law. The magnetic
gradient integration was repeated and thus double
checked on the cart’s return to its origin. Two
computer controlled A—frame manipulators moved the
aluminum rail horizontally and vertically. Shaft
encoders kept track of the X and Y coordinates set
by the A-frames as well as the Z position of the

cart along ¢the aluminum rail. Each «coil was
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connected to its own integrator which added up the
induced current. Because the cart started in a
field free region the integration constant was
always zero. The integrated field was digitized by
a 12-bit ADC after each 0.95112" movement of the
cart. A PDP-11/705 computer provided overall control
through a CAMAC interface, and alsoc wrote the coil
positions and magnetic field values onto 9-track
magnetic tapes. Approximately 2 million field
measurements were made spaced along 4"x2"x0.95112"
grids. Ml was mapped'at 1800 amps and 2500 amps.
M2 was mapped at 900 amps, 1860 amps, and 2500 amps.
Saturation of ¢the iron caused scaling of the M2
magnetic field with current to be about 4%
non-linear by the time it reached 2500 amps.

The magnetic fields were measured to an accuracy
better than the 1/3%Z necessary. This conclusion is
based on duplicate measurements of points,
comparison of nearby points, and the symmetry of the
field around the beam axis.

The magnetic field maps were fit to polynomials

which where wused in the tracking reconstruction.
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Functions £27, 28, 291 and polynomials whose
divergence and curl vanish have the advantage that
they constrain the magnetic field to obey Maxwell’s

equations in a current free region.
> > > >
VeB = YxB = 0O

Average magnetic field deviations of O. 1% were found

by fitting such functions. Thus, the field
measurements are consistent with Maxwell'’s
equations. The data reduction program,; however,

used ordinary polynomials to save computer time.

Not only must the magnetic fields be known as a
function of.space, they must be known as a function
(ﬁopefullg constant) of time as well. The analyzing
magnets were monitored several ﬁi#ferent ways during
the run %o make sure that the fields rtemained
constant(aB/B < 1/3%).

First, the direct current supplied to each magnet
was continuously measured and regulated by the beam
line computer.

Second, nuclear magnetic resaﬁance was used not

only to establish the absoclute central field of each
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magnet but also to check that the ML field remained
constant during the data run (December 1980 through
June 1981). With M1 set to 1800 amps the NMR gave
readings of 3866 gauss on 11 September 1980, 3863
gauss on 29 January 1981, and 3865 gauss on 29 March
1981. The M1 +field jitter is 0O.04%, according to
the NMR, which is well below 1/3%.

Third, each magnet’s current was checked daily by
measuring the voltage drop across a 10 g ohm shunt
in series with it. Typical deviations were at <the
0.1%Z level. while the accuracy of the DVM used to
read the shunt voltage was 0. 03%.

Fourth, Hall probes were glued onto the pole
faces of each magnet to monitor the actual magnetic
fields continuously. The outpdt voltages from the
Hall probe electronics (F.W. Bell Model 620
Gaussmeters; rated accuracy Q. 25%) mefe amplified by
Precision Monolithics OP-07AJ wultra~-low offset
valtage operational amplifiers so as to exploit the
12 bit LeCroy 2232 ADC‘’s capability of resolving
1/3%Z errors. As a precaution, the digitized

voltages were written onto the data tape once per
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beam spill, so that the magnetic fields' could be
calculated on a spill by spill basis for the offline
analysis. The stability of the magnets made ¢this
unnecessary in practice. The Hall probes also
allowed the online monitor program to issue warnings
if the magnetic Figlds changed;

And finallg. a ﬁanitafing system made sure that
the voltage drop across each coil in a magnet was
the same. Differences would have indicated turn to
turn shorts between the windings in the magnets.
None were detect;d in the period from December 1980
through June 1981.

In summarg.'values of the magnetic fields were
understood at the one part in 500 level, enough to
preserve the resolution of the spectrometer. This
conclusion 1is further supported by the finding of
the Kg mass at 497. 85%0. 29 MeV/c2, wifhin 0.04% of
the accepted value of 497.67%0.13 MeV/c2, This
result is based on 1900 Kg 4+ w+m— events with no

adjustment to the original field maps.



TABLE 1.

Magnet
Number
Name

+X
+Y
+Z

Magnet Location

Pole Face Width (X)
Pole Face Gap (Y) _
Pole Face Length (Z)

‘Total Length (2Z)

Upstream Shield

Plate Opening (X, Y)

Downstream Shield
Plate Opening (X,Y)

Shield Plate Thickness(Z)
Number of Coils
Positive Particles Bend

12/80 + &4/81 Currents
and Shunt Voltages

/B4 (0,0, 2)dZ at 900 Amps
/By (0,0,Z)dZ at 1800 Amps
fBg(Ol 0,2Z)dZ at 2500 Amps

NMR B(0,0,0) at <900 Amps
NMR B(0,0,0) at 1800 Amps
NMR B(0, 0,0) at 2500 Amps

AN444C
Akhennaten

West
Up

Downstream
Upstream

183cm
80. 92cm
100cm

165cm

(154cm, 73cm)

(195cm, 27cm)

7. 6cm
2.
West

1800 Amps
17.89 aV

Unknouwn
-5.01 kg—-m
~7.08 kg-m

1943 gauss

3866 gauss

5345 gauss

AN44S5C
Beketaten

West
Up

Downstream
Downstream

183cm
85. 7cm
100cm

208cm

(154cm, 69¢cm)

(188cm, 107cm)

7. 6cm
4
West

P00 Amps
g. 06 mV

-5.34 kg—m
-10. 69 kg—-m
—-14.35 kg-m

34680 gauss
7293 gauss
G731 gauss



26

D. DRIFT CHAMBERS

Four groups of Drift Chamber planes called Di,
D2, D3, and D4 were used to find the trajectories.,
and in combination with the analyzing magnets the
momenta af charged particles in the forward
spectrometer. The Dri£t Chambers afe illustrated in
Figures 14 and 16 through 19.

Sets within each Drift Chamber consisted of U, V.
and X (plus X’ in the center of Dl1) planes of wires.
The X and X’ sense wires were both vertical, but
offset one half cell spacing with respect to each
other to add the redundancy of a fourth view, as
well as thg redundancy of an additional plane, in a
highly congested area. The V and U sense wires ‘were
tilted at £20.59 +to the vertical. High wvoltage
field wires (. 005" diameter beryllium—copper) uwere
alternated with 29 pm gold plated tungsten sense
wires ta form sense planes. These sense planes were
sandwiched between high voltage planes to form drift
cells around‘each sense wire (see Figure 18). By

using these sets of closely spaced U, V¥V, and X(X’)
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views, physical locations in space could be found,
with 2 views defining the location and the third
view providing confirmation.

Two UVXX'’ sets formed D1. D2 and D3 each used 3
UXV sets while D4 contained a single UXV set. Thus,
a charged track going from the target to the
C—-Counter would encounter 29 planes containing
approximately 5000 sense wires. D1, D2, D3, and D4
used 0O.1875", 0.375", 0.625", and 1.250" cell sizes,
respectively, all cells being measured horizontally.
The corresponding perpendicular distances between U
and between V sense wires were 0.1756", 0.351",
Q. 583", and 1.171". This choice of spacing ratios
allowed a constant wire crosging pattern over the
entire active Drift Chamber area. Points wheré all
three sense wires caould cross, and make it difficult
to tell which side of a wire a track passed, were
eliminated.

The chambers were filled with equal parts argon
and ethane. The drift velocitg of electrons in this
gas mixture is constant over a range of electric

potential gradients, making it possible to easily
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convert drift times into distances. A little
ethanol vapor was added to D1 and D2 to increase
quenching because these chambers experienced higher
rates than D3 aor D4. |

The positioﬁ of the ionization left by a charged
track in a drift cell was determined by using LeCroy
2770 TDC‘s to digitize the time taken for primary
ionization electrons to drift to a sense wire
(anode) in the electric field. The drifting
electron signal was amplified by avalanches of
electrons caused bg the high electric field next ¢to
the small 25 pm sense wires. LeCray DC201
amplifier—discriminators were then used to further
amplify the signal and send a logic pulse to the
TDC’s, if the discrimination level |was exceéded.
These times were written onto tape. Each TDC’s
offset with respect to its plane and each TDC’s gain
(ngnoseconds per count) were determined and
- monitored with special BHD pulses [22]1 sent to the
Drift Chambers between beam spills. The absolute
timing (Tg’s)? of each plane was determined by

looking at reconstructed data tracks.
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E. CERENKOY COUNTERS

Two segmented threshold Cerenkovv counters were
used for charged particle identification in the
forward spectrometer. The counters, called C1 and
c2, are shown in Figures 15 and 20 through 23G.
Different thresholds for the production of Cerenkov
light were achieved by using pure nitrogen in C1 and
a 204 nitrogen 80% helium gas mixture in C2. The

lengths of Cl1 and C2 were chosen to produce 15 and

16 photoelectrons respectively, under _ ideal
conditions. Typically, we observed about half the
ideal number of photoelectrons. The Cerenkoav

thresholds distinguished pions from kaons and
protons in the momentum range from &6 to 20 GeV/c.
Between 20 and 37 GeV/c all three particle types
were identified and in the range from 37 to 71 GeV/c
protons were distinguiéhed from pions and kaons.
Particle identification in high multiplicity
events was made possible by the segmentation of each
counter into 20 cells. (Provision also was made to

increase the number of cells in Cl1 to 28 and in C2



30

to 32 for a future experiment in a straightforwanrd
manner. ) The central horizontal plane of C2 was
shielded to contain light from e+e- pairs. Each
cell wused an aluminized slump molded acrylic mirror
suspended by 7 dacron strings to focus the Cerenkov
light into Winston cones (see Figures 22 and 23).
The thin acrglic' mirrors and dacroﬁ strings
minimized secondary  interactions and multiple
scattering. The Cerenkov 1light was concentrated
further by the aluminizedVellipsoidai—like interiors
of the Winston® cones ento S RCA 8854
photomultiplier tubes. (The tubes were selected for
their high photoelectron qﬁantum efficiency (~18%4)
and high gain first dynodes.) The phototube outputs
were then digi;ized by 10 bit LeCroy 2249 ADC’s and
written onto tape.

The refractive index (g8 = 1/n) of the gas

THRESH

in each counter was determined from the observed

pion threshold (g = p/L[p2+m211/2), The same pions
were used ta calculate the light <collection
efficiency of each cell. These calibrations were

crucial to predicting the signal that should be
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observed in each cell for a given set of tracks and

mass hypotheses.
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TABLE 2. CHARACTERISTICS OF THE CERENKOYV COUNTERS
QUANTITY Cc1 c2
Gas Mixture 100% N» 804 He 20% N2

Length

Refractive Index
expected [301]
76cm—Hg 209C \=. 3Sum

Refractive Index from

measured vi thresholds
Cerenkov Angle(ys>qg 8-21)
Electron Threshold
>Muon Threshold
Pion Threshold
Kaon Threshoid
Proton Threshold
Number of Cells

Cell Sizes(Width,Height)

3.7 meters

1. 000288

1. 000299

24 mrad

. 021 GeV/c
4.3 GeV/c
3.7 6GeV/c
20. 2 Geb/c
38. 3 GeQ/c
20

(4", 8")
(8", 8")

(38", 8")
(12", 16")
(38", 16")

6.6 meters

1. 000084

1. 000088

13 mrad

. 038 GeV/c
8.0 ceV/c
10. 9 GeV/c
37.1 GeV/c
70. & GeV/c
20

(10", 18")
(20", 18")
(65", 18")
(30", 32")
(65", 32%)
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F. QUTRIGGER ELECTROMAGNETIC CALORIMETERS

A pair of lead and plastic scintillator
electromagnetic calorimeters (Qutriggers) were
placed above and below, and just wupstream of the
second analyzing magnet’s entrance. These counters
determined the 4—momenta of wide angle photons which
would have missed the SLIC or been absorbed by M2,
and also served to identify ele;trons and positrons
seen in the Drift Chambers. The counters were
skewed 3.359 to match the slope of incident
particles. Thus the vertical separation between the
Outriggers was 1.4" greater at <the back of ¢the
counters than at the front. All structural parts of
the Outriggers were made of aluminum ¢to avoid
perturbing the magnetic field maps. These
calorimeters are shown in Figure 24.

The Outriggers each covered an area 37.35"  wide
and 18. 75" high with twenty—three 2.5" wide X
counters and FiFteen 1. 25" wide Y counters. Sixteen
layers of O.25" thick 96% lead 4% antimony plates,

clad with 0. 023" aluminum sheets, generated
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electromagnetic showers from incident photons and
electrons. Eight X layers and eight Y layers were
interleaved to sample these shomérs and determine
the energies of incident particles. Because showers
were _not completely contained in a single X or Y
counter, neighboring energy depositions could be
used to determine the position of a particle to a
fraction of a counter width.

The Y counter scintillator strips were allowed to
extend beyond the lead plates and were bent to guide
their light to lucite mixing blecks. . Each 1light
mixing " block was connected to a 2" RCA 4902
photomultiplier tube. The same RCA tube was wused
for the X counters.

The light from X counters passed through a bv
absorbing filter (to flatten their attenuation
curves) into wavebars. The light in each wavebar
was reflected vup into a light guide which was
connected to a photaotube. This rather contorted
light collection scheme is illustrated in Figure 25.

During the early data runs (137 GeV), it was

discovered that the excessive 1light <collection
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efficiency of the X view’s seventh and eighth layers
was degrading that view’s electromagnetic resolution
by a factor of three. Therefore, between the 137
GeV and 170 GeV runs 25% of the light coming from
the seventh X layer and 90%Z of the 1light -From the
eighth X layer was masked to equalize the collectien
efficiency for each layer. A 2000 pC 5,C060 g-
source was placed near each layer and
photomultiplier signals were measured with a digital
valt meter (1 puV resolution) +to determine these
efficiencies.

Magnetic fields can reduce the gain of a
photomultiplier tube drastically by disturbing the
trajectories of electrons between dynode,
particularly in the relatively large space between
the photocathode and the first dynode plate where
the electron cascade begins. The field of M2, which
amounted to hundreds of gauss in the vicinity of the
Qutriggers, had to be reduced to_a small fraction of
a gauss. This problem was solved by shielding ¢the
photomultiplier tubes so that the path of least

resistance for the magnetic flux 1lines was around
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rather than <through the tubes. Jackson [31] shouws
that the field inside a spherical shell of inner
radius a, outer radius b, magnetic permeability p,
and uyniform external field Bg is -9b3Bg/2p(b3-a3) in
the 1limit that u>>1. Thus a material with a high p
was ﬁeeded. The other important point <+to note is
that the shield ﬁaterial's p is a function of field
density which increases to a maximum and then
decreases rapidlq as the material becomes saturated
with magnetic #flux. About twice the flux, which
would have existed in <the volume to be shielded,
will be drawn into the shield material. The shields
had to be made thick enocugh to avoid saturation.

Spot welded cylinders of O0.014" CO-NETIC Sheet
[32] were placed araound each tube. This alloy has a
maximum permeability of SO00000 and a saturation
point of 7500 gauss. A thicker second shield made
of O. 095" thick steael tubing was added to each X
phototube. This cuter shield had a maximum
permeability of 2000 and a saturation point of 21000
gauss. The gap between %he shields was made large

enough: so that the flux lines wouwld go through the
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steel rather than jumping <+to <the CO-NETIC. The
steel was chosen for its high saturation point and
the CO-NETIC for its high permeability. The shields
worked when M2 was at 900 or 1800 amps but failed at
2500 amps. The fringe fields, which grow
naon—linearly, increased at a faster tate <than had
been anticipated. However, no data was taken with
M2 at 2500 amps.

The Outriggers were calibrated by moving them on
their support posts into a 30 GeV electron beam.
The Outriggers were calibrated twice in this manner.
The resolution. was found to be 202//E with the masks
installed. Special muon runs were taken every few
weeks. These were used to determine individual
attenuvation lengths for each channel and also
relative gain factors. This trigger used muons from
the primary beryllium target and demanded a 4-fold
coincidence between the Outriggers and parts of the
upstream Muon Wall (see Figure 9), ca, and the
downstream Muon Wall. Fiber optice [33] were used
to direct short light pulses to each counter and,

hence, to tell if a. channel failed between muon
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TUNS. The light came from the Nitrogen laser system
shown Iin Figure 26A. Ultraviolet 1light from the
laser entered a piece of plastic doped with BBGQ, a
chemical which absorbs UV light. The BBQ molecules
re—emited green light which traveled through the

fiber optic cables.
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TABLE 3. [34] FORWARD CALORIMETER CHARACTERISTICS

Steel

Thickness
Radiation Len

ati gths
Collision Lengths
gths.

Interaction L

Aluminum

Thickness
Radiation Lengths
Collision Lengths

Interaction Lgths.

Scintillator

Thickness
Radiation Lengths
Collision Lengths

Interaction Lgths.

Lead

Thickness
Radiation Lengths
Collision Lengths

Interaction Lgths.

Total Active

Thickness
Radiation Lengt

hs
Collision Lengtgs
S.

Interaction Lgt
Number of Layers
No. of Channels
Views

Size (X)

Size (Y)

SLIC

0000
N
i

OOoru
«
~

uvy

192"

96"

ouUT-—-
RIGGERS

ooor
-
o

coou
N
b

146

76

XY

57. 5"

18. 75"

HADRG-
METER

36“
S2. 0

5. 35

oll

142
XY

192"

108"

[

WAL PPN

CHARACTERISTICS

C-EAST
C-COUNTER
C-WEST

oll

oll

Lucite [341]

. 2"
5"

. 62"

5“

5“
5“
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I. SLIC ELECTROMAGNETIC CALORIMETER

The Segmented Liquid Ionization Counter (SLIC)
was used in conjunction with the Outriggers to find
photons and to identify electrons and positrons seen
in the Drift Chambers. This provided us with the
ability to reconstruct w9 ‘s and find the DO » K-w+mo
signal. Channels +filled with liquid scintillator
(Nuclear Enterprises NE235A), and lined with teflon
to provide total internal reflection, were used to
bring light from particle showers to the U, V¥, and Y
view reédouts of the SLIC. The third view helped to
resolve reconstruction ambiguities by confirming the
presence of a real shower found in the first two
views. This channel design provided optical

attenvation lengths of almost two meters, which

minimized the functional dependence of shower
energies on longitudinal position. Figures 27
through 29 picture the SLIC. Reference £351

describes a prototype, while References [22] and

L3611 detail the SLIC itsel#.

The 192" wide by 96" high SLIC consisted of &0

*
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1/2" +thick 1layers of 1liquid scintillator used to
sample the electromagnetic showers generated by
0. 065"  thick lead sheets placeﬁ between each
scintillation layer. Each scintillation layer was
divided into 1.25" wide 1light channels by 0. 01&"
thick teflon coated aluminum bent into square wave
corrugations. Typically, &0%Z of an electromagnetic
shower was contained in a 1.25" slab parallel to the
shower axis. Therefare, the energy depositions in
neighboring counters «could be wused ¢to find the
position of a shower to é small fraction-of an inch.
Channels tilted at £20. 50 to the vertical formed tﬁe
vV and U views. Channels of ¢the Y view were
horizontal and were also divided in the middle by
mirrors. Mirrors were also placed at the ends of
the U and V channels to increase their optical
attenuation 1lengths. There were 20 layers devoted
to each view interleaved in the order UVY, UVY, etc.

Adhesive sheets were used to clad each lead sheet
with O.040" <thick aluminum to support the lead and
prevent £t from poisoning the liquid scintillator.

A hollow plywood vacuum table kept the metal sheets
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flat .during the lamination process. Next the
lead—aluminum laminate was moved to the first of two
8':16; tilting tables. Teflon tape was applied on
one side and then ¢the laminate was flipped by
tilting the tabie 902, picking it up with a 25 foot
high crane and rotating 1809, putting it back an the
table, and Pinallg tilting the table back ¢to its
original horizontal position [371. Teflon tape was
then applied to the other side. The crane was then
used to move the now teflon coated laminate to the
second tilting table where the teflon coated
aluminum corrugations were riveted into place to
coamplete the light channels. Because teflon has a
lower index of refraction (n=1.38) ¢than 1liquid
scintillator (n=1.47) the channels were totally
internally reflecting for angles below 200, Finally
the completed laminate was moved into the SLIC tank
by the crane. This process was repeated 59 times.

The front and back of the SLIC tank were made of
Wirecamb (381 panels (see Figure 28) to provide a
stiff su%ﬁace to withstand the hydrostatic pressure

of the 1liquid scintillator, while still allowing
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particles to enter the SLIC without interacting.
Acrylic (Rohaglas 2000), supported by O. 25" x 2"

steel bars, was uséd for the sides of the SLIC ¢o

allow the scintillator light to reach the
waveshifter bars while keeping the liquid
scintillator inside the tank. The acrylic windows

alsoc absorbed UV light to increase the attenuatian
length of the 1liquid scintillator. The 1lucite
wavebars were doped with 90 milligrams per liter of
the <chemical BBQ to shift the wavelength of the
scintillator light from blue to green. |

Channels in the middle of the SLIC were each
Dpticéllg connected through a small air gap to
individual wavebars and then to 2" RCA 4902
photomultiplier tubes. Channels near the edges of
the SLIC, where fewer particles hit, were paired
tﬁgether by double width wavebars epoxied to 3" RCA
4900 phototubes. There were 109 U channels (51
single and 358 double):, 109 ¥V channels (352 single and
57 double), and 116 Y counters- (82 single and 34
double). The transistoriz;d phototube base shown in

Figure 30 was developed from a design by Cordon
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Kerns [39]. We used these bases to supply voltages
to the phototube dynode stages, which would be
independent of the beam flux. The transistors kept
the voltages independent of rate. The rTesistor
values were chosen to obtain linear signal behavior
up to a volt.

The dynode sigﬁals from all the Y counters not in
the pair plane were summed together to form part of
the TAG-H trigger (see page 49). The anode signals
were digitized by LeCroy 2280 ADC’s and written onto
tape. '

The entire SLIC was initially tested by sweeping
a9 GeQ electron beam acrass almast every channel.at
several places. This allowed us to measure the
optical attenuation of channels. and to match
phototube gains to the 12 bit dynamic range of the
ADC ’s. During the data taking. e+e~ pair runs,
taken every few weeks, allowed most of the U and V
counters to be calibrated. The Hadrometer muon test
runs were used to calibrate the Y channels. Muons
left a minimum ionizing signal in ¢the SLIC,

equivalent to a 1/2 GeV shower. Wavebar shifted Ng



45
laser 1light pulses sent to each counter through
DuPont PIFAX P-140 fiber optic cables were wused to
track gains between test runs. Because the number
of laser generated photons varied from pulse to
pulse, each counter was normalized to the average of
all "good" counters in the SLIC. This assumes that
the GSLIC as a whole was not drifting signﬁ?icantlg.
The evidence from the pair runs was that the
stability of the SLIC as a whole was better than 2%.
The resolution of the SLIC over short periods in
localized regions was 10%/YE as determined by
maonochromatic electron beams on more than one
occasion. Calibration ugcertainfies on the order of
2% and errors caused by the inability of our
reconstruction program to invariably wuntangle
overlapping showers must be added to this. The
overall absolute calibration of the SLIC was
adjusted slightly (™~1%Z) to obtain the correct mwo

mass.
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H. HADROMETER

A hadron calorimeter, consisting of 36
alternating layers of 1" thick steel plate and 3/8"
thick by S5.7" wide scintillator strips. was used to
measure the energy of hadrons with a resolution of
752//EL The calorimeter was divided into front and
back modules of equal +thickness by lucite light
pipes which fed the scintillator light ¢to wupstream
and downstream 3" EMI 9791KB photomultiplier tubes.
Each moduie contained 33 vertical X strips and 19
horizental VY s¢trips which were divided in the
middle. The Hadrometer appears in Figure 31.

The phototube anode signals were digitized by
LeCroy 2280 ADC’s and written onto tape. The Y
dynode signals were added together to form an
imporéant part of the TAG.H trigger (see page 49).

Muon test runs were wused $to find an average
optical attenuation lengtﬂ for the Hadrometer as
well as relative gains of counters. A monochraomatic
7w~ beam was used for the absolute calibratian;

The Hadrometer provided the only source af
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information about +the energy of neutral hadrons
(e.g. neutrons and Kﬁ's) as well as supplementing
the Drift Chamber measurements of charged hadrons.
However, because of its poor resolution, the basic
imﬁartance of the Hadrometer was not in precision
energy measurements. Instead, we applied it ¢to
othér more subflé areas such as the TAG«H trigger
(see page 49), separating hadrons from muons which
typically left a 2. 4 GeV equivalent minimum ionizing
track, and identifying neutral hadrons so they would

not be labeled as photons by the SLIC.



The last detector in the spectrometer was an 18°
wide by 10’ high wall of 15 scintillator strips used
to detect muons (see Figures 32 and 33). Fourty
inches of steel (& interaction lengths) was placed

between the Muon Wall and the Hadrometer to absorb

any residual particles from showers in the
Hadrometer. Thus, by the process of elimination only
muons were available to create 1light in the

scintillator. Elastic light'guides connected the 18"
. and 24" wide scintillator strips to 5" EMI 9791KB
photomultiplier tubes. Each PﬁT output was fed into
a discriminator which set a latch bit if there was a
muon. A TDC‘ was wused to determine the vertical
pasition of the muon. Twa small scintillation paddle
counters were placed behind u,g: the central Muon
Wall counter, so that coincidences could be formed to
reduce its high accidental rate. Three feet of
concrete was placed between pu;g and the paddle
counters to absorb spurious particles. The 1latch

bits and TDC times were recorded on tape.
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J. LOW LEVEL TRIGGERS

The main ES16 trigger was divided into two parts.
First, a low level ¢trigger to separate hadronic
interactions ip the hydrogen target from ete- pairs.
And second, a high level missing mass trigger which
separated low mass hadronic states from high mass
hadronic states.

The main low level trigger was TAG.H (see Figure
34). AAlagical TAG signal generated by the tagging
system indicated the presence of a photon. +he H
part of the trigger stood for HADRON. Most tagged
photons deposited their energy 1in ¢the C Counter
without interacting in the target because it had to
be made relatively short to minimize secondary
interactions. Most of the photons which did
interact in the target produced ete~ pairs and not
hadrans. ‘The logical H signal was generated when
30% or more of the energy of the tagged photon was
found in the forward calorimeters outside of the
SLIC pair plane. TAG-H excluded 99. 54 of the e+te-

pairs.
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All the event triggefs are described in Table 4
which follows. The last five triggers listed were
non—beam %triggers taken between beam spills to write

calibration information onto the data tape.
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TABLE 4. EVENT TRIGGERS

NUMBER DESCRIPTION

40

100

The DIMUON trigger (USER—-1) required the Muon
Wall and C2 to find two muons in coincidence
with a TAG.

The HIGH P _ trigger (USER-3) required a TAG
in coincidence with high energy in the sum of
the OQutriggers and the far east and west
sides of the SLIC.

TAG*H demanded a TAG with at least 30%Z of the
tagging energy in the forward calorimeters
outside of the SLIC pair plane. TAG*H was

heavily prescaled.

The e+e- PAIR trigger required a TAG in
coincidence with the SLIC pair plane and a
HADRON veto. During normal data taking, an
additional coincidence was demanded with SLIC
channel Uy, or Uysg which, even with heavy
prescaling., provided enough events to allow
these channels fo absolutely <calibrate the
SLIC on a rtun by rTun basis. Both of these
channels were two feet away from the middle
of the SLIC. This was an optimum distance to
minimize rate effects without excessively
decreasing ate- energies. During pair

calibration runs two 4 foot 1long plastic
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200

400

1000

2000

4000

S2

TABLE 4. EVENT TRIGGERS (continued)

DESCRIPTION

scintillation counters, positioned to cover
the extreme east and west ends of the SLIC
pair plane, were substituted in the logic for
Uzy and U,g. These counters allowed shorter
calibration ‘runs by edualizing the number of

events in different parts of the pair plane.

The GAMMA <trigger demanded a TAG in
coincidence with energy in the C Counter.
This was the most copious trigger and it was
heavily prescaled.

RECOIL 1 required TAG.-H and a single recoil
protan. RECOIL 1 was prescaled by 33 so as
to record fewer low mass states such as the
g, ws and .

RECOIL 2 required TAG-H, a single recoil
proton, and a missing mass between 2 and 5.5
GeV/c2,

RECOIL 3 required TAG.-H, a single recoil
proton, and a missing mass between 5.5 and 11
cGeV/c2,

RECOIL 4 required TAG-H and 3 or more charged

recoil tracks at the most upstream vertex.
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10000

40001

40004

40020

40100

40400

a3

TABLE 4. EVENT TRIGGERS (continued)

DESCRIPTION

TRIGGER 13 was wused for Outrigger, Drift
Chamber; and Hadrometer muon calibration runs

as well as an e- and w— beam trigger.

The UPSTREAM LASER trigger sent N, laser
light calibration pulses through fiber optic
cables to the Recoil Detector phototubes.
This laser was located near the Recoil

Detector and was used between beam spills.

The DOWNSTREAM LASER 1 trigger sent Np laser
calibration pulses of light to the Outriggers
and Hadrometer between beam spills. This N2
laser was located on tap of the SLIC and it

used fiber optic cables to distribute light.

The DOWNSTREAM LASER 2 ¢trigger sent laser
light pulses to the SLIC and Cerenkov
Counters. The ADC gate timing #for this
trigger was earlier than 40004. The laser

was the same.

The PEDESTAL trigger was used between beam
spills to generate ADC pedestals.

The Drift Chamber PULSER trigger sent
calibration pulses to the Drift Chambers

between beam spills.
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K. RECOIL TRIGGER PROCESSOR

The Recoil Trigger Processor (see Figures 35 and
3&) was wused to select high missing mass TAG*H
triggers for rtecording onto the data tape. It was a
very fast data driven processor capable of executing

sophisticated instructions such as nested loops:

conditional branching, and subroutines. The
processor was programmed by connecting various
modules, which were capable of executing such

functions, ‘and by modifying the memory—look—up data.

The Trigger Processor used fast emitter coupled
logic (ECL) circuits and memory-—look-up (MLU)
devices to reconstruct events in the Recoil Detector
in an average time of 7 jpusec, about 6000 times
faster than a Cyber 173. PWC tracks were
reconstructed and matched with end-to—end timing
information to find the matching scintillation
sector. Pion/proton separation was achieved by
comparing energy deposits in the four scintillation
layers of the Recoil Detector. When a single proton

was found coming fraoam the mast wupstream hadronic
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vertex, @ missing mass was calculated based on the
tagging energy and the proton 4-vector. This
allowed us to preferentially record on tape high
mass hadronic states, which were elastically
produced with a single recoil proton.

Maore information on the Trigger Processor may be
found in References [40] to [431. It is pictured on

the cover of the May 1983 issue of Physics Today.
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IV. TAGGED PHOTON SPECTROMETER FACILITY SOFTWARE

A. ONLINE DATA ACQUISITION SYSTEM

A PDP 11/355 computer with 248 kilobytes of
Treqular memory and 256 kilobytes of bank—switchable
bulk memory was usgd to monitor the experimental
data and <to record it onto 9 track magnetic tapes.
A schematic of the onfline data acquisition system
appears in Figure 37. The c;mputer was rTun under
DEC’s RSX 1iM V3.2 operating system and used
Fermilab ‘s MUL.TI/DA program for on—-line
histogramming, event displays, and data.acquisition.

When prompted by the trigger 1logic through the
Bison Box interface; a stand—alone data acquisition
program tead the experimental data out of all ¢the
CAMAC modules wusing three Jorway 411 CAMAC branch
drivers. During the beam spill the data was stored
in ¢the fast bank—switchable bulk memory. It was
then transferred to one of twoe STC &250 bpi magnetic
tape drives between beam spills. Each event written
onto tape was identified by a ¢trigger type and

logical event number.
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A monitoring task generated pedestal, light

pulser, and Drift Chamber pulser events between beam

spills which ‘were written onto tape and also
compared to benchmark values stored on disk.
Scalers, such as the number of tags. and readouts.,

such as magnet currents and Drift Chamber voltages.

were also written onto tape and compared to
benchmarks. Phototube high voltages were monitored,
but not written aonto tape. Warning messages were

generated whenever any of thousands of quantities
being monitored did not match their benchmark values
with sufficient accuracy.

The on=line event displa#s of incoming events
allowed us %o <check the performance of the Drift

Chambers and calorimeters.
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B. TAGGING RECONSTRUCTION

The main purpose of the tagging reconstruction
program was to find the energy of the photon which
interacted hadronically in the hydrogen target. In
the simplest case, the energy re&orded in the leaq
glass blocks (the first two blocks were really
interleaved lead and plastic) was subtracted from
the electron beam energy to find ETAG, the tagging
energy. More complicated events were also
reconstructed.

Pedestals for ﬁhe 2249 ADC’s and géin constants
for the 1lead glass blocks L2 through L13 were read
for each run from disk files. The gain constants
for the C-Counter, C-East, C-West and L1 were st;red
as data statements. Data statements were also used
to store the energy deposit expected in each lead
glass block for the di#Pérent electron beam energies
that we wused. The taggipg system was essentially
self—calibrating. since the average energqy that
should be seen in each lead glass block was known.

The average observed signals were compared to the
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expected energy deposits to determine gain constants

on a run by run basis.

After getting the calibration constants necessary

for a Ttun, the reconstruction began. The 2249
ADC’s, which contained the C-Counter, C-East,
C-West, and lead glass block information were
unpacked. Pedestals were subtracted and the

resulting values were translated into GeV with the
gain constants. The latch bits were also unpacked
so that the Hodoscope and Anti-Counter (see Figure
?) information would be available.

Electrons were searched for in +the hodoscope
counters and in the corresponding lead glass blocks.
About 704 of the events have single electron
showers, The shower energy found was compared to
the momentu@ expected, given the magnetic field of

the tagging magnet and the pasition of the lead

glass block. Single electrons were allowed to share
adjacent blocks and hodoscope elements, if
geometrically possible. I# two showers were found

and the positron Anti-Counter (A10) bit was off, it

was assumed that there were two interacting




&0

electrons in one RF bucket; the beam energy was
doubled in subsequent calculations to correct for
this. If two showers were found and and the
positron Anti-Counter bit was an, it was assumed
that there was a single electron in the RF bucket
and that one of <+the bremsstrahlung photons pair
produced. The beam energy was left alone in this
case.

At this point the total energy of all ¢the
bremsstrahlung photons hitting the hydrogen target
was knouwn. It remained to find the energy of ¢the
photon which interacted hadronically and caused the
event trigger to fire. Bremsstrahlun§ photons which
pass through the target shower in the C-Counter.
This energy was subtracted from the total enmergy of
all photons entering TPL. I#+ a photon produced an
ete~ pair in the hydrogen target, most or §11 of the
energy would be deposited in C-East, C-West, or-the
C-Counter itsel#f. Again this energy was subtracted.
Studies have shown that one—fourth of the energy
deposited by a photon in the C-Counter from the RF

bucket immediately preceding the event was picked up
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by the C-Counter ADC. A second ADC was wused to
record this energy so that one~fourth of it can be
subtracted from the C-Counter energy before the
C—Counter energy was subtracted from ETAG.

After saying all this, I should point out that a
single energetic bremsstrahlung photon was the most
usual occurrence. .But regardless of the event
complexity, whenever the 2249 ADC and latch bit data
was present, the tagging energy was calculated as
wellhas an error on ETAG. Bits were set in the flag
word, JTGFLG, for the various <conditions found

during the tagging reconstruction.
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C. RECOIL RECONSTRUCTION

Three data types had to be present to reconstruct
recoil ¢racks. First, the 2280A ADC pulse heights
were needed to find the energy deposits in each of
the four scintillator layers, which were labeled
from "A" on the inside to "D" on the outside of the
Recoil Detector. Pedestals were subtracted from the
2280A ADC’s and then en;rgg deposits were found by
taking the product of the pedestal-subtracted pulse
heights and gain constants stored on disk. Second,
PWC cathode hits were needed to make 6 measurements
and ¢to correct ¢the energy deposits in the
scintillator for attenuation. Third, the End-to-End
Timing (EET) measurements were needed to correlate
PWC ftracks with energy depoasits in the scintillator
layers. Each of the 15 EET values was converted to
a Z poaosition wusing two calibration constants, "a®
and "b", stored on disk and the formula
z = a + b EET.

Two additional data types were very helpful but

not absolutely essential. PWC anode hits allowed ¢
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measurements to an accuracy of *1. 240 instead of the
£11.039 provided by the the scintillator layers,
which were divided into 15 ¢ sectors. Time of
Flight (TOF) TDC values allowed the identification
of slow electrons, pions, and protops. The TOF
values were combined with the TAG time, the vertex
determined by cathode tracks and beam axis, and the
energy deposit in the "A" lagév of the scintillator,
where these slow particles range out. The TOF
system had &a resolution of one nanosecond and the
slow pions and protons, which range out in the "A"
layer, were separated by several nanoseconds.

PWC cathode hits and cluster .widths were found
and converted to 2z values. A hit array was filled
far the middle PNC.' Next, all pairs of hits for the
inner and outer PWC’s were considered to see if
there was a matching hit in the middle PWC array.
The cluster widths of all ;hree chambers were used
to set the 8¢ and 1z errors of <¢tracks. Finally.,
tracks were matched to sector windows, determined by
end—to~end timing. At most, the best three matches

were saved.
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Now 2—-point cathode tracks were searched for. At
least one of the hits must not have been used in a
3-point track. To provide some further redundancy.,
'at least one EET window has to agree with 2-point
tracks and at 1least one 3-point ¢rack has ¢to
intersect the target near the place where the
2—-point track intersected the target.

Three—point and two—point anode (¢) tracks were
found in much the same manner, except that both hits
ofna two-point track cannot have been used before.

With these preliminary calculations out of ¢the
way. the real work of matching PWC tracks to energy
deposits in the scintillator and separating pions
from protons began. Cathode tracks were ordered by
increasing 2; this was useful later in de#ihing the
most upstream interaction.

Then, a loop was made aver all sectors with EET
windows and all PWC cathode tracks. For each
track—sector combination, both proton and pion mass
hypotheses, penetrating and stopping trajectary
hypotheses, inclusion and deletion of the ogutermast

layers, and various kinetic energies were tried to
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get the best x2 fit. Saturation corrections for the
stopping hypothesis and attenuation corrections were
made to each sector energy. The number of degrees
of freedom (NDOF) in the fit were equal to the
number of layers included minus one. The iﬁ was

defined as
x2 = LL(Ej—-Xj)/eojil2/NDOF .
i

where the index i was over all included layers, Ej

was the energy déposit observed. Xi was the
pre&icted energy deposit, and oj was the error on
Ej. The variable, Xj, was a function of whether the

particle stops or penetrates a layer, the particle

type: polar angle 6, and the particle kinetic

energy. This information was combined with
Bethe—-Bloch predictions to yield Xji. For each
hypotheses, the expression dx2/d(KE) = O was solved

to find the kinetic energy which minimizes the x2.
The solution of this equation, which was done
numerically, consumes most of the computer ¢time 1in
the recoil analysis.

The final set of recoil 4-vectors was subject to
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the constraints that no track or sector may be used
more than once and that as many tracks and sectors
as possible must be used. I# more than one set of
matches between tracks and sectors satisfied these
criteria, the set with the lowest total x2 was

chosen.
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D. DRIFT CHAMBER RECONSTRUCTION

The Exhaustive Search Track Reconstruction (ESTR)
program was used to turn Drift Chamber TDC times
into reconstructed charged tracks. With an averaée
of six tracks per event, the Drift Chambers posed a
difficult reconstruction problem which had %o be
solved with a 1limited amount of computer time and
memory. First the TDC times of hits were
transformed into U, v, and X coordinates using
various calibration aigorithms. The distance from a
hit to a Driff Chamber sense wire was now known but
whether the track passed on the left or right side
of a sense wire remained ambiguous. Then, track
segments were found in the separate groups of Drift
Chamber planes. The array JCATSG was used to store
track categories. The first four bits of JCATSG
were used to tell which of the four Drift Chamber
groups contributed to a track. For example only D1
and D2 would contribute to a category 3 track. The
fifth bit was used to mark spuriocus tracks. (Figure

19 shows a 1layout of the Drift Chambers and
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analyzing magnets. )

We began looking for track segments in D3 because
tracks reachihg it had been spread by both analyzing
magnets and because D3 had the fewest spurious hits.
All UVX triplets in each of D3’s three modules were
vFirst found. A UVX triplet consisted of one hit on
each of ¢the U, .V, and X wire planes contained in
each module. The third hit had +¢to be consistent
with the physical Iocat;on in space predicted by the
first twa. Then three dimensional 1line segments
were constructed in 'Ds whenever 4 to & more hits
(other UVX ¢triplets were tried +first) could be
matched to a vaitriplet with locose cuts. Thus at
least 7 out of ? possible hits were required. LLine
segments were rTequired to point towards the target
in the vertical Y coordinate. Because the magnets
deflected the tracks horizontally, the X coordinate
was uncertain at this stage. Physical tracks often
generataed several nearly duplicate line segments.

Next the D3 line segments were projected through
M2 into D2. .IP any of the UVX triplets in D2

‘matched a D3 line segment projection in the Y
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coordinate, which was momentum independent, a quick
calculation was performed to see if the D2 X
coordinate of this combination was consistent with a
track coming from the hydrogen target. A box field
approximation was used for the magnets in this
calculation. If at least 3 more hits were found in
D2 in addition to the UVX triplet, this D2-D3
combination was stored as a track candidate. The
process was repeated wuntil all possible <track
candidates, including close duplicates; had been
found. The requirement <that D2-D3 line segments
point to the target did eliminate some real ¢tracks
which were wunrelated to photoproduction such as
muons from the primary proton target.

The Dé—DS track candidates were then projected
upstream into D1 and downstream into D4. At least 3
out of 8 possible hits were required to add D1 to
the D2-D3 $rack candidate. Two out aof three
possible hits were required ¢to a&d D4. D4 was
rather noisy due to splashback from éhe C Counter
and SLIC, large cross section for stray muons, and

its relatively long drift time. If all four Drift
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Chamber groups contributed to a track it was defined:
as a category (JCATSG) 135 track.

The next step was to group the track candidates
into bundles aof tracks with each bundle
corresponding to a "real®" track. The best track was
then chosen out of a bundle which typically
contained 20 candidates due to craosstalk, right—-left
ambiguities, primary target muons, and particles
from other events inside the TDC gate. The choice
was based on the number of hits contribu#ing to each
‘candidate, the xZ of line segments in D2 and D3, the
match in the center of M2, and the quality of hits.
D4 hits were weighted lower than D3 hits. The end
result of this process was a list of re;I category
7, 14, and 13 tracks. Category 7 tracks (D1-D2-D3)
either missed D4 or could not be matched to hits in
D4. Similarly category 14 tracks (D2-D3-D4) might
not have appeared above the noise in D1 or might
have been tracks ?rom A’s ot Kg's which decayed +oo
far downstréam to be found in D1. 'Categorg 15
(D1-D2-D3-D4) tracks were the most useful kind for

finding D mesons. An efficient bookeeping system,
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employing pointers to identify track candidates, was
used throughout ESTR to minimize the computer time
and memory space required.

At this stage, we searched for Category 3 tracks
(D1-D2). The search was complicated by the magnetic
bending of D1 track segments. First, we looked for
all three dimensional line segments in D2, which had
at least one UVX ¢triplet not connected to an
accepted category 7, 14, or 15 track. Just as in
D3, seven out of nine possible hits were required to
form a 1line segment. A UVUX triplet was considered.
to have been used if any of the other physically
nearby uvx triplets created by left-right
ambiguities were used. The D2 segments were then
projected into Di. All D1 X hits were combined with
each D2 line segment, and a calculation was made,
using a rough approximation of the M1 magnetic
field, to see if this combination pointed <to a
position less than 20 cm away from the center of the
target. I# the combination came from the target and
3 out af 8 possible D1 hits could be found,

pointers for this D1-D2 combination were stored on
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a. candidate 1list. When all these category 3
candidates were found, they were grouped into
bundles just as in the <case of category 15
candidates. The "physical" track was then picked
out of each bundle with a heavy emphasis being
placed on each candidate’s numﬁer of hits. As a
failsafe measure,. D2 segments were projected back
into DG. Once every- hundred events or so a
connection was made in this manner; the cuts going
upstream and downstream were n&t exactly
symmetrical. Also, sometimes the candidate arrays
reached their limits and caused missing connections.

Finally, we searched for category 28 tracks (D3-D4).

Leftover D3 segments were projected into D4 and
linked up if at least two out of three possible hits,
were found. These candidates were then grouped into
bundles of tracks and the best track was picked out
of each bundle. These tracks were labelled categorTy

28 (D3-D4 plus the spurious fifth bit. on).

Occasionally very good segments in D3 with all @9

hits were labeled category 28 even if they could noat

be matched up in D4, .
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All the tracks found up to this point, except the
category 28 $racks, were used to determine the
primary vertex of the event in the target. The
track trajectories through the magnetic fields were
accurately calculated [231 ¢to determine their
momenta and the vertex. This vertex was used to
find D1 only tracks (category 1). The first demand
on D1 only tracks was that they be 20 cm away from
the center of D1 in X and 10 cm away in Y. This
wide angle cut eliminated the hopelessly congested
central region of D1. Because the X’ planes only
covered the middle of D1l they did not contribute
vefg much to category 1 tracks. Five hits. that

pointed to +the vertex were demanded for these

tracks. A crude estimate of momenta was made and
candidates with momenta below 200 MeV/c were
excluded. Again the best candidates were chosen out

of bundles.

Finally, a cleanup phase  was entered to tag
spurious tracks. This wsually changed a few
category 3 tracks (D1-D2) into <category 19 tracks

(spurious D1-D2). All the tracks were ordered based
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on how many hits they shared.with other tracks. (A
single hit could be used repeatedly.) If a track
consisted mostly of hits used by ¢tracks which did
not share very many hits with other tracks, the
£ifth bit in JCATSG was set on, labeling the track
as spurious. The final output arrays provided'For
the storage of a maximum of 20 tracks with fitted
parameters and hits for up to 30 tracks. In the
rare cases when more than 20 final tracks were found
the fitted parameter list was arbitrarily cut off at
twenty. Nevertheless, category 1S5, 14, and 7 tracks
tended to be kept, because they were stored at the
top of the list.

We had to contend with numerous false hits. The
TDC window was 300 ns wide qu the first 3 Drift
Chambers and 500 ns wide for D4. The beam flux was

such that out—of—-time e+e~ events could enter these

windows. Primary target muons and crosstalk also
caused many false hits. This all added to the
problem of left-right ambiguity. Thus it was

" imperative to haVe a program that was able to make

lists of all possibilities quickly, using a sma}l
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amount of computer memory, and then pick the best
tracks wusing the maximum available information.
Numerous early tests of track candidates can prove
as time consuming as one final test, while being
forced to make decisions based on less information.
The ¢track projection algorithms were straight
forward. The bookeeping and the pointer schemes
were the crucial elements of ¢the ESTR Exhaustive

Search Track Reconstruction program.
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E. VERTEX RECONSTRUCTION

Recoil and Drift Chamber tracks were used to F;nd
the primary vertex of each event. as well as neutral
secondary vertices from YPete—- conversions and
ngv+v- and A<*pw— decays.

The first step was to group the Recoil tracks
into sets coming from the same place in the target.
In the simplest non—trivial case one Recoil track
determined one Recoil vertex, given the location of
the photon beam. Next, forward tracks were matched
with the most upstream recoil vertex. If no forward
tracks were close, and a more downstream rtecoil
vertex existed, a search was made to see if any
forward tracks were close to it. When a primary
vertex was found, its optimum location. with errors,
was chosen to minimize <the weighted sum of the
squares of the distance of closest approach of each
track associated with it To weight the 1least
squares fit, the unit vector momentum components of
each track were assigned errors, Ty Ty and ¢z.

The use of three separate errTors was very helpful,
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particularly in finding Z positions. The errors
depended on whether the track was seen in the Recoil
Detector or the Drift Chambers, the angle of Recoil
tracks with respect to the beam line, the track
momentum, and how many magnets the track passed
through. For a typical primary vertex, the average
position error was 0.2 mm in X and Y and 4 mm in Z.

Finally a search for two—prong neutral secondary
vertices was performed downstream of the primary
vertex. Pairs of positive and negative particles
were required ¢to pass several tests i their
distance of closest approach was small. At least
one of these. two particles could not point to the
primary vertex. The 3-vector constructed out of
these two particles must point to the primary
vertex. The primary and secondary vertices had to
be significantly separated, and no more than two
tracks could come from the secondary vertex. The
final requirement was that the mass of the two
tracks be consistent with either yzete-, Kg+v+w-. or

AP,
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F. CERENKOY RECONSTRUCTION

The two Cerenkov counters allowed us to partially
distinguish between five possible mass hypotheses:;
electron, muon, pion, kaon, and proton.

First, the trajectories of <the charged ¢tracks
were used to caicylate how much light would fall on
each Cerenkov mirror, for each of the five mass
hypotheses. Track tra;éctories inside each Cerenkov
counter were each divided into steps (12 in C1i, i0
.in C2) and the average number of photons contributed
to each mirror by each step for each mass hypothesis
was calculated. Whenever a tftrack was outside a
" Cerenkov counter or inside the pair plane shields in
C2, radiation was not allowed to reach the mirrors.
The light from each step appeared as a slightly
elliptical annulus at the mirror plane of each
Cerenkov counter. The mean number of photoelectrons
from eacﬁ mirror—-phototube combinatiaon was adjusted
for the real individual channel efficiencies.

At the end of this first Cerenkoy pass, we

decided to use parallel programs by Gerd Hartner and
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Jim Elliott to calculate particle type
probabilities. I will start by discussing Jim
Elliott’s program.

Electron identification .bg the SLIC and muon
identification by the Hadrometer and Muon Wall were
used to eliminate certain mass hypotheses. The mass
hypotheses of tracks were ¢then raised (to higher
masses) in various combinations until further
increases would lead to mirrors with unexplained
light. At this point mirrors sharing 1light from
more than one‘ track were eliminated from
consideration. The 1light predictions for the
remaining mirrors were then summed for each track to
form predicted mean numbers of photoelectrons for
the mass hypotheses. The number of photoelectrons
observed from the summed mirrors was compared to a
Poisson like probability distribution generated from
the predicted mean of the summed mirrors. This gave
a consistency probability; that 1is a probability
that a particle of a hypothesized mass would lead to

the observed light.
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Now consider Gerd Hartner’s program. Firs¢t, the
tracks were grouped into possibly coupled subsets by
assuming that each track was an electron and seeing
i$f mirrors were shared. (Electrons produce the
largest Cerenkov 1light cones.) Sometimes common
mirrors were discarded to make the subsets s&aller.
Next, 611 combinétions of mass hypotheses were
tested in each subset to see which best explained
the light observed on the Cerenkov mirrors. A tuwo
track subset would, for example, have 25
combinations (five hypotheses for the #first ¢track
times +five hypotheses for the second track). The
number of combinations was reduce; when two or more
mass hypotheses all produced no light in one or both
Cerenkov Counters. Electron identification #rom the
SLIC and muon identificaton from the Muon Wall and
the Hadrometer were next used to weight or exclude
passibilities. The most important effect of the
lepton identification was to exclude the large
electron light cones and hence decrease the number
of tracks in subsets. The end result of this

program was a consistency probability., that a
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particle of @ hypothesized mass would 1lead to the
observed light.

The #$inal probability for each track‘’s five
possible masses was found by taking the product of
the consistency probability and an a priori
proﬁabilitg for each particle type. The electron,
muon, pion, kaon., and proton a priori probabilities
were O0.12, 0.08, 0.&5, 0.11, and 0. 04, respectively.

This technique follows from Bayes’s theorem [44],
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G. OQUTRIGGER AND SLIC ALGORITHMS

The Outrigger and SLIC programs were used to
reconstruct photons and, from the photons, wd'’s. We
also used the programs to distinguish electrons from
hadrons bg comparing drift chamber determined
momenta to 'calorimeter - energy deposits. The
Qutrigger and SLIC algorithms were virtually
identical, up to the p;int where energy deposits
seen in the separate views were put together to
yield particle 3-momenta.

The programs combined the one dimensional views
of the calorimeters together <to find the X and Y
positions of particles, as well as their energies.
Several problems had to be addressed. Large showers
often formed smaller satellite showers, which were
hard to distinguish #from real particles. This
problem was particularly acute for the wide hadronic
showers in the SLIC. A typical event contained
eleven particles, and it was extremely common for
two physically separated particles to overlap in a

particular view. Figure 38 shows a simple example
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of this sort of ambiguity in the SLIC. Particles E;
and E3 must be real, but either Ez; or Eyg4 may be
phantoms. Muons from the the p;imarg proton target
appeared as 1/2 GeV equivalent showers. The muon
problem was compounded by <their lack of Drift
Chamber tracking, higher energy deposits from the
Landau tail, and the use of scintillator for the Y
counter Qutrigger light guides. And finally, due to
finite detector resolution and calibration errors,
the energy measurements in the different views do
not exactly match. The algorithms outlined below
address these problems. Hadronic satellite showers
in ¢the SLIC and particles which overlapped in the
one dimensional views were ?;the most serious
problems. The reconstruction of the SLIC was quite
difficult, while the Outrigger reconstruction was
quite a bit simpler due to fewer particles.

First, the 2280B ADC’s were unpacked and
pedestals were subtracted from the raw ADC values.
Because the pedestals drifted significantly during
data runs, they were updated during the analysis

whenever 10 of the pedestal events, written between
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beam spills, were read and averaged. Initial
pedestals were determined by delaying the analysis
until ¢ten pedestal events had been Tead from a data
tape, and then rewinding the tape to begin analyzing
beam events.

The pedestal—-subtracted pulse heights were
multiplied by gainvfactors to convert them into GeV.
Gains drifted to a small extent, and our calibration
procedures were designed to correct these drifts.
The gain factors were stored in data statements
within the body of the Fortran code. In the case of
the SLIC, the gain factors were based on e+e- and
muon calibration runs, as well as adjustments from
the requirement that particles must, on the average.
deposit the same energy in all three views of fhe
SLIC. This master set of gain factors was updated
on a tun by run basis with light pulser disk files.
The light pulser was normalized to the sum of
"stable“ . counters, a large subset of all SLIC
counters. Eight sets of Outrigger gains were stored
as data statements, Each set representad an

Quétrigger muon calibration run taken during the six
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month data run. The set of gains closest to'a data
Tun was selected to transform the QOutrigger pulse
heights into GeV.

With the <calibration process complete. each
electromagnetic calorimeter view was divided into
cells. A cell was defined as a contiguous group of
counters above an energy threshold. Counters below
the energy threshold formed boundaries. A cell was

subdivided into sectors:, if more than one counter in

a cell contained an energy signal with more
significance than its two nearest neigﬁbors. Cells
ctould also become single sectors. The majority of
sectors corresponded to single particles. ATTay

space was provided for a total of 80 sectors in the
SLIC and Qutriggers. For a sector to be formed, its
centrai counter ‘also had ¢to pass an energy
significance cut, which was lowered 1if a Drift
Chamber track landed closer than one counter width.
A record was kept of which sector a charged track
landed in. I# the track landed between two sectnr;:
both of them were associated with the track.

Sometimes, small candidate sectors were rejected if
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they were close to a sector with a lot more energuy.
These were typically satellites of hadronic showers.

The center of gravity of each sector was
determineﬂ from three counters. This position was
then adjusted for the known ¢transverse shape of
electromagnetic showers to yield sector locations.
Next, a stepwise regression fit [45, 461 was used to
find which of the candidate sectors were significant
and how to divide the total cell energy among the
significant sectors. The transverse energy
distribution of each sector was fit to an
electromagnetic shower shape plus a broader version

of this shape used to approximate hadronic showers.

Fitting to a linear combination of a wide and narrouw
shower shape had much the same effect as wvarying the
widths of showers, while providing the computational
advantage of keeping the fit linear. More weight
was given to a counter if it had more photoelectrons
per unit energy, if its 10 event pedestal width was
small, if the detector in question had better shower
statistics., i# a charged track was within one

counter width of it, or if it contained more energy.
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This fit is mathematically very similar to the one
described later, which combines the U, V, and Y SLIC
sectors to form particles.

After the fit, each sector energy error (¢) and
weight (w) was calculated. (w = 1/02. ) The errors
depended on shower statistics, photoelectron
statistics, whether the incident particle was
thought to be electromagnetic or hadronic, and the
energy deposited.

At this point the Qutrigger and SLIC
reconstruction programs diverged. In the
OQutriggers: charged track information was wused to
rémove sectors from consideration as possible
contributors to photons. All possible XY
combinations of sectors were then considered to see
which set of combinations did the best job of
matching QOutrigger X and Y sector energies. Because
the positions of candidate particles were known, an
optical attenuation correction was applied. Only
sets of XY combinations with the miniﬁum number of
photons needed to explain the presence of all the

sectors were considered. Therefore, the number of
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photons was equal <to the number of sectors in the
view with the most sectors. A maximum of Ffive
sectors per view was allowed. It was rare for more
than two photons to hit one of the Qutriggers.

Now consider the SLIC, which presented a far more
complex reconstruction problem than the Qutriggers.
A candidate list o% particles was made of all UVY
sector triplets whose V and Y sector positions
predicted the U sector position. If the same
charged particle could be in all three sectors, the
required accuracy of this prediction was decreased
because charged tracks were almost always real. We
used stepwise multiple regression [45,4461, a linear
least squares fitting technique, to find the best
set of candidate particles along with their energies
and energy errors.

The first goal was to find a formula ¢to relate
how well any particular choice of candidate
particle energies matched the observed sector
energies. Let ej be the energy measured in sector
i, with weight wj. Let & be the energy which

candidate particle j deposited in the SLIC. Let «ij
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be an energy correction factor which depends on the
known position of the candidate. This includes an
optical attenuation factor and corrections for
physical and optical shower leakage between the
right and left Y views. I# sector i doces not
contribute to candidate j, then «jj = O. With this
framework in hand, the %2 for any given choice of
candidate energies is:
2

2
x = I(eji-f«jj&gj) wi
1 J

This x2 was minimized by setting its derivative with

respect to the candidate energies equal to zero.

2
9% /3ex = 0 = 2Zwj(ej~Exjjgjlxix = 2(Sx — IECjke,)
i J J
where OS¢ = Iwjejxjg and Cik = ZwjiaxijXig
i i

One could just invert the correlation matrix C to

solve for the candidate energies.
-1
g = ECJ KSK
k
But, even for a simple 12 candidate event, over four

thousand matrix inversions would have to be
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performed to find <the optimal combination of
candidates. Futhermore, -in cases with more
candidates than sectors, the matrices can’t be
inverted.

Instead, candidates were added to and subtracted
from the #fit one at a time. Hence, the name
stepwise Tregressian. This may be done without
having to invert the éﬁtire correlation matrix for
each step. For N candidates‘ only 1/N times as many
calculations were required for each step.

A sweep operator, described by Jennrich [45], was
used to add candidates to the fit. For convenience,
the sector energy vector S wés added to the
correlation matrix C to form an additional row and
column in @a new square matrix A. The diagonal
elements of A were preserved in a vector D for
future yse, since the sweep operator changes the
elements of A. The size of A was equal to the
number of candidates plus ane:; and was not changed

by the sweep operataor.
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A= where B = Zwjejej
S B i

We exploited the symmetry of A by storing it as a
triangular matrix. This reduced the array space
needed to‘store 80 candidates, the maximum allowed.,
from 6361 to 3321. The sweep operator to add
candidate k to the it performed the following

operations to update A.

Ak = =1/Akk

Aigx = Aig/Ax where iFk

Axi = Axj/Axx where j#k

Aij = Aij - EAiKAKJ/AKg where i¥k and j#k

The inverse sweep operator, used to remove candidate

k from the fit, performed the following operations.

Axx = —1/Agg

zix = —Ajx/Axk where i#k
ZKJ' = -AKJ/AKK where J#k
Aij = Ajj - ZAikAk S/ Ak where i¥k and j#k

Because any given pair of candidates i and were

usually wuncorrelated, the sums involved in both the
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sweep operator and its inverse could usually be
skipped to save computer time.

At each stage, the matrix A contained quantities
which guided the stepping. In particular, the F
test was used to tell when a candidate energy was
significantly different from zero. I will define
six generally useful quantities first.

N = number of candidates

m=N+1 = gsize of matrix A

NSECT = number of sectors

VARIN = Number of Candidates in the Fit

DOF = Degrees of Freedom = NSECT - VARIN - 1

X2 = A
mm

The energies, energy errors, and F tests of
candidates, which had been brought into the #fit,

were as follows.

ENERGY = A
im
ERROR = (-Ajjx2/DOF)1/2

FTEST = (ENERGY/ERROR)Z

The energies and F tests which candidates would
have had if brought into the fit, as well as the

talerance of the +fit +for their entry, were as
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follows.

ENERGY = A /A
im ii

[DOF-1. ICA  /(x2A )3
im 11

1. = [A_ /(x2A )]
im 11

FTEST =

TOL = Tolerance = Aji/Dj

We used several criteria to tell mh§n to add and
subtract candidates. First, no candidate was added
to the fit if it was a close linear combination of
candidates already in the fit, i.e. a tolerance test
had to be passed (TOL > 0.1). Next, candidates
associated most closely in space with charged tracks
were added, because it was almost certain that these
candidates were real. Futhermore, these candidates
couid not be rTemoved wunless another candidate
associated with the track in question had been
brought into the fit. With the chargeqv tracks
mostly out of the way, we started looking for the
photons. The candidate with the highest FTEST was
brought in first, and then less significant

candidates, until a F test cut of 20. 0 was TrTeached.
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The cut was lowered to 5.0 for candidates which had
at least one unique sector; that is at 1least one
sector which was not used by a candidate already in
the fit. The majority of candidates had at least
one unique sector. Photons which would have
negative energies were not brought into the fit. As
ﬁofe candidates Qere brought in with the sweep
operator, the energies and FTEST’s of the previously
entered candidates changed. If the FTEST of one of
these previously entered candidates fell below 4,6 0,
it was removed with the inverse sweep aoperator. The
F test cut'(4.0) to remove candidates was made lower
than the F test cut (5.0) to enter candidates, to
help avoid repeatedly entefing and removing a
pathological series of candidates. Photons whose
energies became negative were also remaoved. When no
moTre candidafes remained to be added to the fit or
subtractad from the fit, the photon finding was
completsa.

At this point, w9’s were recaonstructed from SLIC
and QOutrigger. photons. Particles not associated

with charged tracks and not matched to neutrals 1in
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the Hadrpmeter were called photons. Also, at this
stage non pair plane ete~ pairs, which usvally come
from interactions of w0 photons in the target, were
recombined into photons. Energy cuts were used to
eliminate untracked muons and satellite showers
masquerading as photons. A large majority of these
low energy particles were hadronic shower satellites
in the SLIC. A minimum photon energy cut of 2 GeV
(1.6 GeV for low energy error photons) was used in
the SLIC.- A cut of 1 GeV  was used‘ for Qutrigger
photons.

The wo reconstruction algorithm began by
combining all pairs of photons above the energy cuts
and calculating the mas§ of each combination. For
each combination, the agreement between the ¥Y mass
and the w9 mass was parameterized with the number
x2 = [(M2 —Mio) / dM=23]2, where &M2 is the error on
the Y¥¥ mass sqguared. The quantity, &M2, depends on
the photon energy errors and the opening angle
error, which was insignificant for all except the
highest energy w9 ‘s. ' The %2 provided the likelihood

that the difference between the ¥YY mass and the wo
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mass was consistent with the photon 4—-mamenta
erToTs. To facilitate the transformation of each 22
into a probability that the photons came from a w9,
photon pairs were divided into four categories based
on the origin of their photons. The four categories
are SLIC-SLIC, SLIC-Qutrigger, Outrigger—QOutrigger.
and SLIC-Pair. Fiﬁures 39 through 42 show mass
plots of ¢these four ‘tgpes of M9'’s from a typical
15000 event 170. GeV tape segment.- All "unique"
photon pairs are included. I# neither photon formed
a w9 with any other photon in the event wusing a
liberal =x2 cut, the photon pair was defined as
"unique" and included in the plot. (Most w9 ’s which
we accepted were wunique.) Plots like these were
used to calculate the. amount of background and
signal for any given ¥Y¥ mass in each of the faour n0
categories. Each plot waé F;t to a gaussian signal
shape on a #flat background. SLIC-SLIC plots were
also subdivided according to the w9 energy. A
probability, PRPIZ, was. calculated for each wo
candidate based on the <YY¥ mass., 2, and the

background underneath the appropriate w9 peak.
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A second probability, PRPIZ2, was calculated
whenever one or both photons in one w9 could be used
in another 79 with a probability greater than 5Sui.
PRPIZ2 was used %o recaognize that a single photon
cannot come from more than one W@ and was an
appropriate adjustment of PRPIZ.

Two final adjustments were made in the wo
reconstruction. In calculating a w9 4—momentum, the
energies of both photons were adjusted to make the
¥¥ mass equal ¢to the w9 mass, which is 134.96
MeV/c=2. The accuracy of PRPIZ; was studied by
looking at our very strong w * wtw—wo signalg From
this study of the w signal and background. a more
refined probability, PIZPRB, was deterﬁined. An w
plot for PRPIZ2 > 0.9 appears in Figure 43. See
Table S for the function which generated the final
w9 probability, PIZPRB, from PRPIZZ2.

In summary, shower energies were used like an
extra view to correctly combine the physical views
of the electromagnetic calorimeters together to find
photons, and other particles. The problems of

hadronic satellites, finite detector resolution.
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calibration errors, showers which overlapped in the
one dimensional views, and 1limited computer time
were dealt with. The efficiency of these programs
for detecting m9’s in DO meson decégs is discussed

in the w9 Maonte Carlo section.
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TABLE 3. w9 PROBABILITIES FROM w2wtw-wl DECAYS

PRPIZ2 (0OLD) PIZPRB (NEW)
0. 00 2> 0.05 0. 0028
0. 05 + 0.10 0. 0085
0.10 »+ 0.15 0.0142
0.15 <+ 0.20 0. 0199
0.20 '+ 0.25 0. 0256
0.25 + 0.30 0. 0313
0. 30 + Q.35 0. 03&%9
Q.35 » 0. 40 0. 0426
0. 40 » 0. 45 0. 0483
0. 45 + 0. 50 0. 0540
0. 50 + 0.55 0. 0596
0. 55 + 0. 60 0. 0758
0. &0 + 0. 65 0. 0909
0. 65 + 0.70 0. 1212
0.70 »+ 0.75 0. 182
0.75 + 0.80 0. 227
0. 80 + 0.8375 0. 379
C. 8375 » 0. 8625 0. 51
0.8S5 + 0. 8875 0. 667
0.8875 » 0.92125 0. 84
0.9125 » 0.95 0. 92
0.9S > 1.00 0. 99
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H. HADROMETER RECONSTRUCTION

The Hadrometer reconstruction program was used to
match energy deposits in the Hadrometer to charged
parficles found in the Drift Chambers and then,
after subtracting these deposits out, to find
neutral hadrons,

The first step was to make a list of all ‘“bumps™"
found in the upstream'and downstream halves of the
Hadrometer and in the sum of these halves; © As may
be rtecalled from the Hadrometer hardware section,
each upstream and douwnstream half of the Hadrometer
ﬁas Tight and left Y views and one X view. A "bump"”
is defined as as a counter in a view with a pulse
height significantly greater than its neighbors.

The position of each charged track was projected

to the Hadrometer ¢to see if an XY pair of bumps

could be associated with it. If the association was
successful, an average hadronic shower shape was
used to subtract out the <charged particle. The

energy subtracted was that provided by the Drift

Chambers and corrected for the energy depoesited in
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the SLIC. The energy subtracted was constrained not
to exceed that appearing in the Hadrometer. Alsao,
because the pésitioﬁ was known, a correction was
made for the attenuation of the scintillator 1light
as a function of the distance to photomultiplier
tubes.

After the subtraction process was complete a

search for significant bumps was made in the sum of

the upstream and downstream halves of the
Hadrometer. These X and Y neutral bumps were
matched together according to their energies. Again
caoarrections were made to the energies for

attenuation. Provision was made to find a maximum
of two neutral hadrons on each side of ¢the
Hadrometer.

Neutral hadrons from this reconstruction program
have been successfully wused to find the signal

¢ > KO KO (see Figure 44).
s L
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I. MUON IDENTIFICATION

Charged tracks were identified as muons by the
Hadrometer and Muaon Wall. The mu;n identification
program did not distinguish between muons #frem ¢the
primary vertex and muons created by pions and kaons
decaying in Flightf The output of the muon routines
was a definitive yes or no rather than a probability.

The definition of a muon was determined from a
study of 130 wyrptp~ decays [22,471]. A muon counter
which could have.been hit by a projected track must
have had a TDC ¢time consistent with the vertical
position of the track. The muon counter latch ©bit
was not wused as it proved to be less reliable than
the TDC time. The track must have deposited between
1 and 5.5 GeV in either the X or Y view of the
Hadrometer. A minimum ionizing track typically 1left
2.4 GeV in the Hadrometer. The width of the energy
deposit in the Hadrometer must have been less than
10" in Y or 12" in X. The ratio of the energy seen
in the #front half of the Hadrometer for the muon

candidate to its total Hadrometer energy must have
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been between O. 146 and 0.87 in either the X or the Y
vieuw.

These cuts were based on the w study (954 of the y
muons passed the cuts). Studies of non—-dimuon
tfiggers showed that a few per cent of the particles
identified as muons were really hadrons. Muons with
energies below a few GeV ranged out before they
reached the Muon Wall. About 5S4 of the non—dimuon
trigger events had a muon, which was about the number
expected from pions and kaons decaying in flight.

Neutral par%icles found in the Hadrometer were
identified as wuntracked muons if the energy they
deposited was between 1.6 and 3.7 GeV and two of the
following three conditions were satisfied. The ratio
of the energy seen in the +front half of the
Hadrometer to total energy was between 0.2 and 0.8 in
the X and/or Y views. The particle was located more
than one meter east of the middle of the Hadrometer
where a high flux of muons from the primary proton
target existed. Most untracked muons originated in

the primary proton target.



A. EVENT PRODUCTION

Data taking commenced in December 1980 and was
completed on 1 June 1981 when the Proton Beam Line
caught fire. Radiation prevented ¢the fire From'
being immediatelg.extinguished: so we lost the last
six hours aof aour rTun.

The energy of the beam was 137 GeV during ¢the
First. four months of the run and 170 GeV during the
£inal two months. We used one thousand 6250 byte
per inch qagnetic data tapes to record 12.1 million
137 GeV and 4.87 million 170 GeVY Recoil 2 and 3
triggers. At about the same time as the beam energy
increase, two other changes were made to the
spectrometer. Muon counters were added to increase
the acceptance of the dimuon trigger for
asymmetrical @ decays. Masks were added to the
seventh and eighth layers of the QOutrigger X views
to improve resolution. Soon after beginning 170 GeV
data taking, some Drift Chamber thresholds were

increased to reduce the number of false hits.
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B. EVENT RECONSTRUCTION

The first step of the event reconstruction was
concurrent with the event production. Each tape
generated at the Tagged Photon Lab was run through a
monitor program on . one of the three Fermilab Cyber
175 computers. The purpose of the monitor program
was to insure that»all the individual Drift Chamber,
Calorimeter and other detector channels were
producing data signals. It also used scaler,
pedestal, light pulser, and Drift Chamber pulser
events to make calibration | disk files. No
reconstruction was done at <+this time because the
programs.were not ready.

Actual reconstruction commenced in December 1981

and was essentially completed in June 1983. The

reconstruction programs were divided into two
passes.

The Drift Chamber and Recoil Detector
reconstruction were wunique to Pass 1. Because the

Pass 1 programs exceeded the 304000g 60-bit words

available to wusers on the Fermilab Cyber 175
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computers, a segmented load was used in which each
subroutine and common block had to be explicitly
moved in and ocut of core during program execution.
Typically, Pass. 1 required 1/2 second of Cyber 175
CPU time per event. To decrease the number of years
necessary to analyze this experiment, the Pass 1
code wasAalso converted to run on two other computer
systems: an IBM 3033N ;n Ottawa and six IBM 370/148
emulators built with AMD 2902 bit slice chips by our
colleagues at the University of Toranto.

The final version of the Pass. 2 reconstruction
program analyzed the Tagging System, Cerenkov
Counters, Outriggers, SLIC, Hadrometer, and Muon
Wall. Pass 2 was run with a segmented load aon the

Fermilab Cyber 173 computers and also on VAX 11/780

computers, equipped with floating point
accelerators, at UCSB and the University of

Calorado. The Pass 2 Fortran code was written to
minimize the differences between Cyber Fortran 4 and
VAX Fortran. On several occasions, new versions of
Pass 2 were brought up on the Cyber and were then

transfered taoa and executed on a YAX in a matter of
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hours. The #inal Pass 2 programs typically required
1/6 second of Cyber CPU ¢time to reconstruct an
event. This represented a 304 speed improvement
over the original Pass 2. This optimization made
use of the Fermilab HOTSPQAT program, which recorded
how 1long each 1line of ‘the Pass z-éode spent in
execution. HOTSPDT allowed wus to concentrate on
improving the most time consuming sections. Pass 2
ran 6.7 times faster on a Cyber 175 than on a VAX
11/7780. Table & tells how much Cyber 175 time each
part of the Pass 2 consumed analyzing events.

Particle four-vectors, four—-vector errors, and
particle identification were then extracted from the
Pass 2 output tapes and condensed onto data summary
tapes. Events +fraoam these data summary tapes were
then stripped with broad cuts to supply a handful of
tapes for looking at each specific signal. Only the
strips of 170 GeV data are used in this thesis ¢to
find D mesons since the tracking resolution of the
137 GeV data is much poorer for an unknown Treason.
Aléo. Gerd Hartner’s Cerenkov results are used for

particle identification.
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Reliable high speed data links between Fermilab
and other sites, such as Santa Barbara, were an
essential part of the data analysis. UCSB wused a
pair of 8 channel MICOM Micro 800/2 data
concentrators with two Paradyne T-96 <9600 baud
modems, and a dedicated 4-wire RCA satellite link.,
to communicate with Fermilab. A Printronix P300
printer run at 4800 baud was attached to one af the
8 statistically multiplexed <channels to provide
printout. A four PROM chip set called Scientific
Super—-Sub Script (Printronix Part Number 104883 —
$150) was installed to provide &4 alternate
characters. The normal ASCII characters and their
corresponding alternates follow.

1ERELL% ()4, - /01234546789 i <=>7
01234S6789%+h_xBg1234s5780m+¢~ >k

@ABCDEFGHIJKLMNOPQRSTUVWXYZL\1™_
XabcASEPT jxAYKANIVEZ OV y z PpwE

These special characters are used extensively

throughout this thesis.
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TABLE 6. PASS 2 TIMING IN CYBER

Calorimeter Calibration
Data Unpacking

Data Packing

Cerenkov (First Pass)
Cerenkov (Jim Elliott)
Cerenkov (Gerd Hartner)
Tagging Reconstruction
Vertex Finding

SLIC Analysis

Qutrigger Reconstruction
Hadrometer Reconstruction

w0 Reconstruction

Total

TIME

10
21
32
12

13
45

~

162

ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms

ms

ms

% PASS 2

%
&%
13%
21%
8%
4%
1%
10%4
29%
1%
4%
2%
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VI. D*+ MONTE CARLQO

A. GENERATION AND CHARGED TRACK RECONSTRUCTION

A Monte Carlo simulation was wused to generate
events with charmed D mesons. The goal was to
determine the efficiency of the spectrometér for
réconstructing this sort of event so we could
translate the observéd D meson signals into a
branching ratio quotient: B(DO=>K-w+w0) / B(DOK-u+).
To find this quotient, 4988 DO » K-w+1m0 and 4983
DO » K-+ events were generated and reconstructed.
The required features of the Monte Carlo were the
event generation, apd the Drift Chamber, Cerenkov
Counter, and w9 reconstruction efficiencies.

Each Monte Carlo event began by simulating ¢the
bremsstrahlung production of a tagged photon in the
copper radiator. A pseudo—-random number generator
was uvsed to determine how many interactions took
place in the radiator based on the radiation
probabilities. The ‘Honte Carlo was adjusted to

match the observed photon beam energy spectrum  and
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the relative frequency of multiple bremsstrahlung
and pair production in the +vradiator. A rTecoil
proton and a heavy forward photon with mass ranging.
from the D¥*+ D¥- <threshold (4.02 GeV/c2) to 12
GeV/c2 were generated. The generated mass squared
distribution 'mas flat to match our data. The
invariant momentum ¢transfer to the proton, t. was
generated using do/dt « e-3.5t If the momentum
transfer generated by this formula was kinematically
impossible, anoth?r pseudo-random number was chosen.

A D¥*+ D¥~ pair, accompanied by a few extra
charged and neutral pions, was then produced ocut of
the heavy photon wusing a pure phase space
distribution. To match our data, the D*+  was
preferentially aligned with direction of the heavy
photon according to a cos%® distribution in the
heavy photon’s center of mass frame. Both D¥'’s were
then taken to decay via D¥+>7w+DO and D*-év-so. The
59 decay multiplicity was then chosen based on SPEAR
data.

The DO was then decayed either into K-wt or

K-mw+mw9® depending on which of the two Monte Carlo
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TUNS was being taken. The X-Y coordinates of tracks
thus generated were then calculated for the position
at each Drift Chamber plane and calorimeter. The
magnetic fields bent the charged particles
appropriate1g5 Particles which collided with
magnets stopped. Multiple scattering was added.
The CERN Monte Carlo "support package, GEANT,  was
used extensively tﬁroughout this process.

A resolution error was associated with each Drift
Chamber wire. The error was wusually the same
throughout a plane. The U, V, or X position at a
wire was generated by adding a pseudo-random
gauvssian resolution error in quadrature with a wire
laying error. An overlay of crosstalk, false hits,
and clusters was then provided to match the real
data. With all these errors taken into account, TDC
timgs were written onto tape just as in a real
event. Iﬁ addition a new data type containing the
real 4-momenta, type, and decay history of all ¢the
Monte Carlo particles was added.

Each Monte Carlo track which was above <threshold

generated light in the Cerenkov Counters. A Poisson
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like distribution, which matched the data, was used
with pseudo-random numbers to pick exactly how many
photoelectrons each track generated in each mirror.
The number of photoelectrons per mirror was written
onto tape. This procedure gave a good. match to real
data except for the four central mirrors in Cl which
were on about 10%Z more often than than indicated by
the Monte Carlo. This small correction was added
directly to C1.

The Drift Chamber and Cerenkov data were
reconstructed by the standard reconstruction program
and an output tape was generated from the Monte
Carlo input tape. The w0 reconstruction efficiency.
which is the major difference between the DO » K-n+t
and Do i'K-v+v0 modes., is discussed in the next
section.

The D*+ pesolution generated by this Monte Carlo
agrees with the real ﬁata. ‘"The Monte Carlo also has
been used to generate Kg > wtr— peéks which look

like the real ones.
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B. 19 RECONSTRUCTION EFFICIENCY

As mentioned in fhe previous section, the
efficiency for finding <the w9 in each DO =+ K-w+wo
Monte Carlo event was needed. We constructed an
efficiency lookup table to meet this n;ed; by adding
simulated electromagngtic showers +to the showers
already present in real events and then running
these events through the usual calorimeter
reconstruction program. The efficiency lookup table
was constructed as a function of the WO probability
(PRPI1Z2), the number of particles hitting the
calorimeter; (mﬁltiplicitg), ™ momentum, and the
angle of the w90 with respect ¢to the beam line.
Generally, the ™o recaoanstruction efficiency
increased with momenta and angle, and decreased with
multiplicity. In other words, it was easy to
reconstruct large isolated- photon showers. The
efficiency lookup table was checked over a range of
momenta by observing real K%*0 (899 ) »K+T—,
K®+ (892)+K+0, K*+(892)+K0w+, and K*0 (899)+KO10

decays.
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We chose the efficiency lookup table approach
rather than trying ¢to simulate the signals which
would actually have been seen in the calorimeters
for a particular D¥*+ Monte Carlo event. This
approach avoided the difficult task of realistically
modeling the energy deposits of hadronic showers.

I will first explain how the efficiency lookup
table was generated, and then how it was used in the
D#+ Monte Carlo. We could realistically simulate
electron gamma showers with a program called EGS
L48, 491]. To determine the efficiency lookup table,
EGS showers were added to real events. The events
consisted of 100714 Recoil 2, 3, and 4 triggers from
ten tape segments selected randomly throughout the
170 GeV data. The tapes were TMS5024, TMS5150,
TMS093, TM4924, TM4919, TM4929, TMS060, TM49SS,
TM4833, and TMS109. Each event was assigned to one
of five multiplicity ranges; 126, 729, i0*12; 13»15,
and 146+3& particles. Two photons from one WO were
added with EGS to each event. The w0 momentum and
angle with respect to the beam axis were randomly

chosen from a selection of 24 momentum—angle
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combinations. The six momenta were 7.5, 10.35, 14,
18, 26, and 40 GeV/c. The four angles pointed to
circles on the face of the SLIC with radii of 1, 2,
3.5, and S feet. The mw9'’s were randomly distributed
around the circles.

The decay of each w0 was simulated to yield ¢the
4-momenta of thé two photons. I$ the photons both
hit an electromagnetic ‘calorimeter, were separated
by a counter width, and exceeded the standard SLIC
and Qutrigger energy cuts of 2 and 1 GeV, EGS
showers were used to add them to tge real showers
already in the calorimeters. -I# either photon
failed ¢to pass the geometry and energy cuts, the mo°
was decayed again. For the SLIC composition and
geometry, forty EGS showers were stored on disk with
ten each at energies of 0.2, 1, 5, and 25 GeV. For
the geomettry and compasition of the Outr?ggers
thirty EGS showers were stored on disk with ten each
at the energies 0.2, 1, and S Gevi The EGS showers
were thrown at any of six equally spaced locations
in an 11/4" wide channel, i. e. the lo;ations were

approximately 1/3" apart. Once the the <closest
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available energy was determined, one of the ten
showers at that energy was randomly chosen. The EGS
shower energy was appropriately scaled before
landing the shower in the calorimeter. The energy
resolution of the SLIC as determined by EGS was
0. 07//E. The OQutrigger  resolution from EGS was
0. 14/ /E. In addition to the shower statistics
already contained in EGS showers,; the real
photostatistic errors for each counter were added
randamly with a gaussian function, as well as a
randomized gaussian 2% calibration error.

Once the EGS showers had been added to the real
showers and sufficiently scrambled, the event wa§
run through the usual reconstruction program. If
. both photons were found within 17/g" of the throuwn
location and if they were reconstructed as a w9,
then the reconstruction was considered successful.
We used. the PRPIZ2 wvalue assigned to each Monte
Carlo w9 by the reconstruction program to generate
the efficiency lookup table. The difference between
the Monte Carlo w9 momentum and the reconstructed wo

momentum was used to generate a momentum TtTesolution
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lookup table. And finally, a position error lookup
table was determined from a study of the difference
between the Monte Carlo thrown and found locations.

Table 7 shows the wo0 efficiency for the geometry
and energy cuts alone and the combination of these
cuts with a PRPIZ2Z cut of 0.8 plus a typical
multiplicity of 7 to 9. Tables 8 thraough 13 are the
actual lookup tables for reconstruction efficiency,
momentum resolution, and position resolution. To
get a feel for the tables, consider a typical 14
GeV/c WO pointing at a two foot radius circle on the
face of the SLIC in an event with 7 to 9 partiﬁles
hitting the calorimeters. This typical w9 has a p
of 460 MeV/c. We find that 72%4 of these w9’s pass
‘the geometry and energy cuts. A PRPIZZ cut of 0.8
reduces the overall reconstruction efficiency ¢to
242; The energy resolution for this w9 is 0.14//§
and the ﬁosition resolution is 1.5 cm.
- With the wo reconstruétion efficiency for any
given ™o 4-maomentum and for any given event
multiplicity in hand, we weighted each Monte Carle

DO + K-nw+w9 event from 0.0 to 1.0 depending on the
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probability that the w9 was found above a PRPIZ2 cut
of 0.8, as determined by the efficiency lookup

table. To determine this weight, we simulated each

w0 decay 200 times. Whenever both Monte Carlo
photons hit an electromagnetic calorimeter, were
separated by a8 counter width, and exceeded the

standard SLIC and Outrigger energy cuts of 2 and 1
GeV, a pseudo-random number was used with the
- efficiency lookup table and linear interpolation.
If the 0.8 PRPIZ2 cut was exceeded: the weight was
incremented by 1/200. The PRPIZ2 value of the last
accepted event was wused to lookup gaussian errors
for transforming the Monte Cario w9 4-momentum into
a "reconstructed" w9 4-momentum. The philesophy was
to separate the g;ometrg and energy Euts from the
reconstruction efficiency.

With the weight +Ffor each DoK==+ w0 event
determined, we generated D¥+-DO0 mass difference
plots for the DO + K-w+ and the DO » K-w+tw@® Monte
Carlo runs, using the data signal cuts discussed
later. The K-w+ plot (Figure 45) has 451 signal

events above background. The K-mw+w8 plot (Figure
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446) has 111 signal events above background.
Combining these signals with the number of original
Monte Carlo events for each run we find that:

g(K~mw+two) (111/4983) 0. 022
=" = = 0, 25%0. 04
e(h-m+) (451/74988) 0. 090

Finally, to check the wo ef#iciencg lookup table,
we faund +the ratio of charged ¢to neutral pion
reconstruction efficiencies by observing real K*
decays. By comparing éhe number of observed K¥*’s in
?our channels a quantity can be  found, which is
independent of K*0 and K¥* production rates. The
ratio of charged to neutral pion reconstruction
efficiencies is thus given by:.

1/2
g(mwo) s [N&K*+ > K+wd) N(K*0 > K°w°)]

=
g(mw*) N(K*0 & R+y=) N(K*+ > KOu+)

The +factor of 2 comes from isocspin caonservation and

Clebsch—Gordon coefficients.

IK*+> = [I,I3> = (1/2, 1/2> = V2/3I7+K8> = V1/3I1oK+>
1K#0> = 11,I3> = (1/2, 1/2> = V273(m+K-> - V1731 w0Ke>
IK*0> = |I,13> = 11/2,=-1/2> = V1/3110Ke> = V273 In=K+>
IK#=> = 11,132 = 11/2,=1/2> = V1/31w9K=-> - V2731 mKo>
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The results of this K* study are presented in Table
14 as a function of pion momentum. The final
entries in the table compare the K* study wo
reconstruction efficiency to the Monte Carlo wo
reconstruction efficiency. The charged pion
efficiency of 0. 75+0. 06 used to calculéte the =(wa)
column is from a charged track Monte Carlo study and
from observed pO+w+w— decays. The £(m9 Monte Carlo)
column is for a multiplicity of 7 to 9@ and a wo
pointing at a two foot radius circle.on the face of
the SLIC. A PRPIZ2 cut of 0.8 was used throughout

the table.




122

TABLE 7. w9 MONTE CARLO EFFICIENCY

ENERGY AND GEOMETRY CUTS ONLY

MOMENTUM 17 2’ 3.9 S’
7.3 GeV/c . 440 . 495 . 547 . 561
10. 3 GeV/c . 3583 . 438 . 6469 . 636
14. 0 GeV/c . 690 . 716 . 749 . 628
18. 0 GeV/c . 743 . 782 . 797 . 595
26.0 GeV/c .839 . 843 . 821 . 911
40.0

GeV/c .881 . 888 . 714 . 3359

COMBINED RECONSTRUCTION, ENERGY CUT,
AND GEOMETRY CUT EFFICIENCY
(PRPIZ2=0.8 and Multiplicity=7+9)

MOMENTUM 1 2 3.39° S
7.9 GeV/c . 046 . 068 . 147 . 200
10. 5 GeV/c .098 177 . 260 . 231
14. 0 GeV/c .134 . 240 . 393 . 222
18. 0 GeV/ec .172 . 318 . 398 . 216
26. 0 GeV/c . 230 . 375 . 430 . 173
40. 0 GeV/c .279 . 434 . 288 . 071

RADIUS

RADIUS



TABLE 8.

MULTIPLI- RADIUS
CITY MOMENTUM CASES

M= 1+ 6
M= 7> 9
M=10=+12
M=13=+15
M=1&236
M= 12> &
M= 7> Q@
M=10-12
M=13+15
M=146+36
M= 1+ &
M= 7+ 9
M=10+12
M=13+15
M=16+36
M= 12 &
M= 72 9
M=10-12
M=13+15
M=143&
M= 1+ &
M= 7+ 9
M=10->12
M=132>15
M=16+36
M= 1+ &
M= 7+ 9
M=10+>12
M=13+15
M=14+36

M= 13 &
M= 7> 9
M=10=>12
M=13215
M=16+36
= 12 &
M= 7> 9
M=10->12
M=132195
M=146+36
M= 13 &
M= 7% 9
M=10=>12
M=13215
M=16-+36
M= 12 &
M= 75 @
M=10-+12
M=13%15
M=14&+3&
M= 13 &
M= 7+ 9
M=10->12
M=13>15
M=16+36
M= 1+ 6
M= 72> 9
M=10-+12
M=13+15
M=16+36

1’

— —— — —

PRPIZ2

0.4 0.5 .6
429 . 384 . 340
293 . 218 . 193
203 . 160 . 139
163 . 120 . 099
104 . 071 . Q&0
412 . 373 . 350
341 . 294 . 259
2446 . 194 | 164
206 . 169 . 123
190 . 140 .111
447 .410 . 381
357 .308 .272
297 .253 . 217
267 . 215 . 161
232 . 184 . 140
903 . 470 . 444
397 . 3492 . 316
366 . 319 . 273
299 . 247 . 212
295 .251 .192
484 . 463 . 437
437 . 393 . 347
383 . 342 . 297
378 . 343 . 286
.384 . 336 . 256
477 . 460 . 438
454 . 414 . 372
427 .385 .333
425 . 383 . 317
4335 .395 .316
932 . 500 . 442
372 . 331 . 293
249 . 216 . 186
183 .141 . 121
168 . 127 . 104
979 .S85 . 530
486 . 448 . 400
377 .321 . 279
290 . 249 . 209
279 . 199 . 149
690 . 6635 . 631
544 . 499 . 448
448 . 383 . 336
396 . 355 . 292
341 .279 . 229
716 . &8B6 . 657
594 . 551 . S04
505 . 448 . 403
433 . 391 . 325
3468 . 3146 . 257
719 .700 . &77
606 . 577 . 9532
591 . 3551 . 495
S15 . 463 . 406
444 . 403 . 320
694 . 683 . 668
&30 . 602 . 335
984 . 559 . 503
952 . 522 . 448
573 . 529 . 443
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TABLE 9. 3.5’ AND S°

2L me

FRACTIONS ABOVE PRPIZ2 CUTS

MULTIPLI- RADIUS PRPIZ2

CITY HDMENTUM ,LCASES 0.3 0.4 0.5 0.6 0.7 0.8 0.9
M= 15 & p= 7 5 673 .713 . 86739 . 63535 . 633 . 577 . 327 .033p
M= 7+ 9 . 999 . 544 . 517 .480 .414 . 268 .013
M=10>12 1123 340 .475 .436 . 415 .359 .227 .013
M=13+15 833 .437 . 361 .323 .295 .253 . 156 . 004
M=146236 679 .302 .244 .214 . 193 . 135 . 090 . Q04
M= 1+ & p=10. &48 . 779 .735 .739 .721 .&96 . 520 .097p
M= 7+ 9 1009 . 699 . 633 .618 . 593 . 551 .388 . 047
M=10=+12 1077 .59&8 . 505 . 466 . 433 . 398 .284 . 049
M=13+15 825 .484 .427 .381 .358 .327 .250 .038
M=15+34 986& . 403 .343 .309 .271 .241 . 166 .027
M= 1> & p=14, 628 .787 .774 .7&3 .747 .703 .580 .150p
M= 7> 9 P91 . 665 . 643 . 616 . 582 .3559 . 471 . 112
M=10+>12 1084 .4621 .560 .513 .487 .451 .367 . 100
M=13>195 837 .3532 .4946 .4534 . 424 . 393 .331 .086
M=16¢3é 623 . 3504 .448 . 403 . 365 .334 . 266 . 086
M= 1 p=18. &70 . 737 .727 .716 .701 .&72 .597 .243p
M= 7> 9 64 . 692 . 6467 . 641 (4619 .S581 . 500 .170
M=10-12 1054 . 627 . 390 .546 . 519 .484 . 419 . 147
M=13»13 733 . 370 .3543 .503 .471 .441 . 379 .151
M=16>346 602 . 527 .483 .440 .415 .382 .321 .111
M= 1+ & p=26. 693 .735 .731 .718 . 708 .&72 . 583 . 269
M= 75 9 973 .4688 .672 . 4644 . 61 992 . 524 . 224
M=10+12 1089 .&37 .616 . 593 . 956 . 518 . 462 . 202
M=13+15 790 . 999 .56 . 316 . 473 . 447 .383 . 186
M=1&6+36 992 .5944 . 313 .475 . 436 . 410 .350 .157
M= 12 & p=40. 714 . 360 .541 . 529 .3508 .482 .40S . 154p
M= 7> 9 1048 . 362 .S533 .536 . 510 .481 .404 .154
M=10+12 1124 . 527 .3508 .476 . 455 .421 . 362 .1357
M=13>15 784 .332 .508 .469 . 431 .402 .349 .159
M=16&336 R=S5 * 533 .445 .427 .391 .36S5 .349 .282 . 105
M= 1 & p= 688 . 641 . 4632 . 619 . 606 . 564 . 390 .0159p
M= 7% 9 1052 .3994 .376 .553 .534 .493 . 356 .019
M=10-12 1113 . 537 .S03 .485 . 463 . 420 .287 .011
M=13>15 789 .471 .425 .401 .371 .332 .208 .00S
M=14+36 621 357 .317 .300 .280 .245 . 169 . 006
M= 1+ & p=10. &58 . 605 .391 .581 . 559 .933 .397 .043p
M= 7+ 9 1021 . 387 . 568 .547 . S36 .497 . 363 .03S
M=10>12 1080 . 325 . 505 .481 . 443 .429 .324 . 041
M=13+15 773 . 444 . 419 .395 .373 .340 .242 .028
M=1&536& 975 .438 . 402 .365 .346 .292 .217 . 030
M= 1> & p=14. 794 . 333 .523 .513 . 507 .481 .377 .0Q76p
M= 7% 9 981 .520 .512 .491 . 479 .4460 . 353 . 090
M=10->12 1064 . 321 .502 .480 .443 .435 .338 .085
M=13>15 772 . 466 . 444 (420 . 402 . 377 .291 . 065
M=1&6&5+36 3978 .386 .398 .343 .317 .284 . 220 .048
= 1+ & p=18 787 . 471 .468 .459 .443 .422 .341 .093p
= 7+ 9 1004 . 328 .S5Q07 .493 .478 . 450 . 363 . 127
=10+12 1112 . 486 .472 .459 . 446 . 421 .339 .112
M=13+19 727 . 453 .43&6 . 417 .400 .374 .314 . 124
=146+36 997 .404 . 375 .350 .333 .320 .251 . 102
= 1+ & p=26. 811 .390 .387 .383 .369 .350 .289 .110p
= 7> 9 1024 . 450 . 442 . 431 .417 .396 .338 .129
M=10-+12 1083 .441 .432 .422 . 405 .385 .320 .137
M=13+195 750 .447 .432 .412 .388 .3&67 . 309 .141
M=14+36 5943 . 424 . 400 .378 /356 .332 .279 .116
M= 1+ & p=40. 8335 .275 .273 . 268 .2&40 . 240 . 193 . 0&Fp
M= 7= 9 1049 .288 .276 . 269 .257 .231 .197 .078
M=10+12 1092 . 320 . 306 . 298 .284 . 260 .213 .080
M=13>153 718 . 291 .27& . 263 . 251 .235 .19% . 071
M=16+36 533 . 297 .282 .260 .250 .230 . 199 .0&3
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TABLE 10. 1’ AND 2° w@ ENERGY ERRORS DIVIDED BY

MULTIPLI- RADIUS PRPIZZ2
CITY MDRE?TUM 0.3 0.4 Q.5 0.6

M= 1+ & p= 7.5 .150 .116 .102 .189

M= 73 9 .108 .072 .080 .(088
M=10-+12 .105 .071 .115 .Q93
M=13+15 .094 047 .04&65 077
M=14+36 .124 .037 .056 .024
= 1+ & p=10.5 .170 .153 .224 .138
M= 7> 9 L1682 173 .098 (117
M=10>12 .167 .154 .095 157
M=13+195 . 162 .118 107 .125
M=16336 - .113 .118 187 . 06435
M= 1+ & p=14.0 .223 .195 138 . 2&3
M= 7> 9 . 260 . 197 137 157
M=10+12 .244 198 193 . 161
M=13+15 .178 . 174 177 . 1&5
M=14+36 . 198 . 188 116 .082
M= 1+ & p=18.0 .294 .351 148 . 182
M= 7% 9 . 188 . 176 233 .177
M=10->12 .202 .157 234 205
M=13+15 .214 209 .137 215
M=1&236&6 .201 (177 .142 146
M= 1+ & p=26.0 .213 .411 .402 .284
M= 73 9 .438 .360 .259 .273
M=10>12 . 942 .362 .376 . 348
M=13+135 .336 .230 .3%92 331
M=1&236 .390 .343 .378 .284
M= 1+ & p=40.0 .447 .4674 .356 .48S5
M= 7+ 9 . 615 . 4689 . 676 . 339
M=102>12 .864 560 .344 396
M=13+1S5 .470 .392 .427 .308
M=1&33&6 R=2 - .471 .518 .&20 .227
M= 1+ & p= 7.3 .081 .091 .099 .115
M= 7+ 9 120 115 .103 .130
M=10=12 .094 .095 .142 .084
M=13>15 .084 (109 .119 (120
M=1&-36 .087 .079 .071 .121
M= 1+ & p=10.5 .152 .130 .115 .110
M= 7% 9 . 148 . 122 .160 . 119
M=10>12 129 0127 . 093 . 155
M=13+15 . 118 133 . 146 . 1469
M=14+36 .114 130 .193 .11i4
= 1+ & p=14.0 . 135 214 .120 .158
M= 7+ 9 . 188 188 .128 .159
M=10+12 . 153 172 . 127 . 216
M=13>15 . 163 193 .186 .180
M=1&+36 .188 .207 .180 . 287
M= 1+ & p=18.0 .145 .206 .145 .200
M= 7> 9 . 187 . 294 .2467 . 203
M=1012 .242 .187 .203 .24&
M=13215 L1733 . 230 . 209 . 243
M=14336 .244 353 .1846 226
M= 1+ & p=26.0 .256 .271 .218 .237
M= 7+ 9 .337 . 263 .245 . 242
M=10>12 .301 .294 .303 .272
M=13+195 .302 .292 273 .235
M=146+36 .349 .218 .435 .251
M= 1+ 6 p=40.0 1.000 .587 .353 1.044
M= 7+ 9 .358 .649 .340 .477
M=10+12 .482 .389 .748 . 479
M=13+15 .686 (634 360 693

M=1&+36 333 .426 .323 . 426

0.7 0.8
078 . 0&2
084 . Q70
089 . 0467
087 . 100
045 . 076
133 . 0995
133 . 107
118 . 112
108 . 094
137 . 095
164 | 166
1995 . 139
242 . 162
215 . 125
147 . 123
245 .189
213 . 220
251 . 178
259 . 231

77 . 200
369 . 363
458 . 260
277 . 313
948 . 302
210 . 351
870 . 433
588 . 496
301 . 591
&2 . 467
388 . 467
092 . 0463
088 . 064
093 . 064
133 . 054

. 0835 . 093
098 . 100
128 . 104
129 . 120
124 . 090
113 . 150
173 . 133
186 . 143
154 . 147
167 . 157
179 . 170
180 . 174
197 . 179
232 . 165
239 . 169
185 . 187
337 . 233
265 . 246
303 . 304
371 . 294
365 . 246
289 . 440
&435 . 441
625 . 435
913 . 4795
341 . 392

. 158

w

ONNT U -
QDQ;MOOQM

ORI &4 4= 0t a2 b s

PNLULWNN
D= OO+
hmm_g\l

. 334



TABLE 11.

MULTIPLI- RADIUS

CITY MOMENTUM
R=3. 5"
M= 1% & p= 7.9
M= 7> 9
M=10+>12
M=13+>15
M=14+36
M= 12 6
M= 7=+ 9
M=10->12
M=13+15 .
M=163+36
M= 1% & p=14.0
M= 72 9
M=10-=>12
M=13+135
M=1&6+34
= 1+ & p=18.0
M= 7% 9
M=10->12
M=13>15
M=16+36 )
M= 13 & p=26.0
M= 7+ ©
M=10-+12
M=132195
M=16+36
M= 1+ & p=40.0
M= 7% 9
M=10=>12
M=13>19
M=16236
R=5"
M= 13 & p= 7.5
M= 7+ 9
M=10+12
M=13215
M=1&+36
M= 1+ & p=10.5
M= 7+ Q
M=10->12
M=13+13
M=146236
M= 1+ & p=14.0
M= 7= 9
‘M=1Q-=>12
M=132>195
M=146+36
M= 1+ & p=18.0
M= 7> 9
M=10->12
M=13>13
M=16+36
M= 1+ & p=2&.0
M= 7= 9
M=10->12
M=13+15
M=146+36
M= 1+ & p=40.0
M= 7= 9
M=10=+12
M=13>13
M=1&6236
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0.8 0.9
098 . 05&p
126 . 065
143 . 033
137 . 054
126 . 069
141 . 095p
194 . 075
170 . 076
196 . 109
201 . 092
239 .122p
258 . 151
220 . 113
2446 . 160
232 . 133
289 . 1&35p
321 .179
3138 .177
354 . 191
287 . 168
S47 .318p
485 . 298
323 . 324
SQ0 . 280
591 . 337
788 . 518p
930 . 488
879 . 563
879 . 569
797 . 494
147 . 049
156 . 066
149 ., 039
162 . 027
163 . 059
197 . 0&9p
206 . 089
214 . 092
211 .0895
235 . 063
262 . 121p
255 . 122
269 .132
293 . 137
294 . 094
353 . 179p
354 . 183
367 . 207
337 . 175
434 .178
303 . 294p
531 . 375
83 . 297
354 . 384
495 . 239
871 .S57p
827 . 3&5
857 . 632
768 . 715
789 . 442
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TABLE 12. 1’ AND 2°
RADIUS
R=1

MULTIPLI-
CITY MOMENTUM 0.3 0.4 0.5
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S’ AND S’ m° POSITION ERRORS IN CM
PRPIZ2
0.3 0.4 0.5 0.6 0.7 0.8

3.
R=3. 5’

TABLE 13.

MULTIPLI- RADIUS
CITY MOMENTUM
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TABLE 14. K* DECAYS AND m9 RECONSTRUCTION EFFICIENCIES
Beure ) K#OsKtm-  K¥HSKITO  DKHTO /KT
6> 8  1109%11% 25425 . 05%. 05
8+10 738£100 43+32 . 12+. 09
10+12 S80+85 91£31 .31+ 10
12316 660£130 17665 . S4% 17
16%22 700+125 230450 . 60+. 20
>22 554+120 200480 . 70+. 30
GeV/c  K*+>KOm+ K*0-KOTO 2KOWO/KOm+ e(w0)/e(m+)
&> 9 935100 84427 . 18%. 06 . 13+. 08
9+12 734 7% g85+27 . 18+. 08 .21%. 07
12516 408+ 75  104+30 .33+ 10 . 40%. 08
16520 416+ 70 90+25 . 43%. 12 . 46%. 10
20+32 434+ 75  10S+26 . 48%. 12 . 50%. 12
>32 80 40 30+£14 .75+ 50
GeV/c €(mw9) g(m9 Monte Carlo)
&> 9 . 10+. 04 . 07+. 01
912 . 1&%. 08 . 184. 01
12516 . 30&. 06 . 24+. 01
146420 . 34+, 08 . 32+. 02
20+32 . 38+. 10 . 384. 02
Note that
g(mo) NCK#+ > K+md) NCK*0 > Kamay 1. 2
g(w+) = 2 [N(K*O > K+mw—) N{K*+ = K°v+)}

The factor of 2 comes from isospin conservation.

IK*+> = {1, 13> = (1/2, 1/2> = V2/317+Ke> - V1/3I0K+>
IK¥0> = 11,13> = 11/2, 1/2> = V2/31n+Kk~> - ¥1/3Im0K0>
IK#0> = |I,13> = 11/2,-1/2> = VI/3ITMOKID> = V2/317-K+>
IK*=> = II,I3> = (1/2,=1/2> = V1/31w0K-> - V273 m=Ko3>
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VII. D9 2> K-uw+twO BRANCHING RATIO

A, DO 2> K-wt AND DO » K-w+wO SIGNALS

We have oﬁserved two decay cascades (350,311,
D*+'¢ DOn+, DO -+ K-w+ and D*+ » DOw+, DO > K=m+wa,
™ > ¥Y. (The. charge conjugate is impliciflg
included for all réactions.)

The D¥*+ - DO mass diFFerence of 145.4x0.2 MeV/c2
makes the Q wvalue for the decay D*+ + DOy+ quite
small (3.8 MeV) [1]. Our mass difference resolution
was 30 times better than the resolution of the D¥*+

or DO masses alone because the low Q value ( M(D*+)

- M(D9) - M(w*) ) allowed the subtraction to cancel
most of the measurement errors. The mass difference
resolution is proportional to Qi /2, The background

is pioportional to the phase space accepted within
our resolution in G. This is small both because the
resolution width is small and because the phase
space 1is proportional to Gl /2, as discussed below.
Both the good mass difference resolution and small

amount of background allowed by phase space wemTe
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needed to find significant Do signals. Qur
background in the region of the DO mass was too
large to find the DO directly.

The following cuts were used to obtain signals.
The first six ?uts were used to reject poor quality
tracks which had not contributed <¢to other signals
such as the decays Kg < wtw=, A*pw=, and ¢IKTK-.
These poor quality tracks only added background ¢to
these signals.

1) Each track had to have at 1least 8 degrees of

freedom; that 1is it had to be seen in enough Drift

Chamber planes to be believable.

2) We rejected tracks seen only in D1 for the same

Teasan.
3) We rejected spurious tracks.

4) The fit of each track to the primary vertex had
to pass a CHTSG<3.8 cut, because the D*+ and DO both
decay at the primary vertex within the limits of our

resolution.

S5) The Cerenkov probabilities were divided by tuwo
for category 3 tracks (Di-D2). These tracks were
less reliable than those seen in all four sets of

Drift Chamber planes.

b)) We rejected tracks with energies exceeding ETAG

as unphysical.
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7) We rtejected runs determined by Jim Pinfold ¢to
have too few Kg's; which indicated that the Drift

Chambers were not working praoperly.

8) The kaon Cerenkov probability had to be above
above .29 and both charged pion Cerenkov
probabilities had <to be above .39 . These rather
minimal cuts were wused to reduce the number of
events under consideration ¢to a more manageable
level.

?) We demanded that the w9 probability, PRPIZ2, be
greater than 0.8 . This cut was determined from a

study of the decay w>wtn—wo.

10) We required that the Joint. 3—-fold probability,
PR(K=, ¥+, w+) = PR(K=)«PR(w+)-PR(w+), be greater than
0.20 . Cutting on a joint probability distribution
€521 provided an wunbiased way to produce a larger
signal than individual cuts. For example, an event
with a well identified kaon and two below average
charged pions might be rejected with individual cuts
for each particle. But such an event is just as
good as an event with three medium quality chargéd

tracks, and should be accepted.

11) The K-w+t(w9) mass had to be within &0 Mev/c2 of
DO mass. This relatively large mass cut minimized
systematic errors arising from possible differences
in the resolution of the D2 mass for the two decay

modes.

12) Finally, we uysed a cut on the Df+ energy,
E(D*+)/ETAG > Q.35, to reduce background.
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For each K~w+w+ and K-w+nwo9n+ combination passing
these cuts, the mass difference aM = M(K-w+(wO)n+) -
M(K=w+t(w0)) is plotted in Figures 47 and 48. The
data set was fit to a background shape aQl ‘2(1-b@)
{where Q/c2 = AN—M"+ and a and b are constants) plus
a Gaussian centered at aM = 145.4 MeV/c2 with ¢ =
1.2 Mev/c2, The background shape is the product of
a phase space factor times an acceptance correction.
In the non-relativistic limit, Q=p2/2m, where p is

the pion momentum in the rest frame of the D¥*+, A

volume element in momentum space is as follows.

(2rh)—3p2dpdQ (2wh ) =32mQd (2mQ) 1 '2dQ

(27h) -3 (2m3Q) 1 /2dQdQ

Thus the background density of states increases as
aQi’z, The 1-bQ term allows a small correction to
the shape of the background for acceﬁtance. No

terms of higher order were needed to give good fits

to the background. The background shape also fits
the Cabibbo suppressed (e. g. DO93K+qny~) mass
difference plots quite well. These Cabibbo

suppressed plots show little or no signal. For our
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Cabibbao favored signals, the fit gives 398 DO>K-m+
events and 41%9 DO>K-w+w0 events. These signals are
used to derive the DO » K-w+w©® branching ratio
calculated in the next section. The branching fatfo
analysis used exactly ¢the same cuts on the three
charged particles for both modes. The efficiency
for detecting the two modes thus depended mainly on
the wO Monte Carlo and possible tracking Monte Carlo
errors tended to cancel.

To obtain a more statistically significant signal
for the HK-w+*w0 Dalitz plot, which 1is described
later, we used a 30 Me¥/c2 DO mass cut and a 4-fold
probability cut, instead of the &0 MeV/c2 DO mass
cut and the separate cuts on w9 probability and
charged ¢track Cerenkov probabilities (3-fold cut)
discussed earlier. The 4—-faold cut demanded that
PR(K=, w+, 10, w+) = PR(K=)PR(w+).PIZPRB(PRPIZ2).PR(m+)
be greater than 0.11 . This mass difference plot is
shown in Figure 49 and contains 54 * 12 events.
Figure S50 shows ¢the effect of Temoving the
E(D*+)}/ETAG cut. Figures S1 and 32 show mass

difference plots equivalent to Figures 49 and 30,
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when at least one of the wO photons was found in the
Outriggers.

Figures 53 through S& show DO and D%+ peaks
obtained by choosing D*+ - DO ﬁass difference events
between 144 MeV/c2 and 147 MeV/c2 and then looking
back to +find +the D mesons. All the cuts are the
same for the 1lookback plots as for the mass
difference plots with the exception of the DO mass
cut, which was naot required. _The K-w+we lookback
plots come from the 4-fo0ld probability mass
difference plot (Figure 49). The lookback plots
confirm the authenéicitg of the D¥*¥+ - DO mass
difference peaks and show the effect of the DO mass

cut.
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B. EVENT DETECTION EFFICIENCY

To determine the quotient of branching #fractions
B(DO 2> K-w+w0)/B(DA - K-w+), the relative efficiency
for detecting the two modes.is needed. Most factors,
such as the beah flux and spectrum, trigger
efficiencies, and target size, are common to both
modes. The relative reconstruction and identification
efficiencies are the only factors to be calculated
from Monte Carlo studies.

The biggest difference between the two modes is the
nec;ssitg to reconstruct the w90 for the K-w+w9 decay.
As p?eviuuslg'described. the w9 Monte Carlo added
simulated photon showers to real events and then
reconstructed these events with the usval w9 finding
programs. These w9 efficiencies were then combined
with the D*+ Mante Carlo ¢to yield  the ratio
E(K‘v+w°)/=fK-w+)’= 0. 25x0. 04, for our DO energy spec-—
trum. Taking the number of events observed in -each
decay mode with the relative detection efficiency, we
deduce that B(DO>K=w+1wQ) /B(DOsK-+) = 4 3%1.4 .

Cambining this with the currently accepted value #£for
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the K-m+ mode of 2.4%0.4% [1]1, yields a measurement of

B(DO9»K-w+m0) = 10. 3+3. 7%.
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VIII. K-p*, K*Owd, K*-mw+, AND NON-RESONANT FRACTIONS

A. DaALITZ PLOTS

Dalitz plots are useful for finding resonant
contributions to <three-body d;cags. If a particle
decays according to phase space, the density of
events per wunit ‘area will be uniform. Resonances
show up as a non—uniform density.

Two DRalitz plots are shown in Figure S7. The
square of the K-w* mass is plotted against the
square of the w+w9 mass in both cases. The first
plot shows thevDo signal and was obtained by chosing
the 82 events with a D#*# - DO mass difference
between O0.1440 and O0.1470 GeV/c2. All other cuts
are the same as for the 4-fold probability mass
difference peak discussed previously. The #fit
described in the previous chapter yields 45 signal
events (35%) and 37 background eveﬁts (437%) in ¢this
mass difference range. The error on the background
fraction of events is estimated to be £35%. There

are 31 DO » K-w+w0 decays and 51 DO + K+r—70 decays
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The second Dalitz plot is of the background. For
this plot the K-w+twomn+ - K-w+w9 mass difference was
thosen to lie below 0. 143 GeV/c2, or between O0.148
and 0.170 GeV/cz, to exclude the real charm signal.

A few points are outside the kinematic boundaries
drawﬁ on both Dalitz plots, because we did not
constrain the K-n+w9 mass to exactly equal the DO

mass.
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B. MAXIMUM LIKELIHOOD FITS TO THE DALITZ PLOTS

The density of the background Dalitz plot varies
linearly with MZ (K~+) ( E(m9) in the Do
center—-of-mass), as expected for uniform phase
space, given the energy dependence of our WO
efficiency in the lab. The background density gave
a good fit to therequation to 1 - Xp(M2(K-m+)-1.5),
where the value of X, was found to be O.58. I# our
w8 reconstruction efficiency were independent of
energy. X2 would equal zero. The ¢ and K*
contributions to .this background—-estimate are
observed to be negligible.

Adjusting for the relative w0 efficiency measured
in the bacﬁground Dalitz plot, we performed a
maximum likelihocod fit [53]1 to the DO+*K-w+wO Dalitz
plot allowing background, non-resonant, K-p+, K¥=7w+,
and RK*ogo contributions. Each vector meson
contribution was described by a Breit-Wigner plus
the appropriate decay angular distribution. The
results are shown in Table 9, as are the

corresponding MARK II results ([21. Interference
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effects are small compared to the quoted errors:, and
are neglected.

We find that hal$# of our DO - K-w*+w0 decays are
"into non-resonant K-w+tw9, one third are into K-p+,
and little is into K¥*mw. The relative non—-resonant
and K-p*t contributions are most easily seen in the
projection of tﬁe Dalitz plot onto the M2“+“° axis.
In Figure 58 we plot that distribution for |[cosél >
0.5, where @ is the angle of either pion relative to
the kaon direction in the ww center—of-mass. For D©
+ K-p*+, one expects a cos26 dependence, because the
pt spin is 1 and the DO, K- and pion spins are Q.
.Therefore: the sadple with tcosét > 0.5 should
contain 7/8 of the K-p+ signal but only 1/2 of the
non—re;onanf contribution (signal plus background).
The upper curve in Figure 358 répresents the fit to
the entire Dalitz plot with the {cosél > 0.5 cut.
The lower cu;ve is also for lcosé!l > 0.5, but

excludes the p term in the +it.
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TABLE 16. DOsK=w+w0 DECAY CONTRIBUTIONS

Channel Fraction of Branching
DOsK-w+1w0 Decays Ratio
ES16 MARK II ES16 MARK I1I
+. 20 +.11(¢, 09) +2. 3 +3. 0
K-p+ 0. 31 0. 85 3.2 L 7.2 yA
-. 14 -.15¢. 10) -1.8 -3.1
- +, 09 +. 14¢(, 10} +1. 4 +2. 3
K¥*0 70 Q. 06 0,11 0.9 Z 1.4 A
-. 06 -0.9(. 10) -0.9 -1.4
+ 12 - +.07( 05) +3. 9 +2. 3
K¥=+ 0. 11 0. 07 3.4 Z 1.8 A
-. 08 -. 0&6¢(. 02) -2.8 -1.8
Non-— +. 21(. 05)
Resonant O0.51+£. 22 0.00 S. 2x2. 94 <2. 4%
Decays -. 00(. 00)
Total 1. 00 1. 00 10. 3%3. 7% 8. 5%3. 2%
K=m+wo

Note that the 45% background contribution
determi;ed in the D¥+-D8 mass plot has been excluded
from the Non—Resanaﬁt Decag.categorg. Alsoc observe
that the K* ;hannel branching ratios have been
adjusted for K¥* + Kw branching ratias, which are
derived from isospin conservation and Clebsch-Gordon
coefficients on page 120. In places where an error
is quoted in parentheses. the first error is

statistical and the second error is systematic.
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IX. DISCUSSION OF RESULTS

One of the fundamental problems in the study of D
decays 1is to determine the relative importance of
the decay mode in which the 1light quark 1is a
spectator and the mode in which a Q boson is
exchanged between the light and charmed quarks. (Do
decay diagrams appear in Figure 1.) I# the
W—exchange decay mode dominates, the DO lifetime is
shorter than the D+, because the D+ would have to
decay by annihilation, which is Cabibbo—-suppressed,
or by the non-dominant spectator mode. (W—exchange
is completely ruled out for the D+ by charge
conservation. ) The W—-exchange diagram requires an
I=1/2 final state; the isospin of the spectator
diagram final state is an unknown mixture of I=1/2
and I=3/2. One I=1/2 quark contributes to the
isospin of the W—-exchange diagram, while three I=1/2
quarks contribute to the isaospin of the spectétcr
quark diagram. A dominant I=1/2 final state leads
to DO branching ratio predictions which follow from

isospin and the fact that kaeons and K¥’s are I=1/2



144
states and pions and rhos are I=1 states. If <the
final state of <the DO decay is I=1/2, its isospin

decomposition is:

11, I3> = 1172, 172> V273 1k-w+> — V/1/31Kowe>

11,132 = 11/72,172> = V2/31K¥=qn+> - V173 1K*onwo>
11,132 = 11/2, 172> = V2/31K=p+> -~ ¢1/3IR°p°>
Dividing the 'squares of the appropriate

Clebsch—Gordon coefficients leads to the expectation

that:

B(D9 > K-w+) B(DO 3 K¥-q+) B(DO » K-p+) o
— - — = — - .

B(DO > Kayo) B(DO > K¥0qwo) B(D9 + KOpa)

Existing data for the first two channels are

consistent with this hypothesis, but the

measurements for the last ratio are B(DO » K-p0) =
7.2+3. 04 and B(DO -+ KOpO) = 0. 1+0.6%4 Combining our
-3.1 -0.1
K=p* +fraction with our DO 3 K-w+w9 branching ratio
gives B(DO - K-p+) = 3.2+%.g%. This is about half
the MARK II value and is 1.4 standard deviations
away from 2'B(D°+K°p°). the I=1/2 expectation.
In summary, we have observed DO > K-w+mw0 and K-vw+

in D*+ events. From these we have measured the
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quotient of branching ratios to be 4.3 % 1.4, which
leads to a HK-w+nw0 branching ratio of 10.3 £ 3. 7%

From the Dalitz plot analysis we have measured the

quasi—-two—body and non-resonant three—body
contributions to DO > K-wtua. The #fractions and
branching ratios are given in Table 9. We see a

large non-resonant decay fraction (51%4), and a K-pt
branching rtatio which 1is compatible with I=1/2

dominance.
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APPENDIX -— FIGURES
Figure 1. DO Decay Diagrams

Figure 2. Perspective Drawing of the Tagged Photon
Spectrometer

Figure 3. Top View of the Tagged Photon Spectrometer

Figure 4, Aerial ‘Vieﬁ of the Fermi National

Accelerator Laboratorq
Figure 3. The Main Ring and Experimental Areas
Figure 6. ThevProton Experimental Area
Figure 7. The Tagged Photon Beam Line
Figure 8. Ele?tron Beam Energy vs. Intensity
Figure 9. System for Ta;;ing Photon Energies

Figure 10. Photon Beam Energy Spectrum from 170 GeV
Electrons

Figure 11. The Recoil Detector

Figure 12. Recoil Proportional Wire Chamber
Longitudinal Cross Section

Figure 13. Cutaway View of a Recoil Proportional

Wire Chamber
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Figure 14, Akhennaten (M1) the First Analyzing
Magnet and Drift Chamber D1

Figure 1895. Beketaten (M2) the Second Analyzing

Magnet and Cerenkov Counter Ci

Figure 1&. Drift Chamber D2 (D3 is the same except
for the hieroglyphics)

Figure 17. Drift Chamber D4
Figure 18. Drift Chamber Cell Structure

Figure 19. Top View of ¢the Drift Chambers and
Analyzing Magnets

Figure 20. Upstream Cerenkov Counter Cl1
Figure 21. Downstream Cerenkov Counter C2
Figure 22. Cerenkov Mirror Optics

Figure 23. Cerenkov Mirror Segmentation and

Suspension

Figure 24, Perspective View of the Qutrigger

Electromagnetic Calorimeters

Figure 25  OQutrigger Electromagnetic Calorimeter

Side View

Figure 26. Nz Laser and Fiber Optic PMT @Gain Drift

Tracking System
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Fiqure 27. Segemented Liquid Ionization Counter
(SLIC)

Figure 28. SLIC Interior View Showing the Teflon
Coated Light Channels

Figure 29. SLIC Waveshifter Bar Light Collection
System

Figure 30. High Rate Transistorized Photomultiplier
Tube Base

Figure 31. Iroan—-Plastic Scintillator Hadronic

Calorimeter

»Figure 32. Iron Muon Filter and Muon Wall Counters

Figure 33. Muon Wall Segmentation

Figﬁre 34. TAG.H Trigger Logic

Figure 33. Recoil Trigger Processor Flow Chart.

Figure 36. Recoil Trigger Processor

Figure 37. On—-Line Computer Configuration

Figure 38. Simple SLIC Reconstruction Ambiguity

Figure 39. Mass of All Photon Pairs .in Which Each
Photan Can Be Used to Form at Most One w9 and

Both Photons are from the SLIC. The Data is from
a Typical 15000 Event 170 GeV Tape Segment.
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Figure 40. Mass of All Photon Pairs in Which Each
Photon Can Be Used to Form at Most One w0 and QOne
Photan is from the SLIC and 0One From the
Outriggers. The Data is from a Typical 135000
Event 170 GeV Tape Segment.

Figure 41. Mass of All Photon Pairs in Which Each
Photon Can DBe Used to Form at Most One w9 and
Both Photons are from the Outriggers. The Data is
from a Typical 13000 Event 170 GeV Tape Segment.

Figure 42. Mass of All Photon Pairs in Which Each
Photaoan Can Be Used to Form at Most One w9 and One
Photon is from the SLIC and One from a ete~ pair.
The Data 1is from a Typical 15000 Event 170 GeV
Tape Segment.

Figure 43. w(783) =+ wtmw—mwo

Figure 44. $(1020) » KO Ko

L 8

Figure 435. Monte Carlo D*+-D0 Mass Plot (D9=2K-mwt)

Figure 4&6. Monte Carlo D®*+-D9 Mass Plot (DO9+K-w+mwo)

Figure 47. D*+-DO Mass Plot (DO9»K-7wt)

Figure 48. D*+-DO Mass Plot (DO>Kk-nw+mwo, PRPIZ2 > Q. 8)

Figure 49. D¥*+-DO0 Mass Plot (DO+K-w+w9)

Figure 50O. D¥*+-D0 Mass Plot (DOsK-m+mw9, No E(D®*+) Cut)
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Figure 31. Qutrigger D*+-DO Mass Plot (DI93K-w+7w9)

Figure 32. QOutrigger D¥*+-DO Mass Plot (DOsK-w+mw9, No
E(D®*+) Cut)

Figure 33. D#*+ Lookback Plot (K-w+ mode)

Figure S4. D%+ [ookback Plot (K-w+wS mode)

Figure 3535. Do Lookback Plot (K-w+ mode)

Figure S&. DO Lookback Plot (K-w+w9 mode)

Figure 37. DO Dalitz Plot (a) and Background Dalitz
Plot (b)

Figure 38. Dalitz Plot Projection onto the M2Z{(w+mwo)

axis

for events  with lecosé! > 0.5 . The upper

curve shows the fit to the Dalitz plot in this

region,

while the  lower <curve exctludes the p

contribution term from the +£it.
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Figure 31. Hadronic Calorimeter
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Figure 32. Muon Wall
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