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I. PREVIOUS DATA ANO THOUGHTS ABOUT ELASTIC SCATTERING 

A. Notation. Metric and Some General Definitions 

Any two body scattering reaction can be written syr.ibolically as 

a+b+c+d 

where the letters denote particle species. In this thesis we report 

certain differential cross sections for the elastic scattering reactions 

PP •PP 

and pp .. pp • 

11 p• will denote either a proton or a four momentum> the context will 

always be clear. Three momenta will be written as. e.g .• ii. "p• will 

always denote an antiproton. Some further definitions: 

Pan.Pan : the center of mass four, three momentum of a particle. 

_ Plab i the magnitude of the three momentum of incident 

particle ~a" in the laboratory frame. 

m : the proton (or antiproton) mass. 

ef.elab : the laboratory scattering angle of outgoing particle "c• 

with respect to the incident direction of 11 a•. 

ecm : the center of mass scattering angle. 

p b d ~ four momentum _of a. b. c or d, a •• c. 

q : Pc • Pa• 

s : (pa+ pb)2 • 

t = -q2. 

Definition of metric: p2 • m2 
\ 

We will generally set-tr• c. 1. 
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B. Previous Data and a Bft of Phenomenology 

1. The pp Situation Before the I.S.R. and Fennilab 

a. Qil!. 

Long ago, low (by today's standards) energy elastic cross sections 

were plotted as a function of cose,ab' The first observations for pp 

elastic scattering went: a) the general existence of a spectacular 

forward peak, and b) a generally fncreasfng concentration of cross 

section fn the forward dfrectfon. _In particular. ~(o•) went approxf-_ 
2 -

mately lfke Plab' 

Probably around 1965 someone noticed that things would be aiuch neater 

ff dffferentfal cross sections were plotted against the Lorentz scalar 

t. 

- 2 2 ) t = (pa - pc) • -2pan(l - cosecm 
2 2 

'"'-Plabela-b at hf~h energy and small elab· 

In Figure I-1 we show the elastic p-p-sftuation as ft was around 1970. 

The following observations were made: 

(f) The value of~ at t '"'O fs approximately- independent of the 

incident momentum (since -t "'P~ab at fixed ef • 0). 

(if) For fixed t the cross s'ctfon decreases until ft appeared to 

•stabilize• at hfgll energy_where. at least crudely, ~ -

depended on -t alone. 

(fif) However. the approach to stabflfzatfon was not unifona. For 

-"low• It I• ~depending on only -t was achieved by 

Pi ab"' 10 GeV/c., At higher -t. apparently higher incident 

energy was n~ed for this. 

I 
I 
I 

1-

I : 
'I 
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(iv) For "low" ltl. i.e .• 0 S t S 0.5 (GeV/c) 2• 

de. Ae-bltl or 
was a pretty good fit covering about four decades of drop! 

It was noticed that for pp scattering b was increas;ng slowly w;th 

s. To set the scale we note that it was later found that at 

Plab • 200 GeV/c b "' 10 (GeV/cr2 for pp, 11 for pp, 

8 for w;,. K-p and about 7 but increasing rapidly for K+p. 

At the highest momenta available around 1970 there were signs of a 

developing "shoulder• at -t ~ 1 (GeV/c) 2 but otherwise the cross sect;ons 

seemed very smooth. However, from another point of view, J. Orear noticed 

in 19641 that the p-p elastic scattering data were fit well by the 

- emptr;cal fol'llR.lla 

da -Pi/Po 
on" Ae 

where Pi " pcmsfoecm• and p
0 

and A were fitted consta~ts. At that time 

no theoretical reason was known for the appearance of ri fo the fit. 

In Figure I-2 we show sane low energy pp data. 

b. Early Thoughts on This Data 

(i) Simple Optical Models 

(a) Motivation and Black Disc Model 

The early p-p data, especially the low -t elastic data, reminds 

one very 111.1ch of optical diffraction. Some of the reasons for this are 

the existence of the elastic fo~ard peaks, the general approximate 

energy independence (especially in the forward peaks) of elastic scatter

ing, the fact that-the t • O differential elastic cross sections are 

almost CD11Pletely imaginary (absorptive). and the (historica 1) early 

1 

i 
i -

:-
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observation that the p-p !2!!! cross section seemed to be asymptotically 

independent of energy. Indeed, one •expects• that elastic scattering 

should be dfffractfve--A .., 0.2 fermf/plab for the incident particle so 

Plab > 1 GeV/c implies A < R (R • proton radius). Simple diffraction 

models have also had much success fn nuclear physics. 2 So one imagines, 

then, a-simple model fn which the De Broglie waves of the incident 

projectile strike a stationary target particle (fn ~he lab frame) and 

are partially diffracted and partially absorbed. The absorption then 

represents scattering into inelastic channels. The diffraction represents 

elastic scattering (f.e., elastic scattering is the "shadow• of 

absorption). These very simple ideas form the basis of t~e optical model. 

- -If the target fs cons_fdered_ as a ~Olllpletely "opaque" obstac;le of radius -
-

R the simple model-is called the ublack disc" model. In the black disc 

model 

da ( Note that these fol'lllllae imply the existence of zeros fn dt familiar, 
\ 

of course, from optfg). Using R .. 1 fm, ft fs found that the first zero 

should be near -t,. 0.6 (GeV/c)2• Thus, an-obvious problem with the 

mOdel fs that there fs no zero (or even dip) fn p-p elastic scattering 

near this value of -t (at least as of 1982). 
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However, the reader can see frOll Figure 1-2 that there is a dip in 

5 GeV/c pp elastic scattering sanewhat near there. As the energy is 

raised from 5 to 30 GeV/c it seems to go away. Thinking about this, we 

note that the pp total cross section is very high at 5 GeV/c compared to 

the pp total cross section. A large inelastic cross section means high 

. absorption--i .e., great •blackness•. As the energy increases from 5 GeV/c 

the total pp cross section falls. We could suggest, then, that the 

5 GeV/c pp dip is a •black-disc dip• which washes out with increasing 

energy because of the fall of atot" Since atot{pp) is so small at low 

energy, in this simple model we •expect• no pp dip at low energy. We 

could suggest this, but we are not sure if we'd be taken seriously! 

The black disk model has problellS besides the absence of a 

-t ,.. O.S_Ge~/c pp_ dip anyway--no exponential behavior at low It! (in a 

wide enough range)-, etc. These problems are- well known. 

(8) Grey Disc Hodel~ 

One obvious way to modify the black disc model is to model the 

proton as a grey disc. •tn the lab frame• one imagines de Broglie waves 

incident on a disc (or sphere) whose (integrated along beain direction) 

absorption •r• is a function of impact parameter b. That's like 

shining light through a smudgy microscope slide or something. Then taking 

a well-known result straight from optics one has 

f(q2) • ~ J~2b e1Ci·Sr(bl 

, = 1k <r{b)> 

where f(q2) is the scattering aiii>litude and< >means •Fourier transfor11•. 

It's easy to get rid of the dip and reproduce an ex~ntial behav1.1>r 

I 
I 

I 

1~ 
' I 
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for the cross section--just take 
-(b/bo)2 

r(b) • r(O)e 

then since the transform of a Gaussian in b is a Gaussian in q. and 

since -t : q2• one has 

da -2 4 -b0 It f/2 
at c r(O)b

0 
e 

Comparing this to the parametrization of the data ~•A e-Bt one finds 

bo • ~. 

Then B .. 10 (GeV/cr2 gives b
0 

.. 0.9 fm. For purposes of comparison 

we note that the electromagnetic radius of the proton (from e-p scattering) 

is about 0.8 fm r.m.s. But at large -t. especially at higher energy, 

this method has problems. Also. one does not see where "shrinkage" comes 

in. 
- 3 

(y) Simple Regge Pole ~del 

The basic Regge pole model also dates from about twenty years ago. 

Its natural domain of_application is larges, low !ti. The basic pre

diction is 
2a1Ct)-2 

~t(elastic) • 0 (t)(..!..) e 
1.n 1 s0 

where ..0 is a function of t only. Use of the opfical theorem and the 

ass1111ption of a constant total cross section implies a1(0) • 1. The 

resulting exchange trajectory.~ving the quant1111 numbers of the vacu1111. 

is cD111110nly known as the •Po!Qeron•. If the trajectory is Hnear at 

larges. low ltl. i.e •• if 

' ~lt) • 1 + at ,_ 

one has I 
l--
1 
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d!I{elastfc) • (da) exp[2b log(...!..)]t • 
Tt ldt t•O so 

Thus the exponential behavior of the cross section f~ duplicated and 

shrinkage is predicted. But there are problenis--especfally at high -t. 

One possible problem fs the prediction that asymptotically the total 

cross section should be constant and that ael should approach zero 

logarfthnfcally with s. [Experimentally ae1/atot seems to be holding 

constant at about lSS for s ~ 100 Gev2.] 

It fs interesting to note3 that the linearity of the Pomeron 

trajectory can be at least qualitatively accounted for fn the •string 

model• of Quant1111 Chromodynamfcs (QCD}. Much work has been done lately 

on deriving Regge theory from QCD, but ft fs not our purpose to discuss 

this fn this thesis. We refer the reader to some very fnterestf ng papers 

by Alan White on this. 4 •5 

(6) s-Channel Versus t-Channel and the Purpose of this Chapter 
- -

At least superficially the Regge model fs more io line with modern 

field theory ideas because ft involves t-channel exchanges. The simple 

optical model begun above corresponds to an s channel (•annihilation•) 

picture. Unfortunately, this seems to have led, fn the late 1960s 

and 1970s, to t..o different ca1111s of physicists. s-channel models which 

are generally simpler, developed most notably to the Chou-Yang mode, the 

Glauber expansion models, and powerful general techniques of •fmpact 

parameter analysis•. Development of the t-channel idea led to Reggeon 
-
Field Theory (RFT}. In general t-channel models give a better prediction 

-
of the s-dependence of elastic scattering and s-channel models give a 

better prediction of the t-depe'ncience. 
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Nowadays we hope that the good features of both models can be 

derived from QCD. If this is so (and perhaps if it is not so) it is 

possible that •diffraction• could be an important testing ground for 

~· (Perhaps more _,rk should be done on this.) We had originally 

intended, in this chapter, to survey some of the connections between 

the older s and t channel lllOdels and QCD. But time considerations stood 

in the way of this. However, the author wonders if these models. though 

phenomenological, could be at least useful guides in the techniques of 

forming the proper approximations fo QCD in the •diffractive• limit, 

especially since this is apparently not the regime of perturbation theory. 

(Indeed it has been noted that the problems of low ltl diffraction and 

confinement are probably closely related (sfiice •1ow ltl scattering 

inclqdes contribution from large impact parameter. POips• in the mid ltt 

-range could be due to interference •between different limits of QCo.• 

we-shall remark more about this later.) 

Years ago elastic scattering was considered important because it 

was considered •simple• and hence •fundamental•. Now many feel that 

elastic scattering is complicated but not fundamental, and hence 

unfm__portant. Elastic scattering does indeed seen to be compl fcated, if 

not completely intractable~ in perturbative QCD. Perhaps that is only 

because the p:roper ttieGretical techniques have not yet been realized. 

Whether this ts true or not rauins to be seen. At any rate, tn 

this chapter we will at least outline some of the successes and failures 

of some of the s-channel •optical• models. The t-channel models 

(especially RFT) are more eompliclted (at least in appearance), hence we 

sha 11 not say very 111ch about that, 
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(&) SOme Elementary Connections 

A fonnal connection between the optical models and the t channel 

mode 1 s has been made by series expansion. The reader is referred to the 

excellent articles by Amaldi et al. 6 and Zachariasen7 for this. However, 

in a slightly different vein, an early conjecture, bridging the t"WO points 

of view at least vaguely. was made by Wu and Yang (called the •wu-Yang 

conjecture•).8 This was the conjecture that p-p elastic scattering might 

go like F4 (q2)~ where F(q2} is the pro~on (e.g •• electric) form factor. 

For now we note that sane wel 1 known elementary justification may be 

given f~r it by noting that in field theory (e.g •• QCD), loosely, F(q2) 

is the amplitude for a proton to absorb (or give up} transverse momentum 

q2. Then [F(q2)J2 is the amplitude for one proton to send off q2 and 

another to absorb it. Forgetting, for the time being. propagators for 

exchang~d particles. convergence probla1s. etc., etc., (i.e •• short 

-circuiti~g the-t-channel)~th~ scat~ering-cross section is then F4• It's 

actually not a bad ftt to the data at 1°" !ti. It will also form part 

of the basis for things to come in later pages. 

One could even continue this very vague bridging of the s channel and 

t-channel models by ass1111ing that the exchange •propagator• is. in fact. 

the paneron. and then writing9 •for first order• (i.e •• 1°" ltj). 

~ (a+ b +a+&) "' F!(t)F~(t) exp[2apt tn C}>J 
. 0 

In this-sort of picture it has been arguec.9 -that. just as the F!F~ factor 

characterizes the dimensions of the colliding hadrons a and b, so does 

the "exp• term characterize tlle intrinsic dimensions of the (pres1111ably 

valence) quarks inside the hadrons. [Indeed. in ref. 9, it is argued 
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that r~uark .. lap ... 0.9 Gev·2 from thtsl] 

Thfs, of course. is kind of artificial. In •purer• optical models 

one n;ght replace the •exp• tenn with quark-quark scattering amplitudes 

that depend. e.g., on q2 only, etc. (denoted by •tqq(q2)•). One could 

then fit quark-quark amplitudes wfth the low -t data and !!!!!!, use these 

set tqq's to p~edict the high -t da~. (This ts the general_ scheme in a 

class of •Glauber expansion• nodels). In the process one may be able to 

make 111eantngful statements about •the sizes of quarks•. etc. We shall 

discuss these things later. For "°" we want to discuss more data that 

ts relevant to understand where our experiment fits fnto the schene of 

things. Thfs will also put the development of the baste models ;n 

perspective. 

2. ~her Energy pp Data from CERN and Fen111lab 

- Throughout the 1970s elastic scattering was done at both the CERN 

I.S.R. (Intersecting Storage Rings) and at Fen111lab. The low !ti data 

we will discuss later only insofar as ft affects theories pertaining to 

the data reported fn this thesis. The •id and high -t data we discuss 

now. 

a. Mid [1 s -t s 5 (GeY/c) 2J t Data 

The major discovery here was first made at CERH10 with the I.S.R. 

around 1972 or so--the discovery of an apparent dip in the elastic ~ 

for p-p near -t • 1.4 (GeY/c}2 for the four energies that were studied-· - . \ 

~ • 23.5, 30.7, 44.9 and 53 &eY. In Figure !_·3 11 we show SOiie of 

this newer CERN data together with sOlie of the older lower energy P-P_ 

data we've kl ready referred to. Also in the figure, for cmnparison, is a -

plot of G4(t}, "'9re G(t} is the dipole formula for the proton foni factor. 
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PROTON-PROTON EL.:ASTIC SCATTERING 
QUALITY OF f;FIT 

• COMBINED DATA FROM 
VARIOUS SOURCES 

'1 
'1 

' - . ,-... - . ' . . .. ' 
l ... ' .. ' ... ' .. ' 

0 fttft ............ , 
1500 tt + ...... , 

t 
, .... , 24 

G4(t)iif:· ',, 

10
1
~-~....i..~....1.~--1~~ ...... ~.i....~..i....~..i...~~ 
0 2 4- 6 8 

FOUR-MOMENTUM TRANSFER SQUARED Jtl CGev2> 
0!580l83-<>14 

Figure I-3. Early CERN data at PL s 1500 S.V/c together with older 
elastic scattering da~a. Also show! 1s 64(t) where 
G(t) is the dt-pole fofm factor fon11U1a·for the proton. 
(Figure adapted from re~. 11.) 
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This discovery excited some interest at Fennilab where a study was 

soon undertaken by Akerlof and collaborators12 to see if the dip would 

persist down in energy to Plab • 200 and 100 GeV/c. Their results are 

shown in Figure I-4a --apparently there is a dip at 200 GeV/c and 

apparently there isn't one at 100 GeV/c. Thus it appeared that the onset 

of the dip occ;urred at any energy between these two values. 

Later on ~n attempt was made at Fenn11ab to pin- this down using an 

internal gas-jet target (by a Rochester-Imperial College-Fennilab -

collaboration13). The results of this are shown in Figure I-4b. From this 

"high resolution" (in -t) experiment we see evidence that there is no dip 

at 100 GeV/c and just a hint of one at 150 GeV/c. 

Meanwhile (1974-78) the people at CERN made another14 , 110re precise 

- investigation of ~ for pp ai center-~f-mass energies of ~bout l3:~ 30:~. 

44.6, 52.8 and 62.1 GeV using the "split field magnet" tec;hnique. The 

data fran this is shown in Figu_re I-5. The following important features 

can be noted illlllediately: 

(i) The position of the dip apparently moves •backward• toward 

dec~asing-t as the energy is inc;reased from rs• 23.S GeV to 

rs • 62. l GeV. 
-

(ii ) The deep seems to become sha 11 ower with i ncreas 'Ing energy in 

this range. 

( 11 i) There is a pronounced second 1111xi- which a 1 so seems to move 

backward with e~rgy. 

We desc;ribe some of the results found by Nagy et ai. 14 in a bit more detail 

as they will c;oncern us: 

I 
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(b) 

(a) pp elastic scattering at 100 and 200 GeV/c 
(from ref. 12). 

(b) pp elastic scattering at a variety of energies 
between 30 and 260 GeV /c (from ref. 13). 
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Figure 1-5. Elastic scattering at the·1.S.R. Numbers on data curves 
are center-of-mass energies. Curves are artificially 
displaced from each other by factors of ten for clarity. 
(Figure from ref. 14.) 
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(a) Following an earlier parameterizat1on by Phillips and Barger15 the 

cross section was parametrized by two (destructively) 1nterfering amp11-

tudes near the dip: 

where the values of the five parameters depend on energy. The fit was 

found to be good in the region 1.05 .i;; -t .i;; 2.5 Gev2, thus demonstrating 

that five parameters seem to be enough to cover the t-dependence in this 

region. .. • irgives both amplitudes completely imagfoary and a zero 
- do 2 instead of a dip. For .. "Tr+ E, Tt at the minimum is .. AE . (Real part 

fills in dip.) 

The s dependence of ~~ at the minimum is shown in Figure 1-6a and 

seems to behave similarly to the s-dependence of p
2oiot' where p is the 

ratio of the real to i111aginary part of the t" 0 scattering amplitude. 

This similarity will be seen to be of theoretical interest. It is of 

the type precficted by simple "geometrical scaling" ("G.S."). (From the 

figure note that the similarity improves when IS~ 30 GeV. This provides 

early evidence for an apparent energy threshold for geometrical scaling. 

we shall discuss G.S. later.] It is seen in Figure l-6b that the 

position of the dip behaves about like o~~t with energy. This is also 

interesting and important. Position and height of the second max are 

Na - 1 14 s-dependent also. For details on that, see gy et a • 

I B) - Beyond the Second Max. At each energy in the range from 

2.3 .i;; -t .i;; 5.1 GeV/c the parametrization 

~ • C exp(-D( ltl - 3 Gev2)J 

gave good results with C and D ene~ independent. •o• was about 
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1.8 (GeY/c)-2. 

(y) - -t ? S (GeY/c} 2• Here the only CERN data was the IS• S3 GeY data. 

It appeared that there was a definite decrease in the exponential slope 

beyond -t ,.. S (GeV/c)2. 

b. Higher -t Data 

An experimental study was undertaken at Fer111ilab in the late 1970s 

to measure pp elastic scattering in the higher -t range by a Cornell

Le~ev-Mc:Gi11-Hortheastern_group16•17 at 200 and- 400 GeV/c. When the 

cross sections were plotted against -t 511100th variations of exponential 

slope were found. (At 200 GeV/c for S.O ~ -t ~ 6.2 exp. slope was abOut 

1.S (average). by the range'9 ~ -t ~ 12 it dropped to about 0.9 (GeV/c)-2. 

At 400 GeY similar results were found. However, 1n the t ranges of this 

experiment (S ~ -t s 12) Orear and Hojvat found that they could get 

very good fits at both energies with the siJnPle-exponentials 
d -bpi - -ft •A• • Pi : psine,.. 1-t 

with b values 6-7-(GeV/c)·l (•Orear fall-off•). (Thus pedlaps Pi is the 

natural variable.) 

3. 50 GeY/c CERN pp Data 

In the mid-simner of 1980 a CERN group first r;ported 18 observation 
- -

of a dip ~ar -t • 1.4 GeY/c for elastic pp scattering at SQ GeY/c. This 

so GeY/c pp data seemed very similar in the details to the ~ .. 45 GeY 
-

pp data of Nagy et al. (It should be noted that atot(pp) at ~ .. _45 GeY 

is not too different fl"Olll atot(pp) at SO GeY/c.) 

I_ 
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C. Development of the Phenomenology and Theory 

1. Coament About t-Channel Models (following Nagy et a1. 14) 

Since the p-p dip position is energy dependent the simple nodel with 

the exchange of a single Regge pole (e.g., Pomeron) is ruled out (since 

·the residue function only depends on tin the model). The trial super

position of two Regge poles for the elastic amplitude by Nagy et al. 

failed with linear trajectories (again due to poor fit of s-dependence of 

dip position). A superposition of three poles worked well but needed 8 

parameters.. 

Collins and Gault19 have proposed a model with a single pomeron 

pole and a two pomeron cut which agrees excellently with the ./s a 53 

GeV data; however, there are theoretical problems as the Froissart bound is 

is violated. Attempts to fix this seem to lead either to disagreement 

with the data or to RFT. But, as we have already remarked~RIJ' is very 

complic~ted and We do·not wish t1>-discuss it. 

20 2. The Model of Chou and Yang 

a. Formulation of the Basic Model and Comparison to Data 

(f) Formulation 

One of the problems with the simple grey disc optical model lies in_ 

the ambiguity in t..!le choice of the absorption function r(b). The Chou

Yang model reri>ves much of this amgibuity while at the same time keeping 

the spirit of and improving on the already mentioned Wu-Yang conjecture. 

First, some notation: S(b) : 1 - r(b) "' "transmission" (recall b 

is impact parameter). S(b) : e·Q(b); Q(b) is called the •opacity•. The 
\ -

exponential form is reminiscent of the depletion of a beam in passing 
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through a slab if O is proportional to the thickness of the slab. The 

reasoning of the model is roughly as follows: 

Pretend that the two hadrons approaching each other in the c.m. are 

•like• two three-dimensional •droplets• that will pass through each other. 

Even the solution to the resulting classical scattering problem is diffi

cult to attain. So idealize the problem: 

(i) For de Broglie waves •shining• on a stationary •target• hadron 

the opacity should be 

O(x.y) • [ p(x,y.z)dz 

where z is the bea111 direction and where p(x.y.z) is a measure 

of the hadronic matter density at a point. 

(ii) How in any frame make the elementary observation that the 

instantaneous amount of scattering at -a point- should be propor

tional to the product of the densities there. This implies that 

the individual hadron opacities should be multipJied somehciw 

(note: opacities are multiplied, !!2!, absorptions). 

(iii) lhen pretend that the total depletion of probability amplitude 

for two hadrons passing through-each other is the same as that 
-

for a •structureless• wave passing-through a singl~ disc of 

the •product• opacity. (s(b) • e-Q(b)). 

By referring to Figure 1-7 the reader wfll see that a •reason

able proauct• opacity is found by convolution: 

O(b) • ~12 JJd2b\D1(b-b')02(b') 

where subscripts 1,2 refer to the identities of the hadrons and 

- ...,, 
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where u12 is a constant. 

(iv) At this point Chou and Yang guessed that the hadronic matter 

distribution (in the proton) is proportional to the electric 

charge dfstrfbutfon as measured by elastic e-p scattering. 

Thus, ff <p(x,y,z)> denotes the Fourier tra·nsfona (the result 

of _..fch fs in l80lllent111 transfer space), 

<p(x,y,z)> • FE(q2) 

where FE(q2) fs the hadron fonn factor. Converting to tl«>

dfmensional impact parameter space one has, then 

<G(b)> • u1z<01& Dz>· µ12 <01> <D2> • 

where 3 refers to convolution and where the convolution theorem 

of Fourier.transfonas has been used. Then 

2 2 
<$2(b)> • .µ12F1 (q )Fz(q ~ 

where the subscript •E• is asslllled. 

(v) The parameter u12 is not arbftrary--it may be set by using the 

opt fca 1 theorem 

atot a: 4h f(O) , _..ere jf(t)l2 • ~, 

where ft fs asslllled that a(t) fs purely imaginary at all t. 

Then using the basic optical model result that 

f{q2) • fk <r(b)> with r(b) • 1 - s(b), 

one has 

where • ~ also denotes Fourier transform. This is the basic 

Chou-Yang result.· Note that there are!!!!_ free paruieters. 

f 
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(ii) Comparison with pp Data 

The original Chou-Yang model was proposed around 1968. At that time 

-t .. 1.4 (GeV/c) 2 dip in p-p scattering was unknown. Chou and Yang used 

the dipole fonnula for FP(q2). Their results disagreed strongly with the 

data known at that time. They also predicted a dip near -t .. 1.5 (GeV/c) 2• 

So many people scoffed. Then the dip was found. 

Kac21 has obtained a good fit of the Chou-Yang model to the IS• 53 

6eY data (see Fi9ure l-8a). We see that the behavior of the cross 

section out to the dip is extremely well predicted (we do not look into 

the x2 of the fit to the extreme low -t data here--see later)--remarkably 

the cross sections hugs the model curve for over six decades of drop! 

The position in -t of the dip seems to be also accurately predicted. 

These features certainly suggest that the model should be taker. seriously. 

In obtaining this fit he has used Shaw 1s22- empirical •two pole" fit to 

G:(~2)' 

with mp=.656 and m' : m+ 1, rather than the simple dipole formula. This 

two-pole fonnula seems a better fit to ~(q2 ) than the dipole foraa.ila 

does, out tot -2 (GeV/c)2 (just past the second max.). (With the 

dipole fonnula one gets a 1111.1ch lower quality fit (including a slightly 

different dip position)--see ref. 21). It is seen from the figure that 

beyond t -2 (GeV1c)2 the Kac fit increasingly underestimates the data. 

This has- been the cause of 1111.1ch speculation, some of which we feel is 

nonsense. 

-in any case, there is a bit more to be said about the Kac fit. The 
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reader may be wondering why we keep referring to it as a •fit• when the 

Chou-Yang model is supposed to have no free parameters. That is because 

Kac fit the value of the parameter µ12 to the height of the second 1n1xin111. 

The fit value of µPP for this (IS• 53 GeV) data translates into an 

equivalent value of 45 mb for atot· 

The measured value of atot• however, is about 42.3 mb at this energy, 

The reader might think that his "'5S difference in the atot's would have 

only a small effect. However, it has been pointed out by Nina Byers23 

that the height ef the second maxilllUlll -in the R10del is very sen-sitive to 

small changes in parameters. She states, for example, that a SS change 

in atot causes a 250S change in~ at t ""1.8 (GeV/c)2! (The dip position 

however is relatively insensitive to 511111 changes.] An example of a 

calcu1ation24 with atot • 43.2 mb is shown in Figure I-Sb. tlote the 

difference at the second inaxinun! 

Another problem c~n to tfle us~ of both the Shaw formula -and the 

dipole fonnula in the Chou-Yang model is the_prediction of a second dip 

somMere near -t ""5 (GeV/c)2• Ho such dip is- observed at pL • 200 

GeV/c, PL • 400 GeV/c or at IS• 53 GeV. This has caused sane25 to 

practically rule out the Chou-Yang model. However, as noted by Kac 

hi111Self21 , since the Shaw two pole fit to-the fonn factor is inaccurate 

for -t? 2 (1ieV/c)2, one does not expect the Chou-Yang model to work 

well with it biyond this value of -t. 

Byers23 has pointed out thit the three pole forna.ila 
-

~<q2> • LC1- t10.l82)(1 - t12.1H1- t/14.o>r1 

is a better f1t to the data26 on (than 1s Shaw's formula, out to 
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-t ~ 6 (GeV/c) 2. Indeed, she has indicated that with this the predicted 

second dip moves out to •t ""6 (GeV/c) 2• [The change in the prediction of 

~~for 0 ~t S 2 is essentially negligible between _the two- and three-pole 

formulas.] Thus, it is entirely plausible that the prediction of a second 

minimum wo~ld go away altogether with the use of the "correct• q2 ~ 6 

(GeV/c) 2 fonn factor, and hence perhaps some of the despair about the high 

q2 behavior of the model is premature. 

(iii) Energy Dependence and Com~rison of Predictions for pp and pp 
Scattering in the Basic C ou-Yang MOdel 

(a) Energy Thresholds for and Depth of Dips I--Simple Analysis 

To the extent of the author's knowledge the fonn factor of the anti

proton has not been measured directly. Hawver,.... !t fs- certainly not 

unreasonable to assume that it is the salne as that of the proton. -Indeed. 

if one believes the Chou~Yang model, the existence of the pp aip could 

be interpreteo evidence for this! On the other hand 0 one could take the 

attitude that any differences between the pp and pp elastic cross sections, 

* at least asymptotically in energy, would be due to form f~ctor differences. 

One...certainly does not expec~ this. But perhaps the most valuable 

-experiments are those that chect the •obvious• and lead to surprites. 

In any case, there certainly !!! differenc~s in pp and j)p elastic 

scattering at .!!!!!!asymptotic energies--e.g., the pp dip near -t ... 1.4 

(GeV/c)2 seems to come in at about 150 GeV/c -mereas the corresponding 
- \ 

pp dip comes in at much lower energy. However, the only energy depewf•"ce 

* I.e., in the fruiework of the model [as s ... it appears that 
atot(pp) <iot(pp) .. 1.) In the f~rk of QCD, ultimately, of course, 
this would mean differences in the quark-gluon structures of the p lfld ji'. 
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in the model comes from the parameter u. which in turn depends only on 

atot· The dfp depth in the model is insensitive to atot--that's because 

the dfp is a~ in the model. This follows from the assumption that 

the amplitude is completely imaginary. 

We've already remarked how the addition of a small real part to the 

amplitude can affect Mat the minimt111. So to understand the dip depth 

we should look, perhaps, at data on the ratio of the real to imaginary 
-

part of the amplitude.- Chou and Yang 5eem, on the other hand, to be of 

the opinion that the energy dependence for the appearance and disappear

ance of dips is due instead to some sort of unspecified "low energy effects" 

which are cancelled somehow {although not explicitly in the basic model) 

by a large atot· They state: "Why does pp exhibit the first dip at 

lower energies than pp? The answer is probably: [the] pp [total] cross 

section is much larger than [the] pp-(total cross section] at low ~nergies. 

and pure geometrical scattering is therefore not so easily overwhelmed 

by low energy effects. 1127 There may be-truth in this; however. it seems 

less vague to the author to simply note that [Re f/Imf at t 2 O] for pp 

is very close to zero at 50 GeV/c. whereas for pp at this energy 

p < -0.1! 

With this train of thought, looking at the Fajardo et al .28 results 

for p {see Figure 1-9) we can entertain some interesting conjectures: 

For example, we se~ that at low energy (5 or 10 GeV/c) IPppl is relatively 

large (....0.3 or 0.4) whereas t>j)p is close to zero. This could be ll«ty _the 

low energy pp cross section is smAoth while the low energy pp cross 

section shows a dip at t .. 0.7. 

We also ~ee that ppp grows increasingly posi~ive above Plab ""200 
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GeY/c. This could be why the -t • 1.4 (GeV/c) 2 dlp is gradually disappea.r

ing with energy in the ISR range. At 200 GeV/c, opp is very close to zero, 

so we expect a relatively deep dip at that energy. 

We have measured pp elastic scattering at 100 GeY/c. Would one 

expect the dip to be apparent at that energy? At 100 GeY/c, IPppl ""0.1. 

pp elastic scattering has been measured before at this value of IPl·-at 

IS a 62 GeV. There a shallow dip is observed. Therefore, on the basis 

of these simple considerations (ignoring, e.g., spin effects) we should 

see one, too (even though Rusack et al. do not) (and we claim we do 

possibly see some evidence for one--see Chapter Vil). 

At this point the reader may recall that for pp elastic scattering 

the value of ££- at the "bottom" of the dip appears to be proportiona 1 

to p2a~ot (not just !Pl} in the ISR range, and therefore object. However, 

we can answer this objection_simply by noting that atot(pp) for 100 

GeV/c ""atot(pp) for IS• 62 GeV. (Actually atot(pp) at 100 GeV/c is 

just slightly lower than atot(pp} at IS• 62 GeV--which makes our 

argument that there "should be" a shall12_w dip at 100 GeY/c for pp

scattering stronger.) 

Also, we note that "j)p• which goes through zero at Plab "" 70 GeV/c 

is still very close to zero at both 100 and 200 GeV/c; hence we expect

to see a prominent dip at these energies (and, of course, at 50 GeV/c, 

where such a dip was seen at CERN). Keeping in mind the prediction for 

a rise in "j)p , we expect that the dip would begin to fill in at higher 

energies. 

~ver, the situation is not ~actly the same as for pp. Results 

_ of recent measurements of p at CERN for IS • 52.8 GeV show that Ppp is 
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about 0.065±0.005 while Pj)p seems to be about 0.11. Also, 

atot(pp) - atot(pp) at this energy. Thus at IS• 53 GeV, we might 

expect the pp dip to be shallower than the (already shallow) pp dip. This 

should be checked experimentally. It has been proposed to measure both 

elastic scattering and the total cross section for pp at IS• 2000 GeV 

with-the Fennilab collider. Would a dip be seen at this energy? From 

our point of view this will depend on the value of pat that energy. 

Here we wish merely to mention the remarkable result that, if the total 

cross section rises asymptotically as some power of log s, crossing and 

analyticity require that p must approach zero from above. 29 Thus, it 

was expected that the "rising total cross sectionN would cause p, which 

-is negative at AGS energies, to-pass through-zero and become positive 

[and this is indeed observed], and then return to zero. 

So we see s0111ething interesting: as the energy continues to 
-

increase, after wishing out the dip should start to deepen again. This 

should also be checked experimentally. The question is: At what energy 

does all asymptopia begin to come into view? That is a good question. 

But the fact that p is still rising means we haven't gotten thert yet . 

.l!:2. 

The-application of the Chou-Yan~ model to ,....p elastic scattering is 

notoriously difficult, as the pion fonn factor is not known beyond 

-t -1.2 (GeV/c) 2. Hawver, let f'S "speculate": for ir-p pis seen to 

be close to zero at SO, 100, and 200 GeV/c, and so we could be led to 

expect a dip at-all these energie~. In this experiment we have observed 

one at 200 GeV/c30 but at a higher -t value than for pp scattering. We 

can even guess that the dip "should" be at a higher -t value for 1IP thin 

' 
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for pp within the framework of the Chou-Yang model--atot(11P) < atot(pp) 

at 200 GeV/c. The reader may draw his/her own conclusions about kaons. 

( B) More on Predicting Energy Thresho 1 ds and Depth of Dips 

In analogy with the Kramers-Kronig relations31 of classical optics, 

one can relate the real part of the scattering amplitude to the integral 

of the absorptive part (i.e., total cross section oft• O) through a 

dispersion relation. (Dispersion relations of this type are based on 

the~ssumptions of analyticity, unitarity and crossing synnetry, since 

the exact connection between causality and anal1ticity has been difficult 

to establish rigorously.) Thus, if atot(pp) and atot(pp) were known at 

all energies it would be possible to predict p ; Re f(t•O)/Im f(tsO). 

Then, ass1111ing that the dip depth depends only on atot and p, a knowledge 

of atot at all energies would allow the prediction of~ at the dip. 

Conversely, the_ h~gh en~rgy b~havior of atot could be predicted by inte

grating the rea1 part of the scattering amplitude. An example of this 

is shown in Figure I-10. However, the cumbersome non-local integral 

connection creates potential problems for the prediction of p because 

* atot has not been measured at all energies yet. 

*As far as the high energy end is concerned, current data32 cannot 
distinguish between 

(i) atot(s) "'a0(0) + a1log(s/s
0

) ""28.2+1.92 logs 

(ii) atot(s) = a0 + a1 log2(s/sJ"" 38~4 + .49 log2(s/122) 

(iii) atot(s) = a(ao~ - a'(•)/log(s/s0 ) 

It should be mentioned that a growth of the log2{s) type is the quickest 
allow by unitarity (•Froissart ~und~). 
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Figure 1-10. _Data and predictions for atot (see text). 
(Adapted from ref. 114.) -
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In any case, though, the readers may be wondering why we have been 

relating the dip depth at all to p (which from now on will also be called 

"pt,.o"), when, if anything, it should be. related to [Re f/Im f] at tdip 

(:"pt" from now on). For the approximate analysis of part (a) of this 

subsection we have been tacitly assumi119 for simplicity that Pt is not 

too different from Pt=o· (The ISR data on the dip depth seems to bear 

this out.) 

There is, however, reason to believe that_ for pl~ 100 GeV/c our 
-

"approximation" is, in fact, almost exact. Within the context of 

"geometrical sealing" (which seems to work at these energies--see Section 

C.4). Dias de Dues and Kro11 51 have derived 

do(s,tdip) /do(s,O) ,. K2 p2(s,t•O) 
Of /at l+p2(s,t2 0) 

in obvious notation, where K2 is indepe!!dentofenergy. Indeed, they also 
- -

·find a differential equation (see (I.13)) re1ating p(s,t20), ~(s,t) 

and £r(s.~). With this equation, using the ISR data they can predict 

p(s,\l) in good agreement with experiment (see page 62 ). Conversely, 

inputting p and £r(s,O) the equation can be solved for £r<s.~ip) (see 

later). This gives us a quantitative handle on the relationship between 

Pt=O and the dip dep~h! It is seen51 that at ISR energies p a 0. 13 is 

large enough to make th~ dip disappear (see Figure I-11).- With 

reference to our argument about a dip in pp scattering at 100 GeV/c, 

note that Pt=O there is =o0.10. 

Strictly speaking, however, this ass1111ption is unnecessary. It has 

been shown- by Bronzan, Kane -and \Sukhatme33 that one can, in fact, obtain 

the real ~t of the scattering amplitude by knowing the imaginary part 
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10-4 

• 

Prec:t;ctions for da/dt near the dip at high energ;es 
as calculated from Eq. (I.14) with varying values of 
p. fit to data-from ref. 51~ p: p(s.O) (see text). 
U~its of -totot are (GeV/c) •mb. 
-- p. 0.078 
----- I> • 0.10 
-·-·- I> • 0.12 

p • 0.14 
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only at nearby energies. The so-called "derivative dispersion relations" 

are obtained by means of Taylor expansion. In Ref. 33 it is shown that 

at high energy the following simple relation holds: 

1 d 1 da ,_ Re f~s, tJ 
l 'If 110gS og at Im f s,t 

This, of course, breaks down at the dip in the Chou-Yang model since 

Im f(s,t) is zero there. However, Re f(s,t) can be approximated at tdip 

by noting that it [Re f(s,t)]~hould be zero at the second maximum fo~ 

IS~ 53 GeV since~ there does not seem to have any energy dependence 

there near that energy. One can then ass1111e that Re f can be extrapolated 

in a reasonable way from -t.., 1.0 GeV/c to the second maximum. In Figure 

I-12 we show the results of a calculation of Re f(t) by Miettenen34 

at is a 53 GeV. From the resulting Re f(tdip) one can get the dip depth. 

(ivJ Dip Movement in Basic Chou-Yang Model 

In the basic Chou-Yang model dips move to lower -t with increasing 

atot and to higher -t with decreasing atot· Recall that 5 GeV/c pp 

scattering shows a dip near -t = 0.8 GeV/c. According to the Chou-Yang 

model the position of !h!! dip at 50 GeV/c (atot • 44 mb) is near 

-t • 1.4 GeV/c--as is observed! _This has also been noted by Chou and 

Yang. 27 [The structure near--t a 2 (Gevtc) in 5 GeV/c pp scatter1ng 

may also turn up again at a different -t value at higher energy--Yarfg's 

"double dip~?!] 

Conti_!!uing this train of thought we could speculate about w·p 

elastic scattering. In low enerp>' .-P scattering there is a dip Wiich 

near -t • Z.8 (GeV/c) 2 w~ich washes out by 25 GeV/c. At 200 GeV/c 

atot(•-P) is less than it is at 10 GeV/c. So .!f the same dip survives 
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it should be at higher -t at 200 GeV/c than at 10 GeV/c. Perhaps the dip 

observed near -t • 3.8 (GeV/c) 2 at 200 GeV/c is this •same• low energy 

dip moved out! 

(v) Connection of the Basic Chou-Yang Model with the Parton Model and 
with the Glauber Expansion 

In a later part of this subsection we will discuss the effects of 

constituent substructure (i.e •• quarks) of hadrons on the optical model 

(Glauber expansion). However, it seems well to mention the relationship~ 

of the basic Chou-Yang model to these constituent optical models and to 

the parton model here. Following Nina Byers23 we mention that the Chou

Yang model is the limit of a Glauber series expansion for which: 

a) the n1.111ber N of constituents (of the e-p proton) approaches 

infinity. This is reminiscent of a famous theoretical result 

of inelastic e-p scattering. In this context, call ~he 

constituents partons. 

b) the parton-parton interaction is "contact" in impact parameter 

and absorptive (partons in colliding hadrons interact like 

colliding "Mack dots" in an optical model). Thus, the 

amplitude for constituent-constituent scattering is 

_tqq(q2) "_i I~ a(b)eiq•b 

where a(b) "~ 62(b), with A a constant. Thus it is seen that 

the parton-parton scattering amplitude is flat in q2. 

The Glauber expansion to be discussed later is the same optical 

model except that 

a) the number of constituents fs equal to the number of valence 
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quarks in the hadron. and 

b) the constituents are not necessarily pointlike--their size 

1s determined from the data. Thus tqq(q2) is not necessarily 

flat. This involves introducing about two parameters. 

The Glauber expansion model should use the same fonn factor as 

Chou-Yang. Thus, 1f the fonn factor were known well, elastic scattering 

data could very plausibly determine 

i) the number of hadronic constituents in the proton, and 

ii) their size. 

b. The NCurrent-Current" MOdification of the Chou-Yang Model 
-

In addition to using an inaccurate fonnula for a given form factor. 

there is also the danger of using the "wrong" fonn factor. That is, 

in the original Chou-Yang model both the spin and isospin of the partici

pants were neglected. This leads to an ambiguity23--which form factor 

does one use (e.g., G~ or ~)? 

For !ti ~ 2 (GeV/c) 2 this is not much of a problem as measurements 

show that to within experimental accuracy G~(q2 ) « ~(q2 ) « ~(q2 ) in 

this range. 26 (Thus to the extent. that G~(q2): $we have 

G~S) « GiY) « ~S) « ~Y) « G{q2) for q2 s 2 {GeY/c)2). However. for 

~t ~ 2 (GeY/~} 2 this is not true--e.g., G~(q2 ) appears to fall faster

than ~(q2 ) and G~ ""-~. Hence for -t ~ 2 (GeY/c) 2 the predictions of 

the "naiveN Chou-Yang model' for pp elastic scattering would depend on 

the fonn factor used, and those for pp, pp, np, nn, np, nn would differ. 

Lo35 has proposed a-model in which both isosp1n zero and isospin one 

exchanges are allowed in p-p e~astic scattering (and which hence involves 
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both the isoscalar and isovector form factors of the nucleon). In this 

model 

ll(s,b) • J fJ~(x)~(x')IJ(b-x'+i}d3x 1 d3x 

where ~ is the nucleon density function corresponding to SU(J) quantum 

number j. (Recall there are 8 •x matrices•, but only AJ and AS are non

strangeness changing and hence allowed.) j .. ~ corresponds to "vacu11D 

exchange" and is assumed to be given by an energy independent contact 

interaction with po the Fourier. transform of the nucleon isoscalar form 

factor. On the other hand, the interactions where a quantum number is 

exchanged are assuned to be given by energy dependent contact interactions. 

The j .. 3 interaction is assumed to decrease with energy, with pl 

corresponding to the •fourth" (i.e., zeroth in our metric, but we use the 

"4" here) component of an isovector current. Thus 
-

- -n(s,b) "' 21TlJ
0

(s) FJd3icd3ic·-j:c<i<:o)j:ccic• ,0)62(1i- it'+;) 

-21Tll~ (s_) fJd3icd3ic• j~3)(i(,O)j~3 )(ic' ,o)i<t>- it' - ;) 

("sc" means isoscalar). The currents are then quantized and matrb elements 

(between proton states) of their appropriate components are then calculated 

in a manner reminiscent of the derivation of the Rosenbluth fonra.ila 

leading to spin-flip and. spin non-flip amplitudes. atot is used to fix 

"llo(s) ..tiich is ass1111ed to have the fonn 

"llo(s) .. u+ 1.1' log~(s/s0 ) , 

u' • 0.23 Gev-2 • 
\ 

-2 u .. 9. 76 GeY , 

s • 200 GeY2 
0 

Originally it was found possible to reproduce the ISR data at 
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pL • 1480 GeV/c very well out to at least -t .. 2.8 (GeV/c) 2 with 

µ1(s) • µ(s
0
/s)e1• where• depends linearly on t and where µ,s

0 
and 

•(t•O) were set by the lower energy pt ~ 30 GeV/c data. This was 

interesting in that ft f111>lfed that the s-dependence of p-p elastic 

scattering at high energy is completely specified by the low energy 

behavior. 

Unfortunately, closer examination revealed36 that the s-dependence 

is not quite so .steep or sfmple--u1 (s) seems to decrease like s-213 

from 50-175 GeV/c (at least at low ltl) and more gradually at higher 

energies and high ltl (still at least 'l.S-
112 at ISR energies). 

However, the most interesting feature of the model lies in the t 

dependence ft predicts once u1(s) is set. The 1111fn characteristics (dip 
- -

and peaks) ar! due to -the is~scalar exchange amplitude_ The effect 

of the tJ • 1 piece is to fill in the -t- .. 1.4 (GeV/c) 2 dip to about 

- the right extent and to completely eli.!llinate the notorious second dip. 

As the isovector piece becomes more important at low energies the first 

dip is completely filled in below PL "'200 GeV/c and the lllOdel is 

capable of providing good fits down to PL .. 3 GeV/c. SOme fits obtained 

are shown fn Figure 1-13. 

Unfortunately at the higher energies and larger !ti's • is no longer 

a linear function of t. The reader may think that this introduces 

complete freedom in fixing the t-dependence of the model. This 1s not 

so. The ~range ~f freedom• \n the prediction obtained by varying the 

phase • 1s showi in reference 36 for plab _. 6000 GeV/c (•error bars• 

around the solid line). Pres....ably the ranges of freedom at lcniitr 

energies, not shol«I by the authors, are comparable. In that case 1t would 
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Figure I-13 (adapted from ref. 36) 

(a) (page 44) Theoretical fits to pp elastic scattering 
data corresponding to total cross sections of 38.97:!:0.04 mb 
(pl ab• 200 GeV/c), 38.46±0.04 mb (plab • 100 GeV/c) and 
38.20:!:0.05 mb (plab•50 GeV/c) for O~-t<3.4 Gev2• (Total 
cross sections used are from Carrol et al .• Phys. Lett.§..!!. 
303 (1976)). The broken line is the curve for Plab•lOO 
GeV/c, and the values of µl used are 0.80. 0.22 and 0.11 for 
Pl ab• 50, 100 and 200 GeV/c, respectively. 

(b) (page 45) Theor~tical fits to ISR data and large -ltl 
for crtot = 39 mb (p1 ab= 200 GeV /c). Tota 1 cross sections 
corresponding to ISR data are 42.5~0.27 mb (Rubbia and 
DeKerret, Pl ab= 1480 GeV/c and 1500 GeV/c respectively) and 
43.04±0.31 mb (Kwak. Pl ab• 2052 GeV/c). The theoretical curve 
used to fit the ISR data has an input total cross section of 
42.8 mb and µl = 0. 100. The broken line is the curve for 

Plab a 200 GeV/c, with µl • 0.110~ 
-

( c) ( pa~e 46) Theoret i ca 1 ~urve for -a tot '! 49. 1 mb _ 
(plab = 6000 GeV/c) using u1 = 0.050. The uerror• bars super
imposed on the curve indicate the range of do/dt values 
a~cessible at given It! through variation. The spin~flip 
contribution has been suppressed. (Data are from ISR.) 
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still probably be ambiguous whether the model predicts a shallow dip or 

not at PL • 100 GeV/c for pp. 

In v1ew of the partial success of the model I have questions, some 

of which could be answered by direct numerical integration. For example, 

since the isovector contribution is diminishing with energy it is diffi

cult for me to see how the gradual disappearance (with energy) of the ISR 

dip could come out of the model in a natural way. This might be the 

results of including the spin flip terms (which fill in dips and which have 

largely been suppressed in the figuresli however, Clarke and Lo claim 

that the isovector contribution overwhelms the spin flip contributions. 

Another question is, at a given energy, with the isovector parameters 

fixed by pp scattering, could one reproduce pp elastic scattering with 

atot(pp) fixing the isoscalar contribution)? Or, consider energies 

around PL ""10 GeV/c. The model seems to work for pp eTas~ic scattering 

there and gives no dips. With the same (pp) isovector strength with 

the much higher atot(pp) giving a greater ratio of isoscalar/isovector 

strength, would one get the observed pp dip at !ti .. 0.7 GeV/c? This 

would be a stunning success. Would the dip movement be similar to that 

of the original Chou-Yang model over a wide range of energies? Probably 

yes. Possi!Jly one could ttien "track"- the 10 GeV/c pp at ltl "' 0.7 

(GeV/c) 2 out to the SO (GeV/c) dip at Jtl ""1.4 (GeV/c) 2• 
-

Also, non-negligible polarization has been observed near the pp 

dip; in this model this is described well. Would that be trile of pp 
also? As another point, withi~ the framework of this model there is the 
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* possibility of isolating the fsovector contribution (e.g., p-A2) to 

n-p elastic scattering and thus predicting the difference between n-p 

and p-p elastic scattering. If the model were successful fn predicting. 

the phenanena mentioned above its credibility would be greatly 

strengthened. If ft were a failure fn all of them it could possibly be 

eliminated fro111 consideration. 

3. Impact Parameter Analysis in the Optical Model 

The basic Chou-Yang model ignores the inelastic channels of which 

elastic scattering fs the shadow. A number of modifications of the Chou

Yang model that "correct• for this have t>een proposed; we do not wish to 

discuss them here. However, a general sort of optical model analysis, 

callect ;impact par~ter" analysis, demonstrates that the indirect 

-;nclusion of "virtual" inelastic channels via the unitarity condition 

allows elastic scattering to provide much additional information about the 

structure of hadrons. The approach we will describe is originally due 

to Van Hove34 and has been developed by Miettenen38 and others in the 

mfd-1970s. 

* Recall that, e.g., in Regge language, if A is the amplitude for elastic 
scattering, 

App "' P '!' f 0 + Ai - w - p } 
charge conjugation 

App "' p + f 0 + Ai + Ill + p 
rotation in isospin space from pp case 

since P, f0, ware fsoscal~rs, A2, p are isovectors, 

where P f s the Poineron trajectory. 
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i) The Technique 

Conservation of probability implies that the s matrix is unitary 

SS+ • S+S a 1 

As usual, we separate out the scattering wave: 

4 (4) Tif 
sif • 6if + i (21') 6 (pl + Pz - PJ - p4) .,--

where the normalizatio~ factor nk is given by 

(for bosons) 
n • k 

n n 
k•l k 

r 
m (for fermions) 

To avoid clutter, we will write this symbolically as 

s = 1 + iT 

Then, t~e unitarfty co~dition gives -

Let Ii> be ji> initial state, ana let jf> be a final state. Then, using 

completeness (l /n> <nl 2 1) and time reversal invariance (Tif = Tfi) we 
n 

get (with suitable normalization) 

This can be "decomposed" as 
-

4,li Im T;f(t) • l <fir+W> <i"ITli> 
i"•(elastic 

states) 

' + ). <flr+ln> <nlTlf> (1.1) 
n•(inelastfc) 



so 

This equation is called the "s channel unitarity relation". It is a set 

of non-linear coupled (integral) equations. When s becomes very large. 

the number of intermediate states In> approaches •. 

Now we consider the case of foniiard elastic scattering. 39 Here 

we take Ji>• jf>. Then Im T11 (t} becomes a sum of a very large nunber 

of positive deffntte tenns. Moving slightly away from the fo~rd 

* direction. ji> .. lf>, the phases of each of the tenns T1f\i change 

slightly, but the complete stn 1111.1st remain real. The more we increase a 

the more random cancellations must occur. Hence, the coherent SUll at 

t=O gets rapidly suppressed. Thus, already the imaginary part of the 

scattering amplitude must be very peaked at low t. The real part of the 

scattering amplitude, however, has no-such constraining eq~ations. 

Hence we are not surprised if ft fs small for all -t. So we expect a 

"forward diffractive peak• in da/dt that falls off quickly angle. The 

pieces of (1) have been named, a long time ago, by Van Hove, 

'tot(t) = 41i Im Tel (t) = •total overlap function" 

'el (t) • A, (elastic states) .- •elastic overlap function" 
1 

'ine1!t> • r (inelastic states) • "inelastic overlap function" 

We see that (with our nonnaliz~tion) 

'ttot (O) • 0 tot 

: 't,1 (O) "' "el 

'1ne1(0) • 0 tnel 

The second tenn on the RHS of the •decomposition• e<iuation (I.1) is the 

shadC>W of the i~lastic channels, the first, the •direct• elastic 

scattering. 
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Following connon practice, now make a Fourier transfonnation to impclct 

parameter space: 

- 1-t (I .2) 

one then gets 

From this we i11111ediately see that the elastic ampli-tude at impact 

parameter b is made from absorption into inelastic channels at the same 

b only ("unitarity is diagonal in b-space"). 

We note that hP.1(s,b) is nothing but 2ik r(s,b), where f'(s,b) is the 

absorption "profile• f.unction mentioned earlier. Thus 

'Jt9 t(s) = ~ jd2b ~m hel (s,b) = 'Z Jd
2

b Re r(~) 

'Jin(s) ''tot - oelis) = JibGin(s,b) 

= JibL'ZRe l'(b) - jr(b) 12J 

''el(s) = Jd2
blr(b) 1

2 

(I. 4) 

(I. 5) 

( 1.6) 

(The third part of (I.5) is seen from equation (1.3). The fourth part of 

(1.5) follows from this also, or from •noting" that the ratio of outgoing 

to incoming flux is [l - lsl 2J = 2 R~ r - lr1 2 . The jntegral M this must 

be ...,in") 

Since O ~ r(s,b) '.O 1, 

O ' Im he
1
(s,b) ~ 2 (aropping a k factor) 

Uni tarity then requires \ 

0 ~ G1n(s,b) S 1 
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By ignoring spin and using the derivative analyticity condition. one can 

obtain Im he1(s,b) and G1n(s.b): 

Im he1(s.b) • J;cb .r-t' 

ii) Results40-46 

do dal 
at - at real 

1/2 
dt (I. 7) 

This sort of program has been carried out for the ISR data in approxi

mation by Pirila and Miettenen40 , somewhat more carefully by G1"1!"in, 

Guigas and Krol1 41 and definitively by Amaldi and Schubert. 42 Some very 

interesting results obtain. 

First of all. one expects Im he1(2r) to be almost a Gaussian because 

the cross sections are almost exponential in t. This guess is correct. 

One also observes a long non-Gaussian tail that extends out past b = 2 

fenni. This is due to the continuous-curvature of the cross section in-

what used to be called the •tarrigan breaky region. The inelastic overlap 

function is observed to flatten out (as compared to a Gaussian) at low 

impact parameters which indicates that Gin(s.t) apparently has a zero 

near -t = 0.6 (GeY/c) 2• Also. throughout the ISR region. the value of 

Gin(s,b=O) stays at (0.94±'\D.01). That is, the black disc J;mit -is only 

94i saturated (see -Figure I-14a). 

This last point is intriguing. Why 94i? No one knows. Also. for 

Kp and 111> scattering Gin(s.b) is much more 6elow the unitarity li•it. 

Thus, apparently the reason why atot 's for Kp and w;> are so much smaller 

than atot(pp) is that aiesdns are more transparent than baryons. not that 

their radii are smalleri 40 Assuming that most of the scattering comes 

_ from quarks rather than glue-glue interactions. maybe the decreased 

opacity is due to the absence of the third quark. (On the other hand, 
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{b) 

{ c) 

.. ~ ~ 
•7!·~ 

!l:--=---------:-~-::-:-:: l 
::r I o J io so a IQO 50ll 1C'.ccl !000 •IGeYI 

{al 

(a) a._nd {b). Impact parameter analysis of pp-elastic 
scattering fro111 references 40 and 41, respectively. 
{c) Same for pp scattering, from reference 4. 
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Van Hove has proposed a model with a flattened Gaussian distribution of 

* glue. ) 

Over a broader range. the energy dependence of Gin(s.b) is shown tn 

Figure I-14b. Fram this and fl"Olll Figure I-l4a (showing that Im hel is 

almost COlllPletely saturated by Gin for b ? 0.7 f). we see that most of the 

increase in atot for pp over a broad energy range comes from the peripheral 

region. 40 It has already_also been seen that most of the increase 

in ael comes from low t. Also. from Figure I-J4a. we see that the "two

body" part of ael is essentially central. At large b, elastic scattering 

is all shadow scattering. 

This last point may be an indication of the existence of a proton 

core. From Figure 1-14-, one sees that the radius in b of the elastic 

overlap region is '\Jl.~ f. Since b corresponds to the distance between 

the centers of the (two) interacting particles the RMS radius of the core 

region for each -.ould be about 0.25 fm. This estimate agrees ~ith the 

-0.22 fm radius of the core found by Orear several years ago. We shall 

return to this point later • 

.}. similar analysis has been done for pp scattering (see Figure 

I-l4c). For ISR energies the results are practically_the same a_s those 

for pp; howev-er. at 100 and 200 GeV/c they are ~--we remind the reader 

that b(pp) is significantly lar_ger than b(pp) at these energies. The 

overlap functions are shown in the figure. 

*At this state of our knowle\ige, I do not see any functional difference 
between hilving-the gluons do the scattering or the quarks, except that 
the meson baryon difference Is more naturally •explained• with quarks. 
Also. the distribution of glue in Van-Hove's model is completely ad hoc 
and simply corresponds to knowing the resu-lt above after seeing the data! 
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One sees that at energies below ISR range the anti proton is somewhat 

* •bigger• than the proton ; however, the central opacities are very similar 

except for Plab ~ 50 GeV/c, for which the ant1proton core is somewhat 

blacker. The main energy dependence is again centered near 1 fermi, but 

decreases before rising. 

One might also ask how the dip near -t • 1.4 (GeV/c) 2 shows up in 

Im he1(s,b). The effect is to produce a flatteni11g40 near b s O; however, 

this flattening is too small to be noticed in the figures shown because 

the dip occurs so far out in t (where do/dt is so far down. This effect 

dominates the adage that "most of high t is low b"). (Similarly, in b

space our experimental data would look essentially similar to that 

obtlined by Ayres et a1. 43 (whose work cuts off at t .. 0.75) at the same 

energy.) 

However, with the application of another Fourier-transfonnation the 

effect of our data would probably be important to Gin(s,t) for t ~ 0.6. 

For example, if hel were purely imaginary, from (I.J) 

Gin{s,t) s he1(s,t) - t Jdt' he1(s,t'-t)he1(s,t') 

Thus one can obtain information about the t-dependence of the decomposition 

of the elastic scattering amplitude into its two and-many body intermediate 

stlte contributions without having to perfonn explicitly the s1111 over 

states. One should also be able to learn' something interesting about 

inelastic sc1ttering in the process. 
\ 

* For example.1. below ISR energy, the inelastic overlap function is sligh~ly 
larger for pp than for pp. 
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Knowledge of the fonn of the high t overlap function would also be 

useful in making predictions about elastic scattering at other energies. 

For example, the decomposition over states, equation (I.1), can be 

wr;tten44 

+ G1n(s,t) (I.8) 

where 101 - 021<;0 , 0 < e1 + e2 < 2w- e , e • c.m. scattering angle. 

Host of the integral comes from the region around e " e1 + &2 (since hel 

falls so quickly). Thus, for example, inserting a low t from 

h ~ e·bP
2

~
2 

one sees45 that at low t the main contribution to hel el I 

comes from Gin(s,t). 

Now, at high energies, the- low-t ~ ca-n be parametrized45 reasonably 

wel 1 by 

Plugging this into equation (I.8), one can obtain the higl\- t differential 

cross section in terms of the low t cross section with a simp!e 

assumption about G1n(s,t) at high t. For example, neglecting G1n(s,t) 

beyond the diffraction peak, Nazerov-and Chernov obtain a solution of 

the form 

Im he1(s,01) • h
0

(s)e·aP012 , e >> ec 

with high energy energy values of a about S Gev·1~ We recall that experi

mentally a"" 6 for I\. > SO GeV/c. Agreement with_ the data can be 
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i111Proved by taking 

G (s t) • G e-~pe 
in • o 

It is then found that G
0
/h

0 
-o.1s, for pe ;;.2.2 GeV. This already shows 

us that it is probably not necessary ~lthough it may be nice) to invoke 

quarks or cores to •explain" the available high p1 data--unitarity shows 

that the high p1 data "follows" from the fonn of the diffraction peak. 

However, we believe that yet higher -t data will probably tell us something 

about quarks. 

Assuming a completely imaginary amplitude, the Gin(s,t) has in fact 

been calculated40 and looks as shown in Figure I-15 for ISR data. The 

zero at -t • 0.6 is also present at low energy ("20 GeV) and was 

apparently first noticed by Zachariasen. 46 

One would, of course, like to be able to extract Gin(s,t) from 
da l-

inelastic data and then predict~ using the unitarity equation. Because 

-of the zero-of Gin' life is not so sfmple, however. Infonnation-on the 

moduli of multiparticle production matrix elements is not enough--around 

the zero Gin is sensitive to the phases, and hence a model which suppnes 

then is needed. It can be seen40 that the phase of a multiparticle pro-

duction matrix element is directly related to the impact parameter at 

which the particles produced. Since one already knows that the opacity 

of the proton depends strongly on impact parameter, and since the elastic 

shadow depends on opacity, this is certainty not unreasonable. 

Data on multiparticle production suggest40 the existence of both a 

noncliffractive (•pionization•) and a diffractive clllllponent in production. 

In a geometrical picture it would ht logical that high multiplicity 

- collisions are head on (high opacity) and low multiplicity collisions are 
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' Figure I-15. Inelastic overlap function as ca1cu1ated by Groot 
and ,Miettenen (see text). {Figure from ref. 40.) 
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peripheral (in contrast to the multiperipheral model). Analysis of data 

seems to indicate that the diffractive component involves how multiplicities 

* --hence it might be peripheral. In a simple~ component play-model 

Miettinen and DeGroot40 have used a zeroth order Bessel function (scattering 

from a ring) for the diffractice part and a black disc assumption for 

nondiffract i ve: 

a0 and aw come frOllldata. The results of this parametrization are shown 

in Figure I-15. Beyond this however, the results of trying to predict 

dae1/dt solely from production models are cloudy and we refrain from 

further discussion. 

4. Geometrical Scaling 

As we have mentioned,_ the basic optical m0del does a better job of 

predicting the t dependence of el_astic scattering than the s-dependence. 

Geometrical scaling is very useful in trying to understand the s-dependence. 

Geometrical scaling (G.S.) was first proposed47 to explain multiplicity 

scaling in inelastic collisions. In this original fonnulation, G.S. states 

that 

** where DA is the density function and RA is the (s-dependent) •radius• 

of hadron A. If two colliding hadrons A and B have an interaction radius 

RAB(s) and (inelastic) collision density*** DAB(b2 ,R~). then 

\ 

* This would account for the forward peik in production. 
**in the original paper, DA(r2/Ri) was assumed to be universal-for all 

hadrons. . -
*** This could be determined by convolution, for example. 
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(I.9) 

i.e., the inelastic overlap function Gin(s,b) depends only on b2/R2 

(•scales•). The application of this 1dea to elastic scattering .as 

historically touchier because of stronger s dependence at lower energy. 

However, the connection is conceptually simple and was first made by 

Buras. 48 At energi~s where the real part-of he1(s,b) is very small, 

(1.9) implies that he1(s,b} is als~ only a function of b2/R2• Then a 

simple change of variables in the Fourier transfonnation gives 

fe1(s,t) • R2f(tR2(s)]. From this follows innediately: 

::el "' R4f(R2t) 

2 
0 tot "'R · 

2 
ael "'R :el "' const. 

1n 

l 1 
td. "'-"'--- lP R' ~ot 

2 
bt•O "'R 

(1.10) 

(Agatn neglecting the real part of f) we get_the result that curves 

of 

1 dael 
a2 (s') ~ (s',() ' 
tot 

- 2 E;: R (S)•t 

at different energies shciuld fall on top of each other. This program 

has been tried for the IS • 23 GeV, ./$ • 62 GeV and ./$ • 45 GeV, 

./$ • 62 GeV pairs of ISR cross seetions. ·Except fort'"' tdip (where.the 

real part cannot be neglected), G.S. "'°rked well for the- second pair even 

* out _to -t ,.. 6, but fajled f~~ the first beyond the dip (probably ind1-

cat1~g a still significant non-d1ffract1ve camponent t.t Is• 23 GeV). 

In n-p scattering, a scaled cCJDPar1son of 200 and 360 GeV/c data shows 

* -Or perhaps was only moderately successful. 
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significant differences even before the dip, but such a comparison of n-p 

at 280 GeV/c with pp at 2050 GeV/c seems to work very well to well beyond 

the dip (the unscaled data sets differ substantially). 49 Thus we do not 

expect this naive form of G.S. to work very well for pp elastic scattering 

at 100 or 200 GeV/c. For pp, however, the situation could be entirely 

different (especially in view of the larger amount of absorption) at these 

energies. A careful canparison of elastic pp data at 100 and 200 GeV/c 

with CERN data would indicate how low 1n energy G.S. holds in this 

foterac ~ton. 

By combining G.S. of Im f(s,t), 

Im f(s,t) " Im f(s,O)•(T) (I.11) 

•(T) " "sealing function" 

with the requirement of crossing synrnetry, de Deus has derived•so, the 

so-called "t-derivative relation" 

d -
Re f(s,t) = Re f(s,Ola:t [T•(T)] , (I. 12) 

•• the results of which agree with thOse of the derivative dispersion 
-

relations of Bronzan et al. 33 but which have the advantage that Ref can 

be obtained from Im f with no knowledge of the s-dependence. Combfoing 

(I.11) a~d (I.12) one gets49 the differential equation 
- -

~-(s,t) = ~ (s,•~ £•2(T) + p2(s,OJ(~ (T•(t))J2J 

l (I.13) 

* This derivation ass1111es Paneron exchange. 

**1n fact, ass1111ing G.S., this can' be transformed50 1nto -Bronzan et al. •s33 
expression at fixed s. 
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* At the dip ~{t•To) a 0 and hence 

2 
da (s.t ) ~s.o) • '1..2 P (s.o) 
at o dt' l+1>2(s.o) 'I.. • T *I • energy 

T T•T independent 
0 

{I.14) 

This is part of the theoretical justification for our earlier remarks 

about the correlation between the dift-depth and p(s,0); see page JS. 

Equation {1.14) is foun~-to agree very well with the ISR elastic 

scattering pp data 51 , as mentioned on page 35. Using the data around 

the dip to compute~. the full equation {1.13) can then be used for a 

prediction of p{s,O). For the ISR data, the value of P so obtained is in 

agreement with experiment. Indeed, we can see why--using the optical 

theorem {I. 14) simply says that 

- da{s,t0) 2 _ 2 _ 
di - "' atotp .(s,O) , 

a relationship that we have already remarked {see page 17) holds 

empirically for the data! 

Conversely, inputting da/dt and P, {I. 13) can be solved numerically. 

It is then seen, e.g., that for ISR energies, P • 0.13 is enough to make 

the dip disappear {see Figure r-11). As we've already remarked, these 

conclusions should be at least qualitatively valid at 100 beV/c for pp 

elastic scattering; hence observation of a shallow dip there at 

~I = 0.10 would lend sane support to this. 

Working with (I.13) arKft the w-p elastic ~cattering data ob~ained _ 

in this experi111ent at 200 GeY/c. Kro11 52 claims that generalized G.S. 

works in this interaction at this energy. {Again. do/dt at ~nly this •s• 

* +(~) • 0 is. in fact. ~by a camp1rison of experiment with G.S. in 
rer. 50. 

r f -
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needed.} Transfonning to b-space he has extracted the wp eikonal at 200 

GeY/c and compared it with the pp eikonal at Plab • 1480 GeY/c. The results 

of this indicate universality in that 

Im JC,,.N(b/RwN} •A Im Xpp(b/Rpp}, x z eikonal (1.15) 

with A = 0.643 and RwN/RPP(1480 GeY} .. 0.89. Note how close A is to 

2/3 (naive quark model}. 

* After subtracting the nondiffractive component (since the energy is 

so low} Kroll has attempted to predict the cross section for pp elastic 

scattering at 50 GeV/c from the pp cross section at 1480 GeY/c by this 

method. He finds 52 A= 0.95, RPP/Rpp{1480} z 1.08, p z -0.02. The value 

of p found is in very agreement with experiment and the predicted 

da/dt(pp} agrees very well with the CERN data18 out to -t a 5 (limit of 

measurement}; see Figure 1-16). The uncertainty in the non-diffractive 

component would make such a test more telling, however, in the comparison 

of a prediction for elastic pp at 100 or 200 GeV/c -with soJid data. 

As predicted by naive G.S., ae1/atot is independent of energy (for s 

large enough}; however~ it is different for pp, wp, and Kp. Barger, 

Luthe and Phillips53 have investigated generalized G.S. prescriptions 

that unify all of these processes. For example, one could try 

he1(s,b} z ~ he1(b/R} where ~might depend on s. Jhen equatiQns (I. 10} 

1r10uld have to be modified (e.g., in this case aei/atot ~ ~}. However, as

reference 53 points out, there is no reason why this kind of scaling is 

1110re sacred for he1(s,b} than for x(s,b}, Gin{s,b}, or the unabsorbed 

overlap function function. [With the presence of n these are not all 

equivalent as they are for •naive'G.s.•--beyond -t • 1 there are very 

*ay assuming it is Regge-like with a straight line trajectory. 
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~~(pp) at 50 GeV/c 

- I (GeV/c 12 

2 3 L 5 7 

Figure I-16. Krol l's G.S. prediction/fit for pp at 50 GeV/c 
compared with data (figure fT'Olft ref. 52). 
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significant differences.] In fact, scaling x on the unabsorbed overlap 

function (UOF) has theoretical advantages in preserving unitary and 

including absorption corrections?3 Indeed, scaling the UOF predicts a 

dip in both 1IP and Kp elastic scattering at -t ""' 3.8 (GeV/c) 2 for 200 

GeV/c, in agreement with our 200 GeV/c n-p data. A comparison with this 

data has not previously made yet, though. 

In the future-people will be able to make searching tests of the 

geometrical scaling hypothesis over a very broad energy range. For 

example, naive G.S. predicts that Gin(b) will broaden without growing 

at small b for very high energies, in marked contrast to some other 

models. 54 Also, G.S. predicts54 that at values of atot approaching 60 mb, 

the famous -t = 1.4 GeV/c dip in pp elastic scattering will have 

practically dtsappea!ed. This is the situation envisioned for CERN 

collider energies IS= 540 and is due to the fact that dispersion relations 

predict55 that p P must reach a maximum at /s ~ 800 GeV. However, for 
- p 

Fermilab collider energies (IS~ 2000 GeV) the situation may be very 

different since as we've already remarked by that energy p might approach 

zero. The differential equation (I. 13) must be solved for that energy. 

S. Optical Hodel with Constituents 

a. Introduction 

We shall initially -discuss the scattering problem with an optical 

model expansion that wexplains" elastic hadron-hadron collision in terms 

of absorptive collisions of constitu4nts. It is seen that one can get 

good reslflts with this over a broad range of -t with a minimum of free 

parameters. The basic idea is to fix these parameters by comparison with 



66 

the low -t data (t ~ 0.9 GeV/c) and then predict the mid- and high -t 

(t ? 0.9 GeV/c) data solely from these already fixed parameters. The 

question of exactly how inany parameters are needed for what quality of 

fit is discussed. It will be seen that the results are probably not 

Ntrfvial". 

Perhaps somewhat surprisingly the best (ass1111ing the proton form 

factors used are NcorrectN) results for pp elastic scattering obtain when 

one assumes that the proton is made of three constituents. (This naturally 

raises the question of what happened to the gluons. etc.). One can also. 

as will be seen. use the expansion to make estimates of the sizes of 

constituents. 

The next step would probably be a comprehensive fleld theory approach. 

QCD-seems to be~ successful in-explafoing some general features of pp 

elastic scattering for q2 ~ 7 (GeV/c) 2. However. attempts to extend "pure" 

QCD back to the dip region have not yet met with much success (due to the 

preturbative nature of the approach). Attempts have been made (e.g .• by 

Alan White and collaborators) to combine QCD with RFT and predict the mid 

-t behavior from that. These attanpts seem to look promising. 

In any ca~e. however, it seems to the author that· to date the best 

non-trivial fits in the mid -t region (the region of our experiment) have 

been obtained with optical models of the sort discussed here. As we 

mentioned, perhaps they will serve as a guide in the application of QCD to 

mid and low -t elastic scattering. 

-b. Motivation for and Derivation of Glauber Expansion 

A method for handling the scattering of-composite hadrons from each 

other is based on the so-called •&1auber expansion•. the essence of which 

I 
t 

I 
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was first proposed a generation ago56 to explain the fact that (the then high 

energy) total cross sections of protons on deuterons are noticeably smaller 

than the swn of otot(pp) and otot(pt~). (The explanation was that this is 

due to the quantum mechanical analogue of •eclipsesM of one constituent 

of d by the other.) These expansions are usually derived with a fair 

amount of fonnalisrn57 ; however, by bearing in mind the physical meaning of 

the form factor of a hadron, we would like to present here a much simpler 

heuristic derivation. (In addition to the simplicity, this derivation 

allows one to large.ly bypass arguments depending on wavefunctions, and 

thu~ perhaps has some relativistic validity.) 

Let us first suppose that the scattering of, e.g., hadron A with 

hadron B occurs only via the interaction of one constituent (constituent 

"i") in A with one constitu.ent in B_ (constituent "j'"). Lett (q) 
-_ - - - gi,qj' 

be the amplitude for this scattering- to occur with the exchange of trans-

verse momentum q. Let fA,(B)(q) be the form factor of hadron A,(B). 

Then fA,(B)(q) is the amplitude for the composite hadron to absorb q 

and rem~in intact. Thus, the amplitude for the two hadrons to scatter 

elastically must be 
(l) NA Ns 

Tfi (q) =: iil j t=l [ 

amplitude for } 
scattering between x 

con~ ti tuents i and j' _ 

{

- a~:~:~~d: ~~r } x 
x hang togeth@r 

after releasing q [ 

amplitude for } 
hadron B to 

_hang together ' 
after absorbing q 

where NA(N8) is the number of constituents in hadron A(B), i.e., 

Tf(il )(q) " r t 
i,j' qiqj,(q)fA(q)fB(b) (I.16) -
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Consider, now, second order scattering. This involves exchanges q1 
and q2 (see Figure 1-17) where we lllUSt integrate over all q1,q2 subject 

to ql +q2 • Q. Let SA,ik(q1,q2) be the amplitude for hadron A to hang 

together after absorbing (separately) q1 and q2 (•generalized fonn 

factor• 58_J. There are two •types• of sei:ond order terms and 18 ways 

(clear fran Figure 1""7c) (for pp-scattering) that each-type of second 

order tenn can be achieved. Therefore, applying logic exactly analogous 

to that used above, it is clear what the form of the Sei:ond order contri

butions is. In fact, it is then clear (except for constant factors 

like li°'s, etc.) that for p-p elastic scattering the entire series is 

(modulo a factor of k or so): 

2 2 2 . 
lfi(q ) ~ 9tqq(q· )SN(q,0,0) 

r 2 -
+ ~ Jd~ld2q262(q-ql-q2)t(ql)t(q2) 18SN(q1,q2,0) 

+ 18SN(q,O,O)SN(q1,q2,0) 
2 r 

+ ~ Jdq1d2q2d2q362(q-q1-Ci'2-q3)t(q1)t(~2)t(q3) 

2 65N(ql ,q2,q3) + 365fi_(ql ,q2,q3)SN(ql+q2,q3,0) 

+ 36SN('!.:J+q2,q3,0)SN(ql,q2+q3,0) 

+ 6SN(q,O,O)SN(ql,q2,q3)_ 

+ 4th and higher orders 

._here SM(q,0,0) : fM(q), N : nuclf>~). 

(J.17t 

This is the basic inodern fona of the Glauber expansion. Part of the 

connei:tion between this and the diffraction llOdels can be made by noting 

thilt the mult1p11cat1ve property_of the transmission factor S 

implies (since r(b) • 1 -S{b)) 

' ,. 
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Figure 1-17. 

- (b) 

•P:FNN • s/:. •'.1. ••//. •s/i:. •s:A ••.v. 
~~/.A 0 £ ·•N. ·•.\\ ·•S. ·•)A 

(c-) 

(a) Collision of two composite protons. rs1,s\} are 
project~ons of {ri,rj•l into plane perpend1cuiar 
to 1-ax1s. 
(b) Two types of se\:ond order scattering tenns. Wavy 
lines are not necessarily single gluons. There are 18 
tenns of the first type and_18 of the second. 
(c) Diagrams representing the multiple-scattering 
expansions for the NH, NH, and wH scattering aiaplitudes. 
The integers indicate the number of equivalent terms of 
a given type. 
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rtot(b,rl'r2,r3,rl ,r2,r3) • 1 - ~ ~· (1 - r;j 1 (b+ sf - sj)J (1.18) 

(refer to Figure I.17) where rfj'(b+si-sj') fs the profile function for 

(a partially absorptive) •collision• between constituents i and j'. Then 

we must have 

(I.19) 

By expanding out Equation (I. 18), the reader may easily convince him/herself 

that there are a total of nine "orders• for baryon-baryon scattering (and 

* six for meson-baryon scattering) . Thus, an alternative form for the 

series is 

( 2) t i I i q • be t' , . > t' t' ] Tfi q - 21T e .(i))rij·b•s_i-sj' -,rr+ ,rrr- ... (I. 20) 

-
c. Some First Order Results and Comparison to Data. First Order 

£st1mates of S1zes of Const1tuents. 

let us now look at just the single scattering tenn (Equation (I.16). 

The hope is that this is all that is necessary to explain the forward peaks. 

The connection with the conjecture of Wu and Yang (see Figure I-3) that 

elastk p-p c~ss sections should go- like f:(q2) can be easily seen._ 

Let us see how good the first order approximation ts. At -t "'O.!L 

(GeY/c) 2 • for ~ample, the dipole fonnula is locally falling like e1•65t, 

which fmplies_that f:(q2) ~ e6·6t. At 200 GeV/c, the local exponential 

slope b(t2 0.S) is observed-to be about 9.5 (GeV/c)·2. At -t • 0.03 

(GeV/c) 2, the local dipole behavlor fs like e2·8t. This is easy to see 

because at t • 0 the dipole must be locally approximable 

* If one assU111es three constituents in a baryon and bfo in a meson. 
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by f P(t) • e1/ 6<r
2
>t <r2> • (0.8f) 2 gives t <r2> = 2.8 Gev-2. Then 

f:(z o. 03) "' e 11 •2t. Experimentally. 
2 
at 200 GeV/c, b( t 1110. 03) 11112 Gev-2• 

Thus, suppose we take tqq(q2) • Ae-Jsaq . Then 

Ti~)(t) "'el/2(a+2/3<r2>)t 

or 

Hence, in the frame~rk of "single order scattering only" almost all 

of da/dt is "form factor scattering"--the constituent-constituent amplitude 

is relatively flat. This corresponds loosely to the adage that at low q2 

one tends to scatter from the hadron as a whole. That a << <r2> tells us 

that the constituent (dressed quark) is probably relatively small in 

* . size ccmpared to a hadron (since the q-q central m1x1mum is so broad). 

Thus already hadron-hadron elastic scattering provides a resuJt not 

inconsistent with a famous result of inelastic electron-proton scattering. 

This result is also, of course, qualitatively consistent with the Chou-Yang 

model, which is just a Glauber expansion with an infinite number of 

pointlike constituents (partons) for which a = 0 (as we have already 

mentioned). (As a ~ 0, the •grey disk• approach becanes more and more 

valid.)_ (In particular, f: corresponds to-the first order Chou-Yang 

terms. 

We ~uld then like to be able to say that the nonzero value of "a" 

found above indicates that the Glauber eXQansion with a non-flat tqq is 

a better fit to the low !ti data fhan the Chou-Yang model. Calculation 

shows (or see Byers23} that the ratio of the full Chou-Yang amplitude to 

* -A similar conclusion with a si11ilar arg..ient at low energy has been 
reached by Wakaiz111i.59 
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the first order Chou-Yang amplitude is about 23S at t • 0, about 27S 

at -t • 0.1 (GeV/c) 2, and over 60S at -t • O.S (GeV/c)2. Also, the 

multiple scaeter;ng corrections in the Glauber expansion seem to be 

~10-lSS at -t • 0. Therefore, without doing a more careful analysis 

we cannot favor one model over the other on the basis of low ltl data 

alone. However, if we take the value of •a• that we found (probably 

- over-seriously, we note that it would correspond to a (dressed) quark 
... 

radius of about o~Js fenni. 

To some extent a more careful analysis than·ours above has been done 

in conjunction with a series of two experiments carried out at Fenn;lab 

wHh the "single arm. spectrometer" usfog a previous version of our uM6" 

(see Chapter II) beam lttie. However, this analysis also suffers from 

- excluding the higher order tems. 
"expu 2 

In the first experiment28 , two fits, ~t ~ ,et+Ct and 
"ff• II\. 

~~ ~ G!G~eut were applied to elastic scattering data at 200 GeV/c in 

the range 0.01 < -t < 0.36 (GeV/c) 2• (Here GP is the dipole form factor 

of the proton and Ga is the (electromagnetic) form factor of the 

projectile.) The "exp• fit was good C//d.o.f. = 1.09 for 97 d.o.f. for 

pp scattering); however, Band C were found to depend on the subrange of t 

used (i.e., the curvature in the exponential slope is not constant). 

However, with a comparable x2/d.o.f. (1.02 for 112 d.e.f.), the 

•ff• fit fit well all six (wtp, Ktp, ptp) hadronic reactiDns at once with 

a single value of u which 1111s i•sensitive to the subrange of t. (u was 

... 
I have simply used2the •grey disc fonnula" R = ~. which is applicable 

to a Gaussian_(in q ) "tqq~• 
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f~und to be 1.839±0.049 &ev-2 {compared to our estimate of 1.6 GeY-2). 

This provides a powerful indication that the first order Glauber term 

follows the observed curvature of the low -t exponential slope very well. 

It is also a good indication that at low q2 the matter and charge form 

factors of the proton are identical . 

In the second experiment60 , ~~ 2 G!G~ltqq1 2 was used as i fit, but 

with two different tqq's: It "exp" 12 .. eut and It "quad• 12 .. (1 + ut/2) 2 
qq qq . 

The range of this experiment was 0.025 < .t ~ 0.620 (GeV/c) 2 for P·P 

elastic scattering at 200 GeY/c. It was found that over this entire 

"curvature range" the quadratic form worked very wel 1. In thh fit, <r P> 

in the dipole formula was allowed to vary; the resulting fit <rp> was 

found to be almost exactly the electromagnetic one (<r > = (0.79±0.01) 
p f't 2 - 1 

fm, x /d.o.f. was 125/122). 

Over a restricted range 0.025 < ·t < 0.320 (GeY/c) 2 the "exp• 

vers~n gave good fits (78/78); however, the full range fits with the 

"exp" fonn were not as good (154/122) and <rp> had to be about lOS lower 

than the electromagnetic value. Because of the great sensitivity to <rp>, 

constraining <rp> to be 0.81 fra with the "exp" version gave a uquite poor• 

fit. These results see11 to favor the quadratic fit; however, again one 

must tread carefully without a higher order calculation. (The uncertainty 

in <rp> from electromagnetic scattering is also a potential problem in 

assessing these results.) To the best of my knowledge a multiple-order 

calculation with a quad_ratic tqq has never been done; it should be. 

Now we come back to another question •• does one use the Sachs or Dirac 

form factor for the proton? [We remi.\ct the reader that the Sachs fol"ll 

factor is the familiar S.(t)/"'), usually ~r-terized by the dipole 
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fonnula. The Dirac form factor is F1(t) • (6m(t)/i.i)( 1 -ut/4H2). There is 
1-t/4M2 

both some theoretical and smae experimental evidence61 supporting the 

use of F1(t). Also, the Chou-Yang lllOdel was originally proposed with 

F1(t).] 

Using a preliminary version of the S.A.S. data referred to above, 

together with earlier S.A.S. data, Levin and Shekter61 have obtained 

satisfactory fits to the total change of the exponential slope "b" 

between -t • 0 and -t '""0.4 (GeV/c) 2 for p-p elastic scattering at 100 
-

GeV/c for both cases of proton font factor using an exponential type 

"tqq" with an estimate of double scattering effects included. (They have 

also indicated that there may be a preference for using F1(t) to describe 

the difference between •-P and p-p elastic scattering; however, this 

conclusJo~ is s~hat shaky.) Unfortunately they have not tried a

"quadratic tqq" fit. (At low ftl th4ire is-not much difference between 

the Dirac and Sachs forms, but at high !ti there is (recall up z 2.~4).) 

It should also_ be noted that the value of •a" used in ltqql ~ e-~q by 

Levin and Shekter has to be quite different depending on which form 

factor is used. This would also be guite noticeable at high ltl, then. 

It has been p,.";,posed9 that dressed constituents are Slllall (R < 0.3f) 

and almost completely blac~. Let us investigate this possibility within 

the framework of hadron-hadron elastic scattering. If quarks were black, 

tqq would be given by A[J1((12)/(/4] where t-· 2qR, R •dressed quark 
2- -q2R2;s 

radius. In that case, at low q , tqq ..ould behave like e 

However, we have seen evid~ thlt at low q2, tqq behaves like e-'1(1.&)q
2

• 

using our esti1111te for •a•. Equating these two expressions and solving 

for R, we find R .. o.7 fll. Therefore, from elastic scattering we can say 
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that if constituents are small ( 0.3 fm) they are not very black, and 

if they are completely black they are not so small. (Therefore we 

disagree with some of the conclusions of reference 9.) 

d. An Interesting ComTarison of a Higher Order Calculation with Low 
Energy Data Yie ds Improved Estimates of Sizes and Numbers 

of Constituents in a Proton 

For -t ~ 1 (GeV/c) 2 it is essential to include the higher order terms 

in the Glauber expansion (see Equation (l.17)). For orders greater than 

_first there are many such tenns; fortunately, many of them are equal _ 

(see Figure (-17). 

We now consider the results of some calculations through third order 

made by Schrauner, Benofy and Cho57 (see Figure I-18). 

(i) Quality of General Fit. Number of Constituents in Proton. 
Support for "Dressed Quark Model" of Hadrons 

For the first calculation Schrauner, Benofy and Cho used the dipole 

fonn factor for the proton. For the-quark-quark scattering ~mplitude 
- 2 . 

they essentially took t q(t) = Ae·~Q , where A is given by 
0 tot(pp) 1 q Re f(s O} 

4.,,. • q · O:P) where p = [m f(s!o) . Thus, in this-model the absolute 

nonnalization is fixed and is~ a parameter. The number of constituents 

in the proton was taken as three. ~was allowed to have an imaginary part 

as well as a real part. The imaginary part of~ ~as the effect of adding 

a t-dependence to the real part-of the amplitude, and thus serves to adjust 

the depth of dips witho~t changing their position. This was the only 

parameter in this calculation. Figure I-18a shows this one-parameter fit 

and is very impressive. It should be noted that at Plab ~ 100 GeV/c, Im~ 

11.1st be relatively large to avoid dips at the points where the different 
- \. 

orders interfere with each other. 
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Figure 1-18 (from ref. 57) 

(a) (page 77) Fit of Schrauner et al. to low energy pp 
data (third order calculation). 

(b) (page 77) Dependence on Im r. in the Schrauner et al. 
fit. The curves labeled -4, -7, and -13.0 (GeV/c)-2 

refer to values of Im~ in the quark-quark amplitude. 

(c) (page 78) Dependence of the Schrauner et al. fit 
on the n1M11ber of constituents used for the proton in the 
calculation. 

(d) (p~ge 78) Dependence of the Schrauner et al. fit on 
2 - . - 2 -

the parameter "u·" in the dipole fonn factor. u ~ 0.71 
implies pointlike constituents, u2 

> 0.71 implies larger 
constituents (see text). 
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In Figure I-18cwe see the results of a calculation where everything 

was the same but where the number of constituents in the proton was 

allowed to vary. We see that the model favors the proton to have three 

constituents. Th;s, of course, seems to provide support for the stat;c 

quark model. However, from several points of view it is somewhat 

* surpr;sing that these simple results obtain : 

Firstly, one wonders how to interpret these results in light of 

the inelastic e·p results alluded to earl;er. Here we do not see an 

infinite number of "partons" even at high q2. This is probably related 

to the old problem of "constituent quarks" versus •current quarksM. At 

one t;me, the Melosh transfonnations were proposed to make the connection. 

However, to some extent. modern QCD has •reversed• th;s problem and we 

discuss it no further here. 

One also wonder~ what has happened to the gluons, which can also 

participate in the strong interaction. In the framework of this model, 

these elastic scattering results would seem to suggest that the gluon 

population in a hadron is somehow proportional to the number of valence 

quarks. This is by no means obvious ;n QCD fo~ q2 ~ 10 (GeV/c) 2. One way 

out of this is to interpret these results as providing support for a 

model of a finite number of dressed valence quarks in a hadron. (The 

dressing can be glue or sea qua~ks.) We have thus far been using this 

point of view; we shall continue to use it for the t;rne being. 

• 

(;;) The Radius of a Dressed Quark 

a). Introduction 

Can we use, then, the elastic s~attering of hadrons to get a 

As is_vie case for many quark model predfctions. However, this is at 
hfgh q • 
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quantitative measure of the radius of a dressed quark? We have already 

remarked that our earlier •result• (r,. O.lSf) should not be taken too 

seriously. Thfs is because of the ambiguity (e.g., quadratic or exponential 

tqql at low ltl and hfgh energy. In fact, later it will be seen that 

there ts doubt whether the Glauber series can be applied at all to elastic 

scattering at high energy fort S 0.2 (GeV/c)2. Therefore it would be 

nice to have a higher q2 mea~ure of the dressed quark radius. Actually 

Schrauner had done s0111ethfng interesting along these lines long ago. 

However. in order to understand thts we need to make another remark about 

"what fonn factor" belongs in the Glauber expansion. But this time we mean 

st1111ething different by the phrase "what fol"'lll factor• than we dtd before. 

-S) The •.form Factor of a Dressed Quark" 

Let F(q) be the fonn factor of a hadron as measured, e.g •• by electro

magnetic scattering. Suppose a dressed quark has a finite radius. Let 

FQ(q) be the form factor that a hadron would display if ft were composed 

of point quarks. Then it is not difficult to see that F(q) • FQ(q)fH(q). 

Which fol"'lll factor belongs in the expansion--F(q) or f H(q)? 

A moment's reflection (or alternately. the realization that to f1rst 

order Tff must involve a relatfvistfc generaltzatton of 

I 
3 l . 2 2 ~fsi.q fsj,.q 

d r 1 d rj 1.,,A1 I"'& I e e where .,,A,B(11.r2.13) ts the tnternil 

wave function of the quarks fn hadron A,B) convinces one that the answer 

ts fH(q). Thts ts very inter~tfng, for ft means that ff FQ(q) does not 

equal one. fn order for the expansion to work it requires an fnput that 

is: a) unit"°""• and- b) not gtven by .the dipole formula. Yet the expan

sion works well with fH(q) given by the dipole formula. This is already 

another indfcatfon that the radfus of a dressed quark ..,st be very 511111 
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compared to the size of a hadron (since it implies FQ(q) ""1). 

Schrauner has parameterized f H(q2) by (1 + q21~2 )- 2 with variable 

~2 and input this into the expansion. The results of this are shown in 

Figure I-18d. ~ ,. I corresponding to a quark radius "'1/2 proton radius is 

clearly eliminated. The results are consistent even with point-like quarks. 

This also, of course, provides support for the conjecture that the distri

butions of electricity and hadronic matter are similar in the hadron. 

The reader may wonder why we are discussing the expansion at energies 

somewnat lower than those of our experiment. For one thlng, the Nvariable 

}
11 method of measuring the dressed quark radius has never been tried at 

high energy and high ltl. This should be done. 

However, from the measurements at low !t I and high energy, Schiz et al. 

state (from the •exponential" tqq fit to pp elastic scattering} a dressed 
-

quark radiu~ of about 0.48f. (W-e feel- that this is subject to the same 

ambiguities we've ~lready discussed.) However, they have also (probably 

unwHtingly) provided-evidence for smaller dressed quarks. This is 

because, as we recall, in their "quadratic fit" they found a great 

sensitivity to the value of <rp> in the dipole formula and that the fit 

value of <rp> was very close to the electromagnetic one. This is a low 

!ti measurement, though. 

e. A NProblem" in the Application of the Glauber Series at High Energy 

There is another reason why we have shown relatively low energy 

Glauber series results. There is a problE!lll at high energy. Its 

~resolution is not completely cle'ar, but is probably related to •confine

ment• 1n QCD. 

The •problE!lll• is that dips like to appear at the-points where-
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successive orders become equal in magnitude and interfere. With the expan

sion of Eq. (I.17) the place where second order becomes equal to first is 

near -t • 0.7 (GeV/c) 2• (This is easy to see roughly by trying to fit 
2 d b1 t bzt 

da/dt for ltl ~0.2 (GeV/t) crudely with af • A1e +A2e .) One tan 

adjust the depth of this dip with Im t. even make it disappear. but one 

cannot move it out to. say, -t • 1.4. One way of phrasing this is to say 

that the multiple scattering -terms are too strong to allow both atot and 

the dip position to tmne out right. 

Now let us backtrack briefly to the low ltl results of Schiz et al. 

and note an •unclarity• that probably turns out to be related to this. 

We recall that no multiple scattering corrections were made there. Yet, 

based on other "'°rk61 -63 it is certainly plausible that 11.1ltiple scatter

ing effects should-be-obse..Vable (even i_n ~he slope) f~r q2 ~ 0.5 (GeV/c)2• 

But the single order Sthiz et al. •quadratic tqq• fit was very good voer 

- the whole q2 ~ 0.6 (GeV/c) 2 range. - (This could be due to the accident 

that the quadratic tqq is somehow si1a.1lating the multiple scattering 

effects to the "real• exponential tqq• ho'll!ver. this is unlikely and later 

we shall mention more evidence -that tqq may really be quadratic)--and 

th~ir statistics were very high (statistical errors in the local slope 

determinations were about lS.) This could be for one of at least two 

poss i b11 i ti es: 

(i) that the multiple scattering terms-are somewhat suppressed at 

high energy. or 

(ii) that at high energy the Glauber_series does not apply for 

very low q2• This could, e.g •• be due to a low q2 •threshold• 

for •confinement• effects to appear--i.e •• that the •dressld• 

' 

I 
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quark model that we have been using breaks down at (high s 

and) low t due tothe presence of many gluons causing glue-glue 

scattering, etc. (which, recall, has not been included in the 

Glauber series so far. 

Let us investigate possibility (i) first: 

It has been shown that (within certain bounds) the fonn of the quark

quark scattering amplitude is not at fault. This means one perhaps should 

look to the fonn factor contributions for the source of -t.rouble. The fonn 

factors come into the expansion formally by 

2 i J iq·b I c l)li 2 f(q) • z,r e <f rtot b,{si}'{sj' >db, (I. 21) 

where 

J2A2A 28 A B 
<flrtotli> • d s1 d s2 ..• d s3DA({si}D8({sj})rtot• 

where rtot is expanded as in (I.20); tqq is pulle_!I_ out-using (I.19) an~ 

where DA,B 1s the quark density function-in the impact parameter plane for 

hadron A,B. For ltl ~ 2 (GeV/c) 2 it is crucial to include recoil 
- d - * 62 corrections in-D--this can changed~ by several orders of magnitude 

But this correction does not solve the problem. 

It turns out that a variety of distribution functions D will reproduce ... 
the dipole fonn factor for first order when plugged into (I.21). So far, 

1 . D . 1 ( 2 (... ... ... ) we have on y discussed us1ng a _w1th a weak corre ation a 6 s1+s2+s3 
factor, e.g., for recoil correction) between the quarks. Yet, is is 

natural that repulsive short-range forces between them would reduce the 

*This can be a simple factor 62(f +$ +s ) in D. Interestingly, no 
recoil correction 1s necessary w~n2t~ number of constituents goes to 
.. (as in Chou-Yang lllOdel). -... -
However, they affect the higher order terms differently. 
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multiple scattering contributions. 63 These could be either dynamical forces, 

or could be •fictitious forces• that occur due to something that we have 

left completely out of the problem. 

One such something is the third dimension. Quarks in a hadron have 

longitudinal degrees of freedom. Van Hove and Fialkowski 64 have shown 

that these al'e _tmportant in inelastk diffraction. Work has been done63 -

with a variety of density functions D({si}) that introduce correlation 

between the transverse positions of quarks after integration over 

longitudinal degress of freedom, but which maintain the single quark 

distributions tn transverse position (and thus give a dipole form factor). 

The results are that the dip can be moved out to about the right place but 

- that beyond ~he dip t~e model still overestimates the cross section~ 

f. Phenomenological "Resolution" of the "Problem" 

The preceding was the situation in early 1978. Now let us investigate 

possibility (ii) (page 82). 

In 1978 Wakaiz1111i 65 apparently* noticed something interesting. This 

was that the dip moves out to about the right place and the multiple 

scattering terms are of about the _right strength to fit the data beyond 

the dip if the Glauber expansion as given previously ts fit only to the 

data beyond the region of the extremely steep first slopes (the "Carrigan 

region"). (Longitudinal correlations are ignored (this does not mean they 

are not important) at least expl~c1t1y.) 

(et us investigate tMs result: - That it is plausible 1s easy to see. 

*wakaiz1111f has fndicatec:166 that the incl~sion of geometric scaling is 
responsible for this success. This ts not so. Unfortunately, the true -
reason for the success and 1ts f11Plfcations seem buried in his paper. 
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The problem was that the experimental value of~ at t ~ 0 is too large 

for the expansion to extrapolate back to if the dip region and beyond is 

fit. However, the somewhat shallower exponential slope beyond the 

•carrigan region• would extrapolate back to give a lesser ~ (t•O) than 

the experimental ~ (t•O). In that case the amplitude of tqq [here 

tqq(q2) • (i+p) ~:ie·ltaq2 , where p • p(s,0), •gw .. 32 (no. constituents), 

a : aR +ta I] does not have to be so strong to fit the dat~. Since 

higher orders involve more powers of tqq,-t~ey are thus cut down relative 

to first order. 

At this paint one might object that the predicted dip could be moved 

out arbitrarily simply by "starting the series fit" at an arbitrary 

ltl°"l.4 (GeV/c) 2• This 1s not true because the exponential slope Is 

observed to decrease only very slightly between -t ""0.3 and -t ... 0.8 

(GeV/c) 2--therefore the ratio of second to first order. tenn strength would 

change only slightly by moving the "starting point" in this region (hence 

the position_ of the dip would only move slightly). For -t;;;.. 0.8 GeV/c~ 

an increase in the exponential slope is observed until the dip is 

encountered. Thus it does not make much difference where in the range 

0.3 S -t ~ 1.4 (GeV/c) 2 the fit is started. 

In fact, there are at least five features of-the cross section that 

must be matched--the exponential slope at the "starting pointa (SP) 

*I . tdip' ~' - ,exponential slooe after second maximum--and only 
SP 2nd max q2 

two parameters--81 and~ (recall tqq « B1e·•/2 ). 

Actually, the freedOlll of cholte of the starting point could 

theoretically be removed c011pletety tn two 1111ys: 

i) since the exponential slope decreases steadily for O ,--t '0.8 
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(GeV/c)2 (the increase being interpreted as due to sizeable interference 

with 1111ltfple scattering tel"lllS). -t "'0.8 (GeY/c) 2 suggests ftself as a 

natural startfng point; or, more precisely by 
¥> ltl 

ff) the addition of a term T
0 

• 18
0
e 0 to the series to describe 

the steep slope at extremely low It I (and thus approximate atoc>-· (Then 

the starting point fs -t • O). Wfth this method;.![ 8
0 

and b
0 

are to be 

detennfned completely fl"Oll data with -t ~ 0.2 (GeY/c)2 and ff A1 and a 

are determined completely fro11 data wfth -t ~ 0.9 (GeY/c) 2• the data 

with -t ~ 0.9 (GeV/c)2 would be completely (except, of course, for the 

real part of the amplitude) predicted fn this model from the data below 

!ti ,,_. 0,9 (GeV/c) 2• Thfs would be very fmpressfve regardless of how many 

parameters "4!re needed to_ set the low !ti dataifn this case four). 

However, by sacrificing sane quality on the low !ti fit one could finagle 

slightly. e.g •• the dfp position. \lakaizumf has apparently done t_his to a 

certain extent but the results still seem impressive. The additional 

tenn could correspond to scattering off of the pion cloud of the nucleon66 , 

or could correspond to the physical explanation we have already offered 

fo; ft in terms of glue-glu~ scattering at Jow q2• _ 

[wakaz&Di 's results for pp scattering are shown in Figure I-20.] 

[However, perhaps we should -mention that ft has been P')inted out62 that 
-

in order to have a sufffcfent amount of inelastic df ffractfve cross 

section. quarks should ~essentially black at zero impact parameter. 

That is, ff rqq(b) a y(O)e·b
2

1R
2 

(whel"e"""R is the diffractfve radius of a 

quark) Witch corresponds to the choice ~f tqq(q2) above. we should -

have y(0)"' 1. Thus there are rully not two free parameters fn tqq as 

w safd above--81 and a should be related. In fact. by cClllbfnfng the 

I 



rference 

lf as a 

describe 

) • (Then 

re to be 

1 and a 

data 

for tl1e 

ta below 

' how many 

r). 

d ~i~le 

thL J a _ 

·onal 

nucleon66 • 

>.] 

that 

of a 

as 

87 

Fourier transfonn definition of tqq (eq.(I-19)) with the fonn used for 

tqq (see page 85) we get 1/9 e1/4w •a. Wakaiz1111i's values of e1 and a 

seem to violate this.] 

g. Results at High Energy 

(i) Number of Constituents 

In the approximation to the theory with Gaussian distribution functions 

0 (this approximation is good enough out to about -t = 3.5 (GeV/c) 2 or so, 

at which place the Gaussian begins to underestimate the true form factor 

too severely) all orders of the expansion are exponential in -t. One 

obtains65 

N-1 2 _b1 • a+ -;r- <r > 

1 N~2 2 b2 = 2 (a + ~ <r >) 

(I. 22) 

for the slopes of the first two orders. <M = 

constituent fran center of hadron.) 

r.m.s. distance of a 

Now, if the size of a constituent were comparable to the size of a 

hadron we would have b2 ~ i b1, which is similar to the Chou-Yang value.* 
** Experimentally, at IS= 53 Gev. b2 ~ 0.2 b1• 

and widely distributed in a hadron a;< <r2>, 

If constituents are small 
b2 N-2 

then bl "' ~ For N • 3 

one gets b2/b1 • i· which is close enough to the data (see Figure 1-19). 

Thus in a rough way one has corroborating independent evident~ for 

earlier conclusions about the n1.111ber of constituents in a hadron and the 

relative size of a constituent. we\use the word independent 

* Some authors-have claimed that-this is exact in the Chou-Yang model. That 
is wrong. 

** 67 At ZOO ~V/c this seems to be somewhat less than 0.2 h1• 
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because, e.g., the earlier argument about the size of the constituents 

came only from the first exponential slope, whereas Wakaizumi's concerns 

the relationship of the slope after the dip to that before. 

(ii) Results of Glauber Expansion pp Fits 

Results of the model with more realistic fonn factors are shown in 

Figure I.20. lie see that p-p elastic scattering at /s = 53 GeV is pre

dicted remarkably well out to about -t • 4.5 (GeV/c) 2. The first dip 

occurs at -t • 1.37 (GeV/c) 2, which compares well with the experimental 

value68 tmin = -(1.34±0.02) (GeV/c) 2. The exponential slope of the 

second peak after the dip is predicted to be 2.13 (GeV/c)-2 for 

2.55.;;; !ti <:4,6 (GeV/c) 2, which is reasonable compared with the experi

mental- valu of _bz "' (1.81 ~.02) (GeV/c)-~. A shoulder is predicted near 

:t ~ 7 (GeV/c) 2, this ~grees qualitatively (but not quantitatively) with 

the data. 

The relatively gentle second slope b2 is a big improvement over the 

Chou-Yang model. As a function of energy both the shrinkage of the 

forward peak and the use in do/dt at the second maximum are well predicted, 

tllrough this is probably mostly forced by the geometrical scaling 

incorporated into the model. Wakaiz1111i has not attempted to include any 

of the schemes in which the energy dependence of the real part of the 

amplitude at the dip can be predicted; as a result "p" and "i;i" must be 

adjusted at each energy to flt \the experimental values of p and the depth 

of the first dip. This, however, could be "fixedM in the future. 

lt should also be mentioned that there are several more parameters 

fn this version of the lllOdel than are •really necessary•. For example, 

fn an effort to predict the proton fon11 factor, a 1DDdified dipole 

! 
l 
·! 
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2 2 parametrization fw(t) • [(l-t/p1)(1-t/p2)] is used. The values of P1 and 

llz found bring this fonn factor close to that found by electron scattering 

techniques; however, it would be of interest ~o see how the quality of 

the fit is changed if one does an "honest" calculation. with, e.g •• the 

three pole fonnula mentioned earlier. (Still, these conments should not 

be taken to negate the successes of the model at IS '" 53 GeY. 

At plab = 200 GeY/c for p-p the model starts to fail beyond 

-t "'2 (GeY/c) 2. An unobserved dip for pL '" 200 GeY/c is predicted near 

-t • r-(G_eY'/c) 2• For Isabelle energies (IS• 800 GeY) it is predicted that 

the first dip almost disappears and a sharp second dip comes in again (it 

had been predicted to disappear at ISR energies) at about -t • 5.5 - 6 

(GeY/c) 2• This is in contrast to the Chou-Yang and Lo-Clarke (Current 

Current Chou-Yang) models which put the second dip at about -t = 4 (GeY/c) 2 

and -t • 3.2 (GeY/c) 2 respectively for this energy with the Shaw form 

factor.-

Unfortunately, we cannot take any of Wakaizumi's predictions beyond 

-t ""4 (GeY/c) 2 seriously anyway. This is because he has only included 

terms through third order in his calculations. It has been stressed by 

several authors 74 that at least a fifth order calculation is necessary for 

the range up to ltl ~ 8 (GeY/c) 2. Notice how the cross section is always 

underestimated_ at high !ti (especially seriou~ at pL • 200 GeV/c). 

Wakaiz1111i wonders if this is due to an inconsistency in the as~1111ptions • 

We feel that part of the problem at PL '" 100 and 200 GeV/c may be due to 

a still significant non-diffractive cOlllponent at high jtj more important 

at 100 GeV/c) and part is due to an irkomplete calculation. This is 

especially important when one rea~izes that the (dominant) imaginary parts-
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of successive orders have opposite signs. Thus the •dip• at -t "' 7 (GeV/c) 2 

in the 200 GeV/c calculation must be due to a partial cancellation of second 

and third orders (and can be filled in by fourth}. Wakaizimi has used 

analytic fonnulas for each order of the amplitude and has truncated the 

series due to the great length of the analytic fourth order fonnula. 

Actually, with a ~er~ computes such as the CYBER 175 at Fermilab all nine 

orders of pp scattering could be done at once by n..nerically integrating 

equation (I. 17). 

(iii} pp Results and a np Prediction 

Using the same form factors and quark-quark scattering amplitudes as in 

the p-p case (except for adjusting to the larger atot and the experimental 

value of p and tuning the dip depth slightly) Wakaiz1111i has used his -

mode1 69 to make a ;redictie~ for jip-scattering--this is shown fit to the 

data for pl• 50 GeV/c in Figure I. Zl. Also s~ at the pl• 200 GeV/c 

and iS • 540 GeV predictions. As these calculations are •third order" the 

remarks made above for pp apply here, too. 

Wakaiz1111i has also made a v-P elastic scattering prediction for 

-9l • 200 GeV/c. Taking two constituents for the pion.seems to gjve the 

best fit for 1tj ~ 2 (GeV/c) 2. However, -for ltl ? 2 (GeV/c we take this 

~alculation even less seriously than the above because the pi form factor 

is severely underest1mated. This fs unfortunate because a successful 

1IP calculation with t q detenntned from p-p scattering would be a very 
q \ - - -

impressive verification of the model. However, people have diffi-

cul ties with the 
70 -pion and 1IP elastic scattering may prove a very 

tough nut to-crack theoretically. 
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(iv) Motivation and Results for Another High Energy pp Glauber Calculation 

It has been shown71 that the Lorentz invariant four dimensional wave 

* function 

( . ( 3 )
2 

3 2 2 2 2 2 2 '41 r,s,p),. ii'<T> exp !----z [r + s -~ (p•r) -~ (p·s) ]} 
c 2<r > H M c 

( I.23) 

used in conjunction with the relativistic overlap integral 

~a JJ'41*(r,s;pf)e1q•(ar+ bs)ljl(r,s,pi)d4rd4s (I. 24) 

With proper values for a, band <re> gives WR almost exactly equal to 

the dipole formula G0(q2) for q2 ,.. 7 (GeV/c) 2 (and provides a better fit 

to !_-P data than G0(q2) for q2 ~ 7 (GeV/c) 2. When one plugs (I.23) into 

(I.24), the result is 

o.2sr -

Since r is a Lorentz contraction factor in It!, the physical meaning is 

that Lorentz contraction of a nucleon core with a (4-dimensional) Gaussian 

relative wave function can be viewed as the "cause" of the dipole formula. 

l<rZ>c 1s the •core radius•. Using a value forR determined from 

the· slope of the experimental proton form factor at low- !ti, and fftting 

three parameters. Goloskokov and co11aborators72 did a fifth order calcu

lation in 1979 using (I.25) for the proton form factor. They claim that 

the use of this form provides theore~ical advantages over earlier 11110rk 

* Here the three quarks have position 4-vectors x1 .~2 .x3 . There are three 
x1+xz+X3 independent coordinates R • 3 (c.111.). and tllllO relative 

coordinates •r• • (x2-x3)/,.{ and •s• • (-2x1 +x~+~)/3~. p is the 
c.o.m. (1.e •• hadron) ~ntim. r : 1 + ltl/ZMZ (M-MP). <re> ts the 
•core radius•. 
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(e.g., wakafzimf) in that ft allows .orentz contraction of the con-

stituent distribution longitud_!_nal ly -- takes into account recof 1. This, 

however, is not trua--sin~e (l.25) h ential equal to G0(q
2), any 

Lore_n_~action in this work is al resent in Wakaizum; 's. 

~ In 1981 Kuleshov et al. 73 extend· iis work by performing a full 

ninth order calculations leading to t:· ~sults shown in Figure I- 22. 

~nfortunately, they did not do calculi 1s for PL • 100 GeV/c and 200 

GeV/c, so the previous discussion abou· ·.ase energies still holds.) 

They use a slightly more general form \ 3) which leads to the two pole 

fonn factor 

F(t) 

-1 
YJ(t) " (1 - .M_] 

ZHZ 

y(t) = yl (t) •yz(t) , 

rz(t). r1-z-A>-..1 ~r1 

with ). as a "fine-tune" parameter. This s very similar to the form 

wakaizumi used. Using Tqq(s,t) • (; [a(s · + iB(s)]eb(s)t, b_real, they 

find 

a( s) " ( 12. 64:t0. SS)+( 1. 03:t0. 30) .tn -1:. (GeV/c )-Z 
0 

B(s)" (-0. 7Sl±(l.040)+(1.S4±0.30).tn -~ (GeV/;)-Z 

b(s)" (O.ZSO~O.OZS)+(0.17S±0.023)tn ~ (GeV/c)-z 
0 

15a' .. SZ.8 GeV/c 

,tST"a (ZS.49±1.SsrGeV 

a" 0. 71(GeV/c)-2±0.04 

.A" 0.84±0.05 

Wakaizumi, on the other hand, builds geometrical scaling into. his 

model, with consistent results.' 
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Figure 1-22. Fits of the Glauber expansion with the Lorentz contracted 
fonn factor (1.25) to pp elastic scattering by Kuleshov 
et al. Numbers on curves indicate c.m. energies. Data 
are from ISR as explained in text. Note that the fits 
"start" at I ti 'II 0.8 GA!V/c; thus they are no more capable 
of fitting full range !ti with Glauber expansion than was 

-Wakaizumi. -(Figure taken from ref. 73.) 
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h. Some Thoughts About These Results 

In view of possible theoretical ambiguity in Wakaiz1111i's •fix", we 

would like to mention that 1n the •quadratic tqq• of Schiz et al., 

1tqq(q2) 12 • (1 + ut/2) 2• a value of u ,,. 1.6 (GeV/cf"2 was found to fit 

the low Jtl data. Schiz points out that this expression for tqq goes to 

zero at -t .. 1.2 (GeV/c) 2• and that this is near the experimentally 

observed dip. Here, then, we would like to remark that the use of this 

expression in a high !ti expansion would provide a very natural method 

of moving the dip out in the right direction without the need for extra 

"T " tenns or nonzero "starting points•. There would still have to be 0 ~ 

slight tinkering to get the dip position right--since all Glauber tenns 

have tqq• they would all ~be zero at -t ~ 1.2 (GeV/c) 2. However,_ using 

u a. 1.49 (which gets the dip about right) Shouldn't mess up the extreme

low !ti fit too much. It is a pity no one's tried this. 

We now ask, "Are Wakaizumi's "fix• and the fits of Schiz et al. 

mutually contradictory?" The contradiction (if there is one) 1s the 

following: Wakaizumi's results imply that the Glauber series cannot be 

consistently applied_to both low and high ltl- scattering; therefore, he 

proposes that the expansion not be applied to low !ti (•T
0

• term). Yet 

Schiz et al. got such nice fits at low ltl with the first order expansion 

tenn. 

Actually there is no rea~ evidence for a contradiction yet. First 

of all, there is, of course, the fact that wakaizumi uses an exponential 

~tqq• and Sch~z a quadratic one, as mentioned above. (In fact, Schiz 

showed that an exponential tqq didn't work so well over tfie whole "low 

It I range•). But even conceptually there is no paradox. A 1 though Schiz 
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et al. claim that their experimental results are a success for the uadditive 

quark model•, there is actually no real evidence that low ltl scattering has 

anything to do with quarks or constituents. For example, the first Glauber 

tenn is completely independent of the number of constituents in the hadron! 

The reader may then wonder about the effect of the factor 9 (•32) in the 

first order tenn in equation (I.17). This factor is, in fact, cancelled 

off by a- "1/9" in the definition of tqq (ft is the experimental value of 

atot that sets the normalization). The number of constituents is reflected 

only In the higher order tenns. (To see this graphically, the reader need 

only look at Figures I-18 and I- 19.) The results of the Schiz et al. 

experiments show that the curvature at low !ti can be explained using the 

dipole form factor. not that the Grauber series or constituents are 

necessary.-

Then there is another question. This involves the ambiguity in the 

choice of form factor. (Recall G~(q2 } • ~ ~(q2 ) • ~(q2 ) o~ly for 
2 2 q ~ 1.5 (GeV) .) Should one GE or 6M? What about the difference between 

the isoscalar and isovector form factors? From our experience wfth 

Current-Current Chou-Yang we know that at low energies the f sovector 

contribution becomes important and can certainly fill in dips. So this 

might be important at 200 GeV/c. However, it is hard to precict what 

would happen until someone tries it. 

- Also. to the best of my knowledge no one has ever introduced spin 

into the Glauber expansion at ~igh energy. However. it has been done75 

_for PL~ 30 GeV/c. The results are the qualitative features (e.g., dips) 

remain. Maybe at high energy this ..aulcl- remove the need for the •111 a• 

parameter. Soleone should try this. 
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6. Playful Thoughts on Some Simple •Hybrid Models• 

We have remarked that (6i,)4 provides a good fit to ptp elastic 

scattering for -t ~ 1 .0 (GeV/c) 2• It is interesting to note that. 

properly normalized, it agrees well with~ after the second maximum! 

(This is because. at high -t. (6t,)4 "' t-8 .) One could thus imagine a 

model in which the dip near -t • 1.4 (GeV/c) 2 is caused by the inter-
-

ference of this w;th. say. a simple exponential Pomeron amplitude. 

Or. noting that the normalization could include a relatively flat 

quark-quark amplitude (implying very small quarks if form factors are to 

dominate the slope at such high ltl) one could picture a model in which 

low itl scattering is Chou-Yang like and high !ti -scattering involves 

c~nstituent interactions I la Glauber. (Orear76 has already attempted 
- -

to-apply the f_lrst order Glaiiber term to high It I region well beyond the 

second ma-xilllUll. However. he has not attempted to extend, e.g., "t-8• 

back far enough to see if, in interference with Chou-Yang the dip would 

be filled in to the right extent. Here we note that, extrapolating the 

high -t behavior back it would seem to fi 11 in the dip to roughly the 

right extent at 200 and 400 GeV/c (recall that the naive Chou-Yang 

amplitude is _zero at the dip and seems to generally underest1ute 

~ beyond it). At higher energy the back extrapolation may be too large, 

though.) 

7. A Three Layer Proton? 

' a. Simple Grey Disc Argument 

It has ~well pointed out by Qrear76 that the relatively gentle 

"second" exponential slope (•b3") after the- dip is reminiscent of 

classical diffraction fl"Olt an object of radius much smaller than 0.8 f. 
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This is true for a grey disc with a Gaussian profile. Then R2 • 2b and 

b ""1.2 (GeV/c)-2 implies R .. 0.31 f. (Actually, at, e.g., 200 GeV/c, 

b varies from 1.5 to 0.9 (GeV/c)-2 as t varies from 4.9 to 12.1 (GeV/c) 2.67 

Orear (and others) have thought of this central region of the proton as 

a "core" of valence quarks (although he uses a slightly different 

argument than we do to get its size.) (At ii• 53 GeV, •b3" seems to be 

bigger than at lower energy and hence the core radius would be about 0.4f 

by our_simple argument. We could extend this a bit by noting, e.g., that 

at 200 GeV/c the first exponential slope (extreme low -t) is about 

12 (GeV/c)-2• In the picture we are discussing this i.IOUld correspond, 

e.g., to scattering off the whole proton plus, say, plon cloud (recall 

Wakaizumi)--R2 
s 2b (grey disc formula) implies R • 0.97 fm for exponential 

slope of 12 (GeV/c)-2. 

Following this sf1111>le g~me one is led-to an amusing three layer 

picture of the proton-core of radiu~ ... 0.4 fm, mantle out to 0.84 fm, 

and crust (e.g., pion cloud) out to about 1.0 fm, corresponding to the 

(crude) three characteristic slopes--b1 (for t .. O), b2 (for -t .. 0.8 

(GeV/c) 2) and b3 (for -t after the second maximum). In the simple grey 

disc picture of this the scatter1ng amplitude would be A1eb1t + A
2
eb2t 

+ Ajeb3t, the fonn of which we have met, via different logic, in 

Wakail{lmi's version of the Glauber expansion. Amusingly, this pictorial 

representation of a "triune" proton may actually be reality. 

b. Alternative Explanation of the •crust" 

Let us_ now r.:onsider the co•l fsion of two hadrons fl'Ofll a slightly 

different point of vfew--that of a _"play• QCD model. Suppose confJnement 

t 
' 
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occurs suddenly when quarks are a distance x
0 

apart. Consider a "single 

order scattering• between quark i in hadron I and quark j' in hadron II. 

Then when i and j' are separated by a distance x
0 

the force between them 

is much enhanced (compared to when they are closer together) due to the 

~esence of many gluons. Roughly speaking. this situation occurs when 

the impact parameter I t:tetween the hadrons is-x
0

. This means that at

sufficiently low q2 .,. •q~• one expects the interhadron force to increase 

sharply with decreasing q2 .*61 This could be accomplished, for example, 

by the exponential slope in elastic scatterfog •b" increasing sharply 

for q
2 =- q~. 

Let us try to calculate this semiquantitatively. A Fourier transform 

2_, ** 
r~lation exists between r(b) a~d fe1 (q-,~ Le~ us assume her~ that one_ 

exists between impact parameter and q, i.e., 

81 M:: h 

(This implies that in a quantum field theory [81
0
p,qop] • ih.) 

Now let us look for evidence of structure in ~ at sufficiently low 

q2. In, e.g., pp elastic scatterir19 at 200 GeV/r., there is a sudden big 

increase In exponential slope with decreasir19 q2 for q2 "' 0.1 (GeV/c) 2, 
-db 4 -

where ·;::z is apparently about 20 (GeV/c)· (see Figure I- 23, adapted from 
dq 

Schiz et al. 60). This value of q2 plugged int~ the uncertainty relation 

*'** gives 61 ;;i. 0.6 fm "" 0.8 fm. Then, roughly speaking, from th ts point of 

* - ' A qualitative remark to this effect is made in reference 61. I thank 
Dr. Alan White for making me aware of this reference. *'* _- -
We have not seen this uncertainty relation in the literature before, so 
we propose 1t here. 

*'** -One must, of course, .bear in mind that this ts only an order of 
inagnitude argument. and 0.4f and 0.8f are sllne order. 
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Figure 1-23. Low -t pp data (adapted from ref. 60). 
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view the observation of the extremely steep "first" -dt/dq2 is consistent 

wfth sampling confinement. Thus. both the magnitude of the first 

exponential slope and the corresponding 92 values correspond to probing 

confinement. 

Let us ask what this picture i111pli1ts for the Glauber expansion. We 

see that "there are many-gluons around" in very low q2 scattersr These 

gluons are of the type that do not correspond to quark dressing; rather 

they are exchanged between quarks. There is no allowance for this type 

of gluon in the original Glauber expansion. Thus we do not expect it to 

work at low 92. Thus we have arrived at one "alternative" 

to Wakaiz1111i's (•pion-cloud") explanation of the "T
0 

term" (see page 86). 

c. Evidence for the Core and Discussion-of Its Effects on the Glaube~ 
- Expansion 

We have seen the 0.4 fenni (core radius) number llefore. We have 

already noted that an impact parameter analysis of the proton indicates 

that the r.m.s. radius of the tl«J body ("elastic") overlap function is 

about this size. It has also been pointed out77 that a core of this size 

gives a value of about-0.6 GeV/c for the average transverse momentum of 

a quark inside a proton. which agrees with the Feynman. Field-and Fox78 

estill!ilte. 

[Although Orear obtains a core radius of only 0.22 fm. this might 
<r >2t/6 

be due to his use of e c for the form factor of the core. In fact, 
\ 

we should point out here that a more accurate calculation allowing for 

the Lorentz contraction of the core at high ltl would use something 11ke 

equation (I.25) for the core form factor. Since r-1-there goes_like 

2M311t1, this fon1 factor .ould go like t-2 (like a dipole) at hight 
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2 
(actually like t-2 exp(-~ <r

2>c)), thus ruining the simplicity of 

Orear's arguments. Another prescription has proposed a form factor that 

goes exponentially with p1 when the Lorentz contraction is put in (thus 

generating Orear falloff directly). (For these reasons we feel that any 

increase in accuracy of Orear's argument over our grey disc approach is 

i 11 usory.] 

A semi-popular interpretation of the Glauber series results is that 

the additive quark model (AQM) works only for Q2 ~ l (GeV/c) 2. With this 

in mind one might wonder how we could envision a model with the valence 

quarks in the core, since this would imply that the AQM works only for 

Ql ~ 1 (GeV/c) 2. (Q2 == 1 (GeV/c) 2 corresponds to a radius of about 0.2f 

by the uncertainty principle.) Ac~ually the only conclusio~s that can 

be drawn from the Glauber expansion about the A11't are almost the opposite 

--by construction the model is independent of the number of constituents 

at Q2 .. 0, and the Al1t seems to-work beyond the second maximum where 

the multiple sea ttering terms dominate (see Figures I- l 8c and I- 19 ) . 

One might think that such a valence core picture is furth~r 

inconsistent with the Glauber expansion results, since the-"success~' there 

was obtained with the quarks distributed throughout a radius of 0.6-0.7 

fermi. However, we remind the reader that. this •success" was attained 

at the cost of postulating that the series does not apply at extremely 

low q2. [Recall that this had to be done to partially suppress the 
\ 

multiple scattering terms.] 

We would like to point out here that another method of suppressing 

- the multiple scattering terms without affecting the quality of the fit 

below the dip would be to use a S1111ller constituent distribution radius 
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(see also ref. 86). An example of this would be a dipole 

G(q2) • (1 + q2tu2)-2 with u2 > 0.71 (assuming small quarks). To see 

the effects of this the reader need only look at Figure I.18d where 

this fonn was used at low energy, but with another purpose in mind. 

Unfortunately, ft seems no one has thought about this at high energy. 

d. Some Theoretical Justification 

Although in the past some79 have thought about having the valence 

quarks localized fn a core within the framework of the parton-mode, the 

general theoretical drift in the middle 1970s had been away from this. 

The typical quark-parton picture has had the valence quarks in the 

periphery of the hadron, with, e.g., Kogut-Susskind flux tubes joining 

them. Also, the popular M.I.T. bag _mode1 80 had the valence qu~rks 

distributed throughout a radius of about 1 fermi. Remarkably, though, in 

recent years this picture has been turned around to some extent. 

Brown and Rho81 , for example, have proposed a model fn which the 

valence quarks sit in a core whose size is only about 1.5 nucleon Compton 

wavelengths. To ensure continuity of the axial-vector current pions are 

then allowed to exist only outside the bag. This gives ~ picture 

strikingly like the old Yukawa one (even in theoretical details) in which 

_hadrons interact with each otehr via qq exchange rather !han "bag 

fissioning" (qq exchange would be difficult to imagine with a big bag. 

For example, in close-packed nuclei, there would be no roan for the pions). 
\ 

And, Callan, Dashen and Gross82 have recently done a full-blown QCD calcu-

lation-Which also leads to a picture of a hadron with a valence quark core 

( •abnorma 1 vacu1111 phase•) surrounded by a more dense vacuum phase whtch 

fs analogous to perfect paremagnetlSll and Wlfch consists of close packed 
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instantons and mesons. 

e. A Question 

However, with all this the problem of reconciling the charge radius 

of the proton gotten from e-p scattering with the core size (if core 

is valence quarks) remains. Both Orear76 and Islam83 have tackled this 

question, but the author is satisfied with neither of their answers. 

f. A Possible Answer 

It is, of course, poss i b 1 e that there i_s a core, that it is 

•hadronic" but that it is not composed of valence quarks. For example, 

Gerrity and Pagnamenta84 have proposed a core model with a core full 

of glue and by an argument somewhat different than those cited above, 

find a core radius of 0.34f. And, Hiettinen and ~s85 , in a very 

_ interesting generalization of the Chou-Yang model find (by inversion of 

~lastic scattering data) that the distribution of matter in nucleons 

is denser than that of charge. The results seem to imply that there is 

a core of-glue or sea quarks with an r.m.s. radius of about 0.3f. 

g. Another Possible Answer 

Yet, there is a method for reconciling the charge radius of the proton 

from e-p with a small core of valence quarks: It has been potnted out86 

within the framework of the Glauber expansion that the assumption of a 

quark-diquark structure of the_protonmay make it possible to fft elastic 

scattering at all observed -t without resorting to additional •r
0 

terms". 

(With only two bodies in the ex~nsion \the multiple scattering terms are 

autD111atically s~ppressed and also one can only get one dip.) Here we 

would like to identify the core •seen~ in elastic scattering with a 



108 

spin-zero. fsospfn zero dynamically bound two quark (diquark) state. The 

third quark occupies the region outside the core; hence the large charge 

radius. 

Justification 

The reader may think that this quark-diquark idea is ad hoc and 

whimsical. In fact, one fs led to it on other grounds. For one. ft has 

been used to explain SU(6) violations in many cross section sum rules for 

strangeness and charge exchange reactfons. 87 

The quark-diquark concept apparently first appeared in the work of 

Ida and Kobayashi 88 and that of Lichtenberg. 89 Feynman90 has referred to 

dfquarks as "squeezed wee quarks" and more recently Gunion and Soper- have 

u~ed th~ "quark ·~fr• fdea.91 . $9ectroscopi~ indications of specifically 

"q-dq" type SU(6) break!ng include observation of the so-called "minimal" 

baryon spectrwn92 and the natural absence of a f20}-pl
0

et in this picture. 

Indeed, just very recently, Lichtenberg and co-workers93 have obtained 

renarkable agreement with experiment by using a q-dq model with a QCD 

motivated potential -to calculate the masses of the ground-state spin 3/2 

b.iryons (both of the parameters in the model are set by the vector meson 

masses, so this fs a no-parameter calculation). (This_can be viewed as 

a relativfstfc generalization of the Schrodinger equation approach to 

treating the• and T levels.) Ot~r evidence includes92 : the GA/Gy 

_ r~tio fn nucleon &-decay, hadronfc weak decays, counting rules, the 

•aL/°r" ratio fn deep .fnelastf~electroproduction of hadrons, polarized 

inclusive A.production. and the F2-n1F2-P structure functf~n ratio. 

Theoretically, wfthfn lattice gauge theory94 ·and also within the instanton 

fra.ewrk95 arguments for a q-dq structure of baryons have been made. 
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Interestingly, the apparently negative neutron charge radius finds a 

natural explanation96 within the q-dq model. (This was a long-standing 

problem fn theoretical physics. Simple SU(6) models give a zero <r2>n.) 

Qualitatively this is not hard to see--if both the proton and the neutron 

have a u-d core (charge +1/3) and the proton (neutron) has a positive u 

(negatived) quark outside the core, the charge radius will be positive 

(negative). Carlitz has shown that this difference holds up in a one-

gluon exchange model that relates this and the n-p mass differen,e. Further 

quantitative work has been done by Dziembowski et al. 92 who show that the 

q-dq structure needed to explain the neutron charge radius is quantitatively 

the same as that needed to explain SU(6) violations in meson-baryon 

scattering. More thought in this framework might allow one to solve for 

the diquark (core) radius. 

Another indication of a q.rdq--1'._ore structure of _th~ proton c~s from 

the apparent absence of a-PxPxP cut in-the model o-f Collins and Gault. 19 

Other indications of a core come from the work of Shanker and Wirke97 

- (radius a~ut 0.31 fm) and that of Ribeiro. 98 If ~e accept the q-dq concept, 

returning to our three layer picture of the baryon, we can then identify 

the three layers: core+--+diquark, "mantle"~third valence quark, 

"crust"-.pion _cloud (on ~onfinement gluons). In any case, though, our 

experiment has enQugh acceptance to probe the core region.of the antiparton 

and proton. More thought is proba_!>ly stilJ required, though, to really 

pin down what this core is made of, if it exists. 



II. OVERVIEW OF EXPERIHEHTAL METHOD 

A. Introduct;on. What We Hoped to Measure 

In l;ght of some of the questions raised by the prev;ously exist;ng 

data described in Section I.A of this thesis, certain experiments were 

undertaken at Fennilab ;n Batavia, lllfnofs, to measure elastic scattering 

_cross sect;ons. These exper;ments, ~11 done us;ng the "H~ beam l;ne"gg 

of the Meson Laboratory at Fennilab, shall be jointly referred to in this 

thesis as "E577". 

One of the purposes of E577 was to measure n-p elastic scattering 

cross sect;ons at an incident beam momentum of 200 GeV/c out to 

-t ~ 11 (GeV/c) 2, to compare with pp large -t elast;c scattering. The 

results of this are reported in an earlier thesfs by Pau-1 Karchin. 24 _ _ 

- Another purpose was to measure pp elast;c scattering cross sections 

at incident beam momenta of 100 and 200 GeV/c in the large momentUl!I 

transfer region. The motivation for th;s was heightened about midway 

through E577 by the previously referred to announcement of the discovery 

_at CERN of a dip near -t = 1.4 (GeV/c)2 in the 50 GeV/c pp e1astic 

scattering cross se~tion. We were partic~larly interested in seeing if 

this dip would persist to 100 (Geilc) and 200 (GeV/c) incident momenta. 

The results of these measurements are reported in this thesis along with 

those of similar measurements made of pp elastic scattering at the same 

incident momenta and _with the same~equ!pment.* Other results on Ktp and 

w+p elastic scattering obtained at the same t;me w;11 be reported 

elsewhere. 24, loo 

*Some of these results have already_been published in preliminary form. 
See reference 101. 
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B. Overview of How the Measurements Were Made 

1. Two General Problems 

In order to detennine specific elastic cross sections ft is generally 

necessary to (a) distinguish, as well as possible, general elastic events 

from inelastic bakcground, and (b) count the number of elastic events 

meeting specific criteria. The counting problem is described fn general 

overview in part b of this subsection and in more detail throughout the 

later parts of this thes~s-. In part a of this subsection we make some 

general statements about the separation of the general elastic signal 

from the background. A slightly more detailed overview of the solution 

of this problem is given in Subsections B.2-B.5. Detail on this is given 

later in the thesis. 

a. Two General Stages in the Separation of Elastics from Inelastics 

The separation problem was ~omplicated by the fact that the elartic 

cross sections that we wished to measure wer~ in general much, much 

smaller than the corresponding inelastic ~ckground. (For more detail 

on the magnitude of the comparison, see later.) Thus, the problem was 

rather like picking proverbial needles from a haystack. 

A hardware wtriggerH was designed to strongly favor elastic events 

of tile type that we were 1 ook l_ng for. Events _that passed the trigger 

requirements will be referred to as Ncandidate events" or "triggers". 

flata pertaining to candidate events were ultimately recorded 

"on...J ine" on magnetic tape by a DEC PDPtl/45 computer. However, in 

general, most triggers were not elastic events (e.g., at -200 GeV/~ 

only 4S of trigger~ were elastic; at -100 GeV/c almost SOS were); there

fore, additional event selection was done "off-line• us1ng CDC Cyber 175 
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computing system at Fennilab. 

Due to the relative infrequency of occurrence of desired elastic 

events. for efficient use of the •on-lfne" and •off-line" computers ft 

was necessary that the experimental trigger requirements be fairly 

Ntight" so as to severely limit the total amount of data that was written 

on tape. The triggering system-will be described fn overview shortly, 

and in detail fn Section III. 

b. General Statement of the "Counting Problem" 

Since we wished to measure elastic ~·s, after detennining to our 

satisfaction that an event was indeed elastic we had to measure -t for 

the event. Finally, the range of -t for all the events had to be 

broken into "bins" and the number ~f desired events tn each bin had to 

be counted. How -twas measured will be described shortly. However, 

- not all elastics gathered over a certain per"fod of time that fell into 

a given -t bin could be counted together--the beams were far from being 

pure p or p! 

For each incident energy (100 Gey/c, 200 GeV/c) the exper~ment was 

run at two "polarities"-~with a beam of negatively charged incid~nt 

particles and with a beam of positively charged incident particles. Each 

of these beams was composed of at least three species--the "negative~ 

beams at each energy were predominantly pi minus with some ka-minus and 

~11 antfproton compositi~n. while the positive bealllS at each energy were 

predominantly protons~ with a substantial admixture .of n+ and a lesser 

component of K+. [The existence of a small p component Jn the negative 

beUIS was fortunate fn that ft allowed us to measure the pp cross 

sections reported in this thesis!] 
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Thus, after an event was detennined to be elastic, there still 

remained the problem of detennining if the event was w-p, K-p, or pp 

scattering. This species identification problem was solved by using 

Cerenkov counters. In Sections Ill and V of this thesis we will describe 

in some detail how this was done. For now, however, we return to 

continue our overview of how general elastics were separated from 

1nelastics. 

2. Overview of Separation of Elastics from lnelastics 

~. Definition of Kinematic Variables and Necessary Range of Equipnent 
Sensitivity 

Any "two-to-two" scattering process can be written symbo 1 ica lly as 

a + b .. c + d. 

In the laboratory frame b is at rest (in the target). We then 

define:-

Pl ab '" magnitude of three-momentum of incident particle "a", 

sf "' scattering angle of outgoing particle "c" with respect 

to incident direction of "a", 

Pf • magnitude of three-moment1.1n of outgoing particle "c", 

9r • scattering angle of outgoing particle "d" with respect 

to incident direction of "a", 

Pr "' magnitude of three-moment1.1n of outgoing part-icle "d" .-

The above five variables are defined as measured in the laboratory frame 

of reference. For elastic scattering a = c, b = d. 

For. elastic scattering at high energy, -t • q2 can be related to 

the scattering angles as follow~: 
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1 ... 1 t 
sfn2er - 4M"2" ' 

2· -t 
ef ""P1 (pl/t + 1/2M) • 

the approximations being good to 6e ~ 2x10·3 in each case for e 
Plab ~ 100 GeV/c. 

FrOlll these equations ft fs then seen that a -t • 1 (GeV/c) 2 elastic 

scattering event has ef ""0.3° and er"" so•, that a -t • 5 (GeV/c) 2 

elastic scattering event has ef ""0.7° and er,.. 38°, and that a 

-t = 10 (GeV/c) 2 elastic scattering event has ef.., 0.9° and er"" 29°. 

b. Infonnation Recorded on Tape and Most General Designs Considerations 

As fs well known, for elastic scattering all kinematic variables 

depend on only two parameters--e.g., sand t. s fs simply related to 

the laboratory incident momentum Plab' which was easy to measure (see 

below). Thus, theoretically, elastic differential cross sections could 

be measured by measuring only one additional {to s) kinematic variable 

--e.g., ef, the forward scattering angle. 

However, in order to get a maximally good separation of elastics 

from background it was decided to record on tape information from which 

(to "sufficient" accuracy) all four laboratory kinematic variables, ef• 

Pf• er and Pr• could be reconstructed. 

In order to measure the forward and recoil scattering angles arrays 

of multiwire proportion4'1 chambers {hereafter referred to as •wire 

chambers•) were used. Measurement of forward and recoi 1 momenta r.equi red 

forward and recoil mag_netic spectrometers. Since we wished to measure 

elastic scattering frcm -t,.. 1 {GeV/c)2 to -t .. 11 {GeV/c)2 at 
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p • 200 GeV/c, it is apparent fran preceding discussion that the 
lab 

spectrometers had to be sensitive in the ranges 20° ~ er ~ 85° and 

0.1°~9f~1°. 

c. Layout Overview 1--Equipment Used to Record Kinematic Information 

An overview of the most relevant parts of the layout is shown in 

Figure 11.1. Not shown is the beam line, which is described in some 

detail in Paul Karchin's thesis. 24 Partial species identification in the 

in~ident beam was made with_ a differential Cerenkov counter that is not 

shown; this will be discussed in detail in Section III. Also not shown 

are several scintillator hodoscopes in the beam; these will also be 

discussed later. 

The target was liquid hydrogen that filled a flask that was 

cylindrical in shape whose inner length was about one_meter (about 15% 

of an interaction_ leng~h for _LH2) and whose inner diam~ter was about 

three inches. -surrounding the target on three of its four long faces were 

1.5" thick aluminum plates to absorb delta rays. Outside of the plates 

were scintillation counters called A2, A3 and A4; a signal from these 

counters vetoed the event. The "fourth face" and the two edges of the 

target_ were not inside of alumirwm plate or sdntillator so that desired 

particles could enter and leave the target without being absorbe_!I. 

Referring- to Figure 11.1, P5 and P6 were arrays of "x• and "y" wire 

chambers used to determine the f~rward scattering angle; P1 was a 

corresponding array of "x'" and "y" wire chambers used to determine the 

recoil scattering angle (directions x,y,z and x' ,y,z' are defined on the 
\ 

figure). The magnets labelled •Bf4109" and "72018" were used to bend 
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forward and recoil scattered particles respectively so that momenta could 

be measured. 

P7 and P8 were arrays of wtre chambers used to detennine the forward 

trajectory e~it angle from the BM109 magnets; the arrays P2, P3 and P4 
_perfonned the analogous duty in the !ecoil ann. By measu~ng entrance 

and exit angles to and from the magnets and by knowing fteld integrals 

(66.2 Kg-m for the BM109's and 9.0 Kg-m for the 72018) moment were easily 

determined. 

Thus, for candidate events •addresses" of hit wires were recorded 

on tape. From this kinematic information could be determined off line 

and further event selection and analysis could oe pe.rfor111ed. Fruther 
- -

infermation about the proportional wire chambers thellselves and the -

electronic "read-out• syst!!flls used to provide addresses of "hit wires" 

to the computer-will be found in Section IV.D of this thesis. Further 

i~formation about the analysis of wire chamber infonnation (track finding, 

tests for elasticity, etc.) will be found in Section III of ihis 

thesis-and in Paul Karchin's thesis. 

d. Layout Overview II--~electing Candidate Events 

We have mentioned that a tight experimental trigger was needed. This 

was carried out through the use of s~veral individual scintillation 

counters and a numbe~ o~ scintillation_ counter hodoscopes. 

Referring again ~o figure 11.1, H3 was a seven-element scintillation 

hodoscope (also referred to as the •i=<' hodoscope", with eleme~ts f1• 
i•l,2, ••• ,7) designed to -provide a l~se measure of the scattering angle 

of the foniiard going ~rticle. H4, another seven ele11ent sc1nttllat1on 
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counter hodoscope (also referred to as the •F8 hodoscope•, with elements 

F~, 1•1,Z, .•• ,7), was used in conjunction wfth H3 to cut on the forward 

mcment1111 (1.e., it was required to be close to the elastic value). 

In the recoil arm, H1 and Hz, often called the "R" and "S" 

hodoscopes respectively, were installed to perform similar functions as 

HJ and H4 in the forward arm (although they did this less successfully). 

Ultimately, for an event to11ass the trigger requirements, a matrix 

was required between elements of H1 and Hz in the recoil arm and HJ and 

H4 in the forward arm. [By this we mean that if given elements of the 

recoil arm hodoscopes "fired" only certain elements of the forward arm 

hodoscopes were required to fire. If the "wrong" elements fired, or if 

more than one element of any H1,Hz,HJ,H4 gave a signal the trigger was 

not set and the event was rejecteq.] This-scheme,_ borrowed_ and modified 

from an earlier successful Brookhaven experiment102 a11owed one to cut 

loosely on opening angle and thus further bias the tr~gger toward 

elasttc events. This forward recoil matrix was referred to as the RSF 

matrix. 

We have mentioned that there wer~ also scintillation counters in 

the beam. A coincidence of signa-ls from _B1 and Bz, two s_ingle element 

scintillation counters directly in the beam path, was required as part 

of the trigger._ "A1", a single element scintillation counter with a 

hole fn ft for _the beam to pass through, was used in antfcofncfdence 

with B1·Bz in the trigger as a veto CatJnter. 

we have also mentioned the existence of anticounters around the 

target; these were called "A2•, "A3• and "A4•. The full trigger~ then, 

was a proper coincidence labelled s1 .a2 .x1 .X2 ·~·X4 •RSF where a bar 
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above a counter name 1nd1cates the requirement of the absence of a s;gnal 

from that counter, where··• means •and", and where RSF refers to any of 

the correct combinations of signals fJ'Olll the forward and recoi I ann 

hodoscopes that satisfy the RSF matrix conditions. 

The singles rates in the above.-mentioned scintillation counters and 

the implenentation and design of the exper;mental trigger-including 

temporal considerations are discussed in some- detail fn Section IV .C of 

thh thesh. 
i 

I 
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III. SPECIES IDENTIFICATION 

A. Identification in the Incident Beam 

At high energy it is difficult to effect a three -.ay separation with 

a single Cerenkov counter. Thus, as there were three species in each of 

the high energy incident beams, it was decided to use two Cerenkov 

counters to get a particle identification--one in the beam to tag the 

* incident particle and one toward the downstream end of the forward arm. 

We could have used another Cerenkov ocunter or ionization detector in the -

(relatively -low energy) recoil arm; however, realistically speaking this 

was unnecessary. Let us consider the beam Cerenkov counter first. 

It was desired to distinguish pions and kaons from each other at 

200 GeV/c. Let_dBw-K be the difference in velocity (as a fraction of the 

speed of light) between pions and kaons in a given energy beam for our 

experiment. At 200 ~eV/c, dB Ka. 2.ax10·6• Therefore for a Cerenkov -w-
counter to make a practical separation of w and K in our beam, it would 

be desirable to have a resolution d: at leas~ as good as lx10·6. To 

accomplish this task a threshold counter would have to be prohibitively 

long, so we thought abOut the possibility of using a differential 

counter. 

Using the fundamental rel-ation cose • ~B' where e • Cerenkov angle 

and n • index of refraction of the radiator, we find dB • tanede, which 

tells us that to obtain good resolution in B it is he~pful to use a very 

* We could have used a pair of threshold counters in the forward arm, 
but due to practical considerati,ns we decided against this. Also, as 
we shall see, a pair of counters in the beaia would have been very 
expensive. 
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sma11 Cerenkov angle. However, the light yield in Cerenkov radiation is 

relatively meager and goes as sin2e; therefore, a compromise must be 

stn.ick. 

In order to maximize the usable photon signal ft is desirable to 

position a nUlllber of photomultiplier tubes around the annular opening 

(which will often be referred to as the •diaphragnc•) of the counter. If, 

for example, eight pho~ltfplier tubes are placed around the diaphragm 

and a coincidence of a11 of them is required, ft is possible to reject 

very well unwanted light which does not form a good circle of the right 

radius; however, in that case care must be taken not to reject wanted 

light. We used eight photomultiJ>liers around the diaphragm. 

What would be a sufficient tuallber of electrons for the ~ounter to -

provide? For a single photomultiplier the inefficiency is e-n,-where ii 

fs the mean number of photoelectrons. So, for 991 efficiency, ii'"" 4.5. 

Suppose a coincidence is required in all eight photomultipliers. Let t 

be the efficiency. Then t "' (1 - e·ii)B '""91.451 for n s 4.5. With 

ii '""6, t '""981. So N .. 40 total photoelectn>ns would seem a reasonable 

requirement. 

The length of the counter would then be given by H • AL s in2e, 

where Lis_ the length of the counter and A fs a n1nber that depends- on 

- the performance of the photmultfplier tube when used with the Cer:enkov 

tank. Because Cerenkov lfghf tends to be at short wavelength (ft extends 

down to A '""250 in) and meager, a photomultiplier with extended ultra

violet response (implies need for quartz entrance window) and a high 

quant1111 efficiency (fini)lies need for bf-alkalai cathode) was desired. 

The RCA 3100CJ4 seeaed to have the highest quant11n efficiency available; 
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therefore, we used eight of them around the diaphragm. Experiments done 

at Cornell University's Wilson Synchrotron by D. o. Yovanovitch et a1.lOJ 

using an extracted electron beam to evaluate the performance of this 

phototube in a Cerenkov counter have indicated that A ... 150 an·1
• If 

we then desired a one meter long counter (much longer gets very expensive) 

and 40 photoelectrons. e .. 52 mr. Then the annulus diameter would be 

r • Le~ 5.2 cm and the diaphra9"1 slit width would be 

Ar• LAe • Ld8/tane ""2xlo·5 m, which is small but within the limits of 

modern technology. 

However, such a counter would never have worked for our purposes. 

Consider the optical dispersion in the counter. A Cerenkov photon of 

wavelength .\is emitted at Cerenkov angle 8(.\), where e(.\) is given by the 

_ fundamental relation 

1 
cose(.\) = en(.\) 

From this it is easy to see the well-known result 

d _ 1 dr;Ff) 8disp - tane(x-) .\ 

where dedis.p is the mean angular width due to chromatic dispersion and 

where I is the most probable wavelength for a Cerenkov photon. Putting 

this into the standard fonn that appears in the literature104, one has 

where v. the •dispersion·-. is given by 

_ , n(I') - 1 
v = n(.\1} - n(.\3) 

where n(.\1) ~nd n(.\3} are the values of the index of refraction of 

themediWI at the (suitably defined) •extremes• of the Cerenkov spectrum. 
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The least dispersive, safe, connonly available gas is helium (for 

which v ""55), so we used it. Then, using the relation 

e2 • 2(11-1}- 11/ 
=--= -1 where y : ( 1-B') , ~ get, following reference 104, 

dedisp-"" /v Ll + ~] ""®for He 
v Y e 

This implies that fore • 52 mr with Helium, 

-5 dedisp ""4.7xl0 

However, we recall that at 200 GeV/c we desired that the resolution in 
dB . 6 a. if ' be equal to or better than lxto- which implies that the desired -

reso 1 ut ion in- e ,- gi veri by 

der.es " da/tane 

would be equal to or _~tter than-2~10-S < dedisp! Therefore, we see 

that a differential counter filled with Helium and using e = 52 mr cannot 

be used to separate pions from kaons at 200 GeV/c. 

In order that the divergence in Cerenkov angle due to chromatic 
-

dispersion be less than the desire~ resolution one must, then, use a 

smaller Cerenkov angle, and hence, unfortunately, a longer Cerenkov 
- . 1~ 

counter. Indeed, from the abOve one must have 

e [l + 1 ] < dB 
2v • ~ e 

I m 2 
where dB is the desired resolution i11._B. Using~• (..;..) ""6,lxlo-6 

y 
{where mK is the kaon 11ass) for kaons at 200 GeY/c, one finds that e 

mu~t be ~ 10 mr. Choosi~, say, e • 7 mr and requiring a total of 40 

p;otoelectrons would imply a counter length L .. H/Ae2 .. 53 meters, which 

would be prohibitively long. Therefore, a conventional differential 
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Cerenkov counter would not have suited our purposes. 

This problem was attacked at CERN. where Mchromatfc correctorsM were 

developed which cut dispersion by a factor of about 15. So then one 

could have e2 ~ lSxlo-4 rad or a ~ 38 mr. Then l •53/15 •4 meters. c c 
a manageable length. For ec 11130 mr. the annular slit width 

tr 2 L6e 2 Lxlo-610.030 • 1.2><10-4 meter. Interestingly. ft is found 

experimenta11y105 that /:I' "'l0-4m :!: SOS also minimizes other residual 

aberrations after correcting for coma (which goes like e3). The aperture -

diameter would then be given by r '"'Le '"'110 11111. and the mirror diameter 

would be about 2Le + beam spot size 111 200 11111 + b.s.s. 

However. at such small Cerenkov angles there are other line 

broadening effects that had to be considered by the designers at CERN 

before it was clear that a counter with the parameters given above would 

be practical. For example. there is a contribution_ to 68 (width -in a of 

Cerenkov cone) due to diffraction. This. of course, would be of order 

I/Le. where Le is the mirror radius. For e '"'30 mr, I.., 350-nm, and 

Le "'4m on; sees that 68 due to diffraction alone 1s '\Jxlo-6• This value 

corresponds to 68 "'8xl08. Thus we see the interesting result that our 

needed resolution of Slxl0-6 in B fs only about a factor of ten from 

the diffraction limit for-a counter nf this size! 

Another contribution to-line broadening that had to be thought 

about fs multiple scattering. Cerenkov counters used at high energy 

typically have aluminum entrance and exit windows (for the beam) fn 

order to hold pressures that mal\_dfffer _considerably from that of the 

atmosphere. Thus there fs then multiple scattering fn these windows. 

There fs also another contribution to 1a1ltiple scattering due to 
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the Heli1111 itself. However, there is a distinction between multiple 

scattering in the gas and that in the Al windows that has been pointed 

out. 105 The multiple scattering in the gas corresponds to a particle 

changing direction randomly and frequently while it is radiating. Since 

the total photon yield in a Cerenkov counter is small, one can think 

of the beam particle as shaking off one photon at a time. Then it can 

be seen that-multiple scattering in the gas has the effect of broadening 

the angular width of the Cerenkov cone. (However, as the phase- space 

changes are random, this cannot be corrected for with an optical device 

such as a lens.) 

On the other hand, the multiple scattering in the entrance window does 

not occur while the particle is radiati119. Therefore, this ~oes !!2,l_ 

cause a l'iroadening of the- Cerenkov-cone~ rather, it translates the 

wcircle of photons" at the annulus so that it may miss the aperture. 
-

This lowers the efficiency of the counter but does not (in normal 

operation) contribute to the confusion of kaons with pions. It has the 

same effect as beam divergence. We shall discuss this later. 

For now, then, let us consider only the multiple scattering in the 

gas. This is g-iven by the welL-known for'ftlla 

t.em.s. = ~ If' 

where 6em.s. is the line width of e caused by the multiple scattering, 

where tis the path length in t~e gas in units of a_radia~ion length, 

and_ where E' is about 20 MeV. Thus, one finds t.em.s. "'10-5 radian, 

which corresponds to a f.8 of about- 2.Sx10·7• Thus we are okay again, 

but this time only by a factor of five or so. One can see whai this says 
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about the possibility of building longer optically corrected differential 

counters in the future for use at high pressure and high energy! 

An optically corrected differential counter (called a MOISCN) was 

built at CERN with e • 24.5 mr. The focal length of the counter was 

4.51 m, and the other dimensions were very close to those calculated 

above. We used this counter for our experiment. The relevant dimensions 

and construction are indicated in Figure III-1. 

It is not difficult to see what"' pressure we needed to keep the Helium -

at in the counter. Suppose one wished to "seeN antiprotons at Cerenkov 

angle e" 24.5 mr. Using 9~" 2(n=l)-1Ji and (nal)" (n0 - l)P, where 

P is the pressure of He and where n
0 

is the index of He at 20°C, 1 atm. 

for A• 350 rwn, implies (n-1) .. 3.3xlo·5, i.e., one needs P..,, 10 atm., 

an unfortunately high pressure. 

Since-the angular-broadening in the Cerenkov_ c~ne due to change in 

n is given by den" ta~e ~n. one needs ~n-< d: to separate n and K--1.e., 
c 

it "'4S necessary to monitor n to ~1 part in 107, and further n had to be 

uniform over the entire length of the counter to this accuracy! This 

was accanplished by the use of a He-Ne laser interferometer. Since A 

for a He-Ne laser is 63 nn, if the half path length is 4.5 m, a change 
- - >. - -8 

of one fringe corresponds to 6n " 2(4.Sm}. ... 7xl0 • Thus, this was 

feasible. 

Also, since~"' (n~l) , where p is the density of the gas, and 
~ dP dT since P " T -T, where T is the temperature, one sees that a 

temperature variation of 1110re thi!ft '\0.1°K over the entire length of 

counter could not be tolerated! Thus the counter had internal passive 
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Figure 111-1. Construction of DISC (from ref. 105). 
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elements to increase longitudinal convection and 100 11111 thick 

polyurethane insulation around the entire gas volume. 

Let us return now to discuss beam divergence effects on species 

identification. If a differential Cerenkov counter is to be used in a 

beam, then the beam must be matched to it. The reader will shortly see 

that this was cn.icially important for us. 

How. as we have already remarked, the angular divergence of the 

- beam does not broaden the Cerenkov cone. Rather, to reasonable approxi

mation, a be111 particle travelling at an angle d&b to the counter axis 

would have its •circle of photons" at the diaphragn slit translated. If 

there were too much translation the efficiency would start to suffer 

drastically. Let us_estimate how much beam divergence we should have 

been able to tolerate. 

Roughly speaking, if- dr is the (annular) diaphr~ slit width, one 

could expect no real deprecation of efficiency if the circle of light 

were translated by an amount~ ~ 6r. Now, if deb is the full width beam 

divergence, the translation ~ at the diaphragm due to 68b is given by 

fJ¥.."' Lab' where L is the counter length. For an annular slit of •width" 

about 0.4 rnn, this then corresponds to •allowable• beam divergence on 

the order of 0.08 111r full width. Tiie situation would be made somewhat 

1110re critical than this by the angular broadening of the Cerenkov cone 

(due to. e.g., chromatic dispersion) (which deten11ines how quickly the 

efficiency falls off), and somewhat less critical by requiring less than 

an •eight out of eight" coincidenCf! among the photomultipliers. 

It is, of course, possible to cause the bea111 incident upon the counter 

to be less-divergent than 0.()8 mr full width by using appropriate 



130 

quadruPole magnets inmedtately upstream of the differential counter. 

However, the reader may be wondering if it was actually Possible to make 

such a narrowly divergent beam inside the counter, in light of the fact 

that we _have mentioned that the counter had an Aluminum entrance wind!* 

whose minimal thickness was dictated by the requirement that the internal 

pressure be about 10 atmospheres. 

In fact, it was Possible. The entrance wind<* to the counter was 

0.6 11111 Alumin11111. Since a radiation length in Al is about 9 on, this 

corresPonds to about .01 mr divergence. So we "win", but by less than a 

fac~or of ten. Again, this is a limitation for the use differential 

Cerenkov counters at higher energy! 

The momentum bite of the beam must obviously be limited, too. This 

contributes directly to angular broadening of the Cerenkov eone. It ts 

easy to derive dS = f (1 - s2)dp where F is the focal length of the counter 

and p the beam lllll!lentum; using this ~ find d8 .,. 3•10-7 corresponds to 

about t2.Ss maaentum bite at 200 GeY/c. We have already remarked th~t 

to separate wand Kat 200 GeY/c one would desire a resolution in 8 of 

dS ""1•10-6• By si11flar logic, one would be barely safe in the separation 

of P and K- at 200 GeY/c with a lllOllentum bite of 12.ss. 

How, our beam 1 tne was designed to deliver a beam of moinentum bite 

' 11/ZS and angular divergence 1.03 mr to the DISC. Theoretically this 

would have been fine. Unfortunately, real life was 1110re complicated 

than that. 

By varying the angle of the mirror relative to the counter axis, 

it was learned that the be• actually had a divergence of about 0.2 mr 

at the Position of the counter. According to our little calculation 
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above. this would have been a very touch-and-go situation. It was found 

that the horizontal beam divergence could essentially not be made smaller 

than this by using beam collimation slits. By feeding this value of 

divergence into a computer program and "tracing backwards" it was found 

that a collimator innediately downstream of the Beryllium target that 

was used to pr-0duce our beam was acting as a "second source", thus 

making _the beam more divergent than planned. The question- then was "would 

the differential counter work efficiently enough to be at all useful to 

us"? 

In Figures IIl-2 and III .. 3 we show experimental results. In Figure 

1II~2 we see the n-K separation achieved at -200 GeV/c with a re~tively 

low beam_fntensity and wi~h ~he df~phragm slit set to about 0.36 nm 

(note that with as 24.5 mr, the theoretical maximal slit width to "just 

separate" n and K is -(4.5Sm)(2.8xl0-6/ .0245) • 0.52 nm. Thus we see that 

the width of the pf peak agrees with our earlier calculations and is due 

primarily to chromatic dispersion). It fs seen that the contamination 

of pions under the.-K peak is '1.lS. Opening the slit wider of course 

worsens the contamination. A •sfx out of eight• coincidence of photo

mul tipl iers was required. 

Typjcally. however, at -200 GeV/c we ran with a much more intense 

(~6xl06 paricles/spfll) and more-divergent bea111. In this case a 

compromise had to be struck betweer contamination and efficiency. It 

was found that contam1nat1on .Gf kaons with pfons under these running 

conditions (with a •6/8 coincidence•) approached 101 when the efficiency 

for tagging kaons was about 25S. Since we could not afford more 
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Figure 111-2. Differential Cerenkov counter pressure curve at -
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Beam intensity .. 1.7x10ti particles per spill. 
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contamination than this we had to settle for this efficiency. As kaons 

comprised only about 4S of the -200 GeV/c beam. this hurt our chances 

of having good statistics in the K-p cross section at -200 GeV/c. For 

•sis coincidence" the efficiency was even lower. hence we did not run 

like that. stn~e the falloff of efficiency with divergence is rapid. 

had the beam been any more divergent the DISC would have been about

useless in tagging enough kaons. 

However. if the DISC was set to tag p's. the diaphragm could be 

opened much wider. since the ability to do a n-K separation was no longer 

of concern. Thus we found we could run "on p's" with the diaphragm open 

wider than a .millimeter. The efficiency of the DISC for t~gging p's~ 

therefore, was much higher than that for tagging K's (somewhat 

fortunately for this author)--it often approached 90S. 

Usfng the DISC it is clearly possible to measure both particle 

fractions and the beam manentum. The momentum detenninations compared 

favorably with those obtained using elastic kinematics. An example 

of the attentpt to d_l!tennine beam composition is shown in F1gure III-4. 
-

Average resu 1 ts for each beam are given in Table 111.1. 

Table III.1 

Beam Composition Determined from Differential Cerenkov Counter 
\ 

Beam moment1111 Sn SK SP 
(GeV/c) 

-200 95 4 0.6 

-100 92 5 J 

+200 16 3 81 

+100 56 5 39 

1 
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B. Species Identification of Scattered Part1cles--Hardware 

We remarked earlier that a threshold Cerenkov counter to be used 

to distinguish pions and kaons fl"Olll each other at 200 GeV/c would have 

been prohibitively long. Therefore, fn the original design conception 

of the experiment the DISC was to be used to tag kaons. We were then left 

wfth the problem of dfstinguf shfng (anti) protons from pions. Since this 

ts easier than "separating 11's and K's" (~ i~ greater), ft was hoped that 

for this purpose a threshold counter could be used. In this section 

we make some remarks about the implementation and success (and/or lack 

of success) of this plan. 

In order to best separate n and P, one should fill a threshold 

counter to a pressure just below that where antfprotons would begin to 

radiate. If that is done it fs well known that the number of photo

electrons produced by_ pions f s given by 
m2 - m2 

n •AP 11 L 11 photoelectrons P2 ' 

where L is the length of the radiator and p is the beam 1110111entum. The 

parameter "A" has already been defined in the discussion of the 

differential counter. 

Suppose that one wishes a threshold ~ounter to be 99i efficient 

in detecting pions if only one phot0111Ultiplier tube is to be used. Then 

one would need about 4.5, -say s. photoelectrons. (The use of one photo

multiplier is generally ~ufficient for a threshold counter since one 

does not have to detect most of a ~ircle of photons• (as wfth the 

differential counter) to distinguish between particle types. 

But for an experiment such as ours_. a mere 991 efffcfency in tagging -
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pions would not necessarily be good enough. If the ratio of pions 

scattered into the counter to protons scattered into the counter were 

sufficiently great. those pions for "';ch no photoelectrons were 

produced would have severely contaminated the protons. What we had to 

aim for, then, was something like IS •contamination of J1l'O~ns with 

pions• (i.e .• lS of the scattered particles determined tO be protons 

by using the threshold counter are actually pions). What efficiency 

in tagging pions (and hence how long a counter) did we need for this? 

At -200 GeV/c we expected the ratio of pions to antiprotons in the 

beam to be of order 100 (based on previous experience with production off 

Beryllillft targets). Indeed, as we have _seen, during the experiment the 

DISC was used to measure this ratio and it was found to be about 160. 

Also, according to the results of Sch;z et a1.60 , at -t-. 0.65 (GeV/c) 2, * ( Tf - p >; * (pp) "' 2. 
A threshold counter was made for our experiment by lengthening an 

existing counter to 91 feet. Then, using the Yovanovich et al. value 

of 150 cm·1_for •A•. we would expect an average of nine photoelectrons 

from pions. Experimentally we got about eight (indicating •A• ""133 cm·1 

for our counter-phototube (RCA 31~) combination. 

Using n • 8 photoelectrons, a'!<i ass..ning that pions whose Cerenkov 

photons produce only one photoelectron can be distinguished fl'Olll anti-

' protons. we would have expected the contamination of antiprotons with 

pions to be "-(SOO)(e-8) "' 17S (better if the average cross section 

rati~ ~ (wp) ~(pp) .ould turn out to be less-than our guess of t.o). 

This would have been barely tolerable, but certainly not optimal. 

Now 1t NBS planned that the acceptance of our experimental apparatus 

L 
l ___, 
! 
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wovld begin to become •substantial" at 1 value of -t not too different 

than this* (so that we could compare our experimental "normalization" to 

those of previous experiments). It was also known that the pp elastic 

cross section plunges sharply to its famous dip near -t "'1.4 (GeV/c)
2

; 

therefore, it would have been reasonable to expect the ratio of pions to 

antiprotons entering the threshold counter to be up to "'500. Thus for 

lS contamination of the antiproton signal with pions we needed an 

inefficiency in pion detection equal to or better than "'~'" 2x10-
5
-

that is, an average of at least eleven photoelectrons from pions. 

As mentioned previously, the RCA JlO()()t phototube has been measured 

to have an "A" value of about 150 cm-1. We planned to use this phototube. 

Thus an average of eleven photoelectrons would correspond to a counter 

length of about 34 meters s 112 feet. 

It would not have been unreasonable for us to guess roughly equal 

- K-p a-nd 11-p- integrated (over our range of -t) elastic scattering cross 

sections. This, combined with our previous guess of two for the 

expected ratio of the 11-p integrated cross section to the pp integrated 

cross sections, gives a "K-p/pp cross section factor• of two. Then, using 

a factor of seven for the ratio of K- to p in the beam gives a net factor 

of 7x2 s 14 for the expected ratio of K- scattered into the threshold 

counter to p scattered into the threshold counter. 

Now the ratio of nk (the mean number of photoelectrons from kaons) 

to n (mean n1A11ber of photoelectrons for pions) is given by 
-. 

* In fact, it turned out that the acce;tance began to become substantial 
1t -t"' 0.8 GeV/c for this energy and polarity--see later. 
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iiK m2 - ~ 
r· m~ - m2 •0.74. 

11' p 11' 

Since we have ii• 8 at -200 GeV/c, we thus expect nk "'(0.74)(8) "'6, 

and indeed this is what we observed experimentally. 

Recalling, then, that the differential Cerenkov counter was only 

"'2SS efficient in tagging kaons, one would expect the contamination of 

p's with IC to be 

(0.75)(14)(e-6) • 2.SS . 

Thus the total expected contamination of antiprotons with mesons would 

be "'17S + 2.SS "' 20s, assuming that pions whose Cerenkov photons produce 

only ~ne- photoelectron can be distinguhhed from anti protons. 

But the author is convinced that with our threshold counter and 

associated electronics it was impossible to distinguish between one ph~to

el ectron and no photoelectrons. (In colloquial tenns "the pedestals 

were too wideu. The reader will see a11ple evidence for this later.) 

This, of course, makes the situation worse. Thus one would expect the 
- -

propo~ition of selecting elastically scattered antiprotons from meson 

background at 200 GeV/c with our beam to have been extremely dubious. 

In fact, ft proved to be experimentally impossible! (The reader will 

see the experimental evidence for this later.) 

In the s111111er of 1980 we ~eceived news of the previously mentioned 

dip in pp elastic scattering at 50 GeV/c at CERH. (Fortunately for the 

author), at this point (toward the -end of our first (of two) data runs) 

we decided to use the DISC to tag antiprotons at -200 GeV/c. This 

mrresponds to about half our running at -200 GeV/c, and is the basis 
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for the -200 GeY/c pp cross section reported later in this thesis. 

Unfortunately this meant that we had to sacrifice kaons. The threshold 

counter was too short to separate w· from pat this energy, let alone 

K- from w·! This does not inean that the threshold counter wes useless 

for all of the results reported in this thesis. At +200 GeV/c and 

tlOO GeV/c it turned out to be helpful. 



IV. SELECTING THE ELASTIC SIGNAL FRCl4 THE INELASTIC BACKGROUND--HARDWARE 

Having discussed the hardware considerations concerned with identify

ing species, we now •backtrack• slightly in the logical development and 

return to discuss in somewhat greater detail than previously how the 

experimental equipment was designed, laid out and used to separate general 

elastic candidate events fl'Olll inelastic background. We also describe why 

and how the number of candidate events generated per "spill• was 

severely restricted. The further "off-line" selection of "true" elastics 

from mere candidates is described in Sections VI and VII. 

A. Magnitude of the Separation eroblem and Singles Rates 

1. Kagnitude of the Separatfon Problem -

As we have mentioned, in addition to particles from desired 

- elastic events.many particles were produced inelastically in the beam

target collisions. However, we hoped to measure eleastic differential 

cross sections as low as lo-35 cm2/(GeV/c) 2 using "bins• of width 
-

~t "'0.1 (GeVLc) 2. Hoti_!19 that the "col111111 density• of protons in our 

target was about_ 4x10·2• it is pretty easy to see .that with this magnitude 

cross section one expects only one event per bin for some 3xlo11 incident 

beam particles. So obviously we had to be pretty darned selective! To 

elucidate the signal to noise problem a bit further. we note that the 

- - ' lowest elastic cross sections were expected at the highest -t values, 

and- that the experimental •singles rate• in-scintillation counter R6 

(corresponding to our highest -t events} was close to 850,000 per spill 

for a one second ;pill of about 107 incident particles. 

140 
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2. Maximum Tolerable Rates (A COl!lllent on 6ur Limitations) 

Of course, most of the background could be eliminated in the "off. 

line" data analysisi however, ff the background rate were too high and 

our trigger not sufficiently selective. in addition to making an 

inordinate number of magnetic tapes. desired data would have been lost 

due to saturation of the capabi 1 i ty of our "on- line" POP 11/45 computer, 

which could not hand~e much more than about 100 triggers in a one-~econd 

spil!_: !hus, our trigger would have to be "tight" enough to keep the 

trigger rate below tMs level. 

Then there is another problem with excessive background. In order 

to gather elastic data at a reasonable rate, a beam intensity of ~10 7 

particles/pulse was required. It was known that the "average multiplicity" 

in P·P inelastic collisions at 200 GeV/c is about 7. A s~intillation 

counter becomes essentially useless at a repetition -frequency appro~ching 

10 megahertz,-and fodeed will start to "sag" well below that rate. Pro- -

portional wire chambers can also not-survive rates that are too high. 

Thus again, without some thought there would be danger of losing much of 

our data. This could of course have been canpensated for by running 

longer, but as anyone who has worked at Fennilab kn0111s, one does not 

expect this. 

-These potential problems could, of course, have been overcome ff 

they had arisen in practice by changing our equipment or our layout-

e.g., using more finely segmented hodoscopes for the trigger, moving 

hodoscopes further away fT"Olll the targ't (if real estate cnnsfderatfons 

permit), etc. In practice, problems like this are almost always solved 
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experimentally. However, in this thesis we take the point of view that 

the layout and equipment were fixed--as indeed they "are• since the 

experiment has already been done. Our attitude is then one of convincing 

the reader that the results obtained with this apparatus and layout are 

due to genuine er-ast'fc events .. While this does not, of course, require a 

complete understanding of the background, it does, in the opinion of t~e 

author, require some "handle• on it. We therefore hope that the reader 

will indulge the author in some of his remarks about "singles rates" in 

Subsection 4. 

3. A Preliminary Remark About Signal to Noise Ratio 
-

From a vari-ety of considerations, "~ingles rates" were e_xpected to 

(and experinaentally did--see later) fall quickly with scattering angle. 

The elastic signal was also expecte~ to (and did) generally fall quickly 
106 with scattering angle. However, it was known that at lower energy 

2 
ad an (p is the momentLCll of the fonMrd scattered •1eading particle") 

Pc " c 
does not fall nearly as quickly with scattering angle as does the elastic 

do/dfl. Hence, one expects (and finds!J a worsening with increasing !ti 

signal to noise ratio insofar as the forward arm is considered alone. 

In the recoil arm it is, of course, also true that the highest 

singles rates occurred closest to the beam direction. But so did the 

relatively rare high ltl elastic scatter1ng rays that we were especially 

interested in. So, as far as the recoil ~rm is concerned, we also expect 

a worsening signal-to-noise ratio with increasing -t. This will turn out 

to be important later in this the$1S. 
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4. Singles Rates We Realistically Expected 

Unfortunately the theoretical estimation of singles rates is 

notoriously difficult. The proof of the pudding must, of course, be 

experimental. However, it would have been ludicrous to set up "'$10
6 

worth of equipment, do a test run and then find out that we couldn't 

measure anything! So we at least want to mention some of our thoughts 

concerning expected singles rates as they affect~ t_he layout! 

a. Some Semi~quantitative Considera-tions 

What would be the expected rate, e.g., in our "R" hodoscope? One 

can get an upper bound on this by noting that our LH2 target was about 

102: of an foteraction length long. Then, assuming an average multiplicity 

of 7 final state particles per interaction, isotropy in azi~uth and 

estimating that the azimuthal accept~nce of the R counters (and upstream 

recoil ·chambers) was ~lOS of 2ir, at an incident i-ntensity of 107 -

particles per second, one would crudely estimate an upper bound of 

(7)(. 10)107 ~ 7xl06 particles entering the hodoscope per second. -Allowing 

for the fact that our equipment did not cover the entire ~ange of 

scattering angles (i.e., for example, the recoil detectors did not extend 

to the beam direction), the es~imate is reduced ~till further. Similar 

considerations apply to the forward ann. So our layout-appeared sensible. 
E da 

One can do better than this by noting that -J-- had teen measured 
- d Pc 

for inclusive charged pion production (the bulk of the inelastic back-

ground) for w!p (and p!p) at 100 GeV/c and 200 GeY/c in Fennilab bubble 
\ 

chamber experiments. Then integration over momentwn and solid angle 

acceptance would yield the desired rates. 
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Along these lines an estimate was made by Orearl07who assumed that 

1IP and pp inelastic scattering were not terribly different and applied 

the asslallJ>tion of Fey1111an scaling to Allaby's118 24 GeV/c p-p data, thus 

estimating the inelastic differential cross section for various scatter

ing angles at 200 GeV/c. 

Now the inelastic ~had been measured at a scattering angle of 33° 

in Fennilab experiment E177 (200 GeV/c pp scattering) by using a monitor 

telescope of known solid angle Ml. The measured cross section comes out 

to be W'ithin a factor of two of that calculated using scaling. Anned 

with this confidence, Orear then est.:imated that rates in o~r _experiment 

with our layout would be tolerably low. 

S. Experimental Singles Rates 

Experimentally, the singles rate in the R hodoscope (sUllllled over all 

elements) was about 2.7xl06 for 107 incident particles. (The close 

agreement with our earlier crude guess for an •upper bound" is probably 
-

coincidental.) In the forward arm (at -200 GeV/c the hottest counter was 

F~ which had a singles rate of about t~ million per spill for a spill of 

107 incident particles, although this rate-undoubtedly reflects much 

scattering in our apparatus. The singles rates in the ~ elewents were 

often a factor of five less tharJ those in the corr~sponding Fa elements, 

the P1 surnned (over all elements) singles rate being about 2.4xl06 for 107 

incident particles, in apparent rough agreement with the total singles 

rate in .the R hodoscope. 

[It was found experimentally that the singles rate in the R hodoscope 

did not go to zero when the target was empty--in fact, it remained at up 
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to SOS of the •full target• rate. This indicates that the beam may have 

been surrounded by a relatively wide halo which interacted. e.g •• 1n the 

aluminum around the target, the recoil magnet yoke, etc. The anti

counters could theoretically have provided a measure of the halo. H0""8ver, 

the analysis of this proved to be somewhat complicated. In any case, for 

the present discussion the exact amount of beam halo is unimportant--we 

simply note that probably only about half of the singles rate in the R 

counters was caused by interactions in the target.] 

Thus we note rough agreement with, e.g •• the estimate of Orear. 

[The apparent difference (about a factor of 30) should not be alarming 

as Orear did not take into account the exact geometry of the recoil 

hodoscope and rates change quickly with scattering angle.] We conclude 

that there is no evidence from the analysis of singles rates that our 

equipment was not working as planned or that.our measurements were mada 

incorrectly. 

B. Trigger Fast Logic--Design Consideration~ 

As we have remarked, at an incident intensity of Sx106 particles 

per one second spill, we typically had ~106 •hits" per spill in, e.g .• 

the R hodoscope. We had to cut down to a total of 100 triggers/spill-

i .e .• we had to have a means of rejecting- over 99.9S of these "hits• 

prior to the tape writing level. Similar considerations applied to the 

foniard arm. 

1. Fol""lllard Ann Fast Logic* 

In the foniiard arm, the siieven element F° hodoscope provided a loose 

measure of the scattering angle (and hence of -t) for a forward 

* -The reader would do well to refer to Figure IV-1 while reading this 
section. 
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traveling particle. 

S1nce Pf fs approximately constant for 1 S -t S 10 GeV/c)2 at 200 

~V/c, the bend angle fn the BM109 111gnets for eleast1ca11y scattered 

particles with be1111 moment1111 200 GeV/c was practically the same (about 

ten m1111rad1ans) for any value of -t w1thfn our acceptance. This was 

also true at 100 GeV/c (fn whfch case the current fn the BM109 magnets 

was set to half of the value for 200 GeV/c). 

However, away from these values of momentum, the bend angle went 

lfke P(1. Therefore, by pos1tionfng the F" hodoscope i11111ediately dowi

stream of the BM109 and the FB hodoscope far enough downstream of F° to 

have a sufficiently long "lever annM, we were aole to set up a "triggering -

matrix- -between the elements of F" and those of FB that required the 

momenttJll of the scattered particle in the forward ann to be close to 

the "elastic• value. This scheme had already been used successfully on 
- 102 a lower energy w p experiment referred to previously. 

Now, if the beam were infinitely thin, the F°-F8 elenents could have 

been positioned so that there was a •one-to-one• correspondence between 

them--i.e., all elastic rays striking Fj would strike only F~. etc. 

However, the non-zero spoC sfze at the target and the beam divergence 

prevented this, as rays striking an element of F" at a given point had left 

the target wfth a range of scttterfng angles. 

Therefore, to have all rays from F! (1th element of F") strike F~. 
. - f+1 f-1 

ft was necessary to have some of the111~lso strike Fi and FB --the 

segments of the Fa hodoscope had to be overlapped. The approximate 

positions of the elements of Fa relative to those of f'l could be calcu• 

lated on a vest-pocket calculator, but wre 1n fact determined with a 

i '. 
i. 

; . 
l ~ 
d 
q 
! ~ 

< 
' • 
i 



1, 

5. 
,. 

... n 
::r .. _. .. n c 

I 

- I~ ... -- ~-~ I I ., .a .. 0 :I ... i" ' ... c ... ., ... ... ~ ... i " - ... ::r -· ~ i -,. ::r .. a. )0 .. .ell ,. l ·n .ell .., .. ,. ::r ID ... 
~-

a. ::s .. ., 0 
c ... _. ,. ::I .. .ell .... ... 

,· 

BM 109'1 

XHODOSCbPE 
16 ELEMENTS 
EACH 4.~mm WIDE 
1/3 OVER~APPING) 

- p3Z ./ 

i ~ 

Ip 
I 

. . 
• 
I 

TARGET 
CENTER 

~ .. ,/~.. ,' 
.._ If I 

MOMENTUM HOOOSCOPE 'l 
32 ELEMENTS EACH 3mm I 
WIDE 1/3 OVERLAPPING I 

I 
I 
I 

ALL S COUNTERS 
11 • WIDE. HEIGHT 
IS 24• I COMPOSED 
OF ONE UPPER AND 
ONE LOWER COUNTER. 

.;c- ---.,-- -· ~ .... .. 
'I .ell 41' .. ,. ... 

:I 8' 
., 

i' I. N ::s ID I ... c 0 , ... 
41' 41' ... 0 

I 

I 

ALL Fa ARE 
2 3/4• WIDE 
>< 1 112• HIGH 

Ff 
(281~/16~ JI (241~/16) 
I (191/8'1 I (14 13/16) 

(9 11116~1(43/4) 
4 3118• ~ F.8 BEAM 

FB -· 2644. 

H y 
.~s. Fe • ~ 314· x 14 112· 

FBI-I •9 319• )( 14 112• 

NUMBERS IN PARENTHESES 
INCHES £. OF COUNTER IS 
WEST OF BEAM LINE 

(DISTANCES ARE TO 
TARGET CENTER) 

Figure IV-1. Arrangement of scintillation counter ~odoscopes for the trigger. (Drawn originally 
by R. Rubinstein, used here with llis permission.) 
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Monte Carlo program. In practice. the elements of F8 were somewhat wider 

than was needed; this hurt our selectivity somewhat, but not tragically. 

For a typical spill of 107 particles at -200 GeV/c, about 20S of 

the Fa •singles" counts were removed by requiring that no more than one 

FB element flre ("miiltip11city cut•). Th~ number of potential triggers 

was further reduced by requiring that no more than two elements of FB go 

off. Experimentally, when we then required the "F°'-F8 matrix" referred to 

above, we were down to about 4xlo·3 candidates per beam particle or, for 

a spill of 107 beam particles, about 40,000 candidates. This was still far 

too many per spill to write on ~pe. T~ forward arm matrix could have 

been made more selective by making both Nie F°' and t~e -Fe hodoscopes more 

segmented; however, we decided not to do this. -
-

_ 2. Recoil Ann Fast Logic 

The S hodoscope was set in the recoil ann so that, having roughly 

measured q2 with F°', the opening angle could be constrained to be near 

the elastic value for that q2• However. al~st as an afterthought the 

R bodoscope was installed. This allowed us further _trigger selectivity 

through the requirement of further R-S coincidences ("RS matrix"). 

Due to the relative proximity of the R and S hodoscopes to the 

target, the RS matrix could obviously not be diagonal (with elements of 

the sizes we used). For exampl~. 200 GeV/c elastic rays origina~ing fro111 

the ~ront of the target and passing through o~ly RS or R6 could pass 

through any element of the S hodoscope. 

Thus. it shoulf already be apparent t-hat the RS matrix was not a 

llljor factor in cutting dCMI the trigger rate. However. ft did serve to 

eliminate combinations that corresPOnd to rays that did not originate 
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within the target. The exact RS matrix was detennined by Monte Carlo 

methods; it is given on page 150. One notices that at 100 GeV/c S4, SS 

and S6 are "not allowedu. This is because the acceptance at 100 GeV/c 

cut off at about -t = 3 (GeY/c) 2. At 200 GeY/c, after requiring multi

plicity cuts in the R and S hodoscopes and the "RS matrixN, the number of 

RS triggers per beam particle was about 8.9xlo·4 or, for a spill of 107 

beam particles, a®ut 9000 "RS candidates" (as compared to 40,000 "fl-F8 

camiidates"). 

3. Combining the Recoil Ann Fast Logic with the Forward Arm Fast Loqic 

If one inspects the diagram of the recoil ann in Figure 11-2 one sees 

that Sl, S2, and SJ could not fire on a •t • 9 GeY/c elastic ray 

originating from the target. This is an illustration of the fact that 

"low S - high Fa" combinations (e.g., s1 - F~) F7 was ~he high ,-t end 

of _the forward hodo~copes) ~re forbidden. 

Also 6y glancing at the same diagram, it is obvious that, e.g., a~ 

200 GeY/c, an elastic -t = l (GeY7c) 2 ray originating from the target 

could only go into Sl. Therefore "high S low F" combinations were 

also forbidden. The exact "RSF" matrices obtained by Monte Carlo 

methods. That for 200 GeY/c is given in Table IV. 1. It is seen that 
- -

the "yes" entries of this matrix lie almost completely between the two 

diagonal lines drawn. It is also seen that the diagonal strip is at 

least four elements wide except for the topmost and bottonnost rows. From 

this one sees that the constraint of the opening angle through the use 

of the RSF matrix was only cru~ly realized. 

Glancing at the rates sh<?Wn on page 152, it is obvious that the 

entries in the lower left of the RSF matrix were 111Uch more i~portant in 
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Table IV.1 Fast logic matrices. 
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cutting the trigger rate than those in the upper right (there were 

relatively few inelastics •at low -t• in the recoil arm). However. most 

of the reduction in trigger rate was probably due simply to the requiring 

of a track in each arm. 

In any case, with the use of the full •RsF" matrix the trigger rates 

were indeed cut to acceptable levels--at ZOO GeV/c, the "RSF rate" per 

beam particle was about 4xlo·6 , corresponding to U>ou!: 40 NRSF triggers" 

for a spill of 107 beam particles. At +100 GeV/c th~ RSF rate was about 

2x10·6 per beam particle (the reason for the difference between 100 and 

200 GeV/c lay in the different acceptances for these energies--see later). 

[In the above we have spoken about various rates per "beam" particle. 

By the word "beamN we mean something rather specific--a coincidence in 

scintil lati_on counters e1 and e2 together with the absence of a signal 

from anticounter A1.J 

In Figure IV-2 we show some of the scintillator rates that we 

recorded. By looking at, e.g .• how rates in the various Fi vary wfth -i, the 

reader can see roughly the behavior of da/dt with t! 

4. Temporal Considerations 

To this point we have perh~s not given the Teader a proper sense 

of the temporal development of a trigger. The fO and FB-hodoscopes, being 

in the forward ann, were· much fu!ther away from the place where the 

coincidences were actually made (for example, in our electronics trailer) 

than were the R and S hodoscopes. Hence, at the instant that an RS 
~ 

cofncidence was made the corresponding F°-FS coincidence had not yet 

occurred. Indeed, since F° and rB were so far away from the target, at 
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the instant that an RS coincidence was generated for an elastic recoil 

ray, the corresponding fol'"tfard traveling particle had not even reached 

the F° hodoscope yet! 

Therefore, in order to fonn proper "RSF" coincidences, the RS signal 

had to be delayed by approximately the speed of light travel time to FS 

from our electronics portakamp and back again. To accomplish this, the 

RS signal was "stored" in 630 ns worth of delay cable to wait for the 

F6 signals to arrive. On the next page we show the simplified temporal 

development of a trigger. 

T~ble IV.2 Typical rates (--200 GeV/c) 

Beam/pulse 107 

Beam + vetos + R 4xl05 

Beam + vetos gxl03 
+ recoil matrix 

Beam + vetos 
+ recoil matrix 40 
+ forward matrix 
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5. C011111ent About Experimental Dead Time 

In addition to keeping the trigger rate down to tolerable levels. 

the fast logic was also used to generate •strobes• to •read out• the 

infonnation gathered by our proportional wire chambers. For example. 

the presence of an RS co;ncidence was used to strobe the recoil ann 

chambers. This strobe to the chambers, of course, could not be delayed 

by 630 ns or the relevant wire chamber information would be lost. We 

could have stored the wire chamber information in striplines or in a 

suitably large "FlFO" chip bank; however, after the generation of an RS 

coincidence it seemed sim~ler not to make (or to "veto") future RS 

coincidences until the infonnat;on from F° and F8 arrived. 

This veto was called the "logic gating signal". It was generated 

by an RS co;ncidence and was not turned off until the fonnat;on of the 

next fa 11 "RSF" trigger or 800 ns after it was turned on. whichever came 

ffrst. The logic _gating signal d_isabled the 'RS-coincidence- units (see 

Figures IV-4 and IV-5). 

- This scheme. of course, introduced dead-time ;nto the experiment. 

But this dead time was not terribly c~nsequential--there were, as 

mentioned, about 9,000 •Rs coincidences" in a one-second spill for an 

intensity of 107. Hence the associated dead time was about 

9.000xSOO ns • 0.007seconds""11 dead time. We could live with this. 

Now, experimentally. the dead time at -200 GeV/c was 14.21. We 

have seen that ~11 was due to the ~Rs logic gating". The remaining 

~13.51 was due to the POP 11. In a typical spill of 107 incident 

particles we ha~ about,42 master trig~rs. Hence 13.SS dead time trans

lates into about 3.2 milliseconds of dead time per trigger. In that 
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case, 150 master triggers gives a dead time of about half a second, i.e., 

about half the spill. So our original •guess" that the PDPll could not 

handle much more than about 100 triggers per second was reasonable. 

As we mentioned, at +!QO ~eV/c the trigger rate was about hal! that 

at -200 GeV/c. The •RS logic- gating• (see above) dead time at +100 GeV/c 

(based on about 2400 RS •pretriggers• per (•107•) spill) was negligible. 

Hence we expect a dead tiine of about half of 13.51 ... 71. Experimentally 

it was about 8.51. 
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V. SELECTING "TRUE" ELASTIC EVENTS FRCJ1 TRIGGERS 

In this chapter we describe the further reduction of the sample 

of triggers to the final satisfactory sample of "true• general elastic 

events. This was done by off-1 ine c:CMnputer analysis of the MWPC infonna

tion recorded on magnetic: tape by the on-line PDPll computer. In Section 

A the MWPC systems and the infonnation from them recorded on tape are 

described in only slight detail. In Section B the_off-line software is 

described in varying amounts of detail. 

A. Multiwire ProRortional Chamber Systems, Readouts, and Method 
of ecording Track Inf0nnat1on on Tape 

In this subsection we describe sane of the hardware used to record 

positional information of sufficient accuracy about tracks so that the 

event separation could ~roc:eed. 

1. Introductory Generalities and Classification 

In all we had 31 Multiwire Proportional Chambers (PWC's) at our 

disposal for use fn the experiment. These chambers were of three types: 

f) Twenty •Fermilab" chambers. These chambers had been built at 

Fermilab and used successfully in Fermilab experiment 1290. They had a 

sense_wfre spacing of 2m and used a gas 11fxture that w~s soi Argon, 

19.9S Carbon Dioxide, and O.lS Freon 1381. They were read out by a 

parallel system somewhat similar to that first constructed by Cunitz 

and Sippach et al. These chambers and their associated readout system 

will ~ discussed in a bit rare detail shortly. 

ff} Seven •cLASP• chambers and four "C~UG· c!1ambers. Since these 

chambers were all built at Cornell Unfvers1ty, they will often be 

159 
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collectively referred to as the •torne11• chambers. The CLASP chambers 

had been previously used by the collaboration of the same name109at 

Cornell. These had twenty sense wires to the inch and an active area of 

two feet by three feet. The smaller CSUG chambers had l6 wires to the 

inch and an active area of about 1Z•x21•. They had been used succe~fuJly 
110 -

in Fenntlab experiment 1177. All of the Cornell challlbers had •G10• 

frames and cathodes which were 1 mil thick al1111inum (foil) planes 1/4 inch 

on either side of the anode plane (sense wires). The two large faces 

of each chamber (both Cornell and Fenailab) were covered with mylar 

(5 mils thick.)-to provide an effe<;tive seal for the circulating gas. 

The Cornel-1 chambers used a gas 111htu~ consisting approximate!y of 

75.SS Argon, 20I lsobutane, 41 Methylal and O.Sl Freon 1381, this gas 

mixture having been found by Bouchlier et al.111 at CERN to give si~.ul

taneously maximal gain and chamber efficiency. 

For a variety of practical reasons, the Cornell chambers were read 

out by a different system than ·the Fenti lab chambers. 

2. Readout System for Carnell Chambers 

The Cornell chambers were read out by a serial type system. "Hits" 

detected by wires during a "gate open• period of-about 100 ns were stored 

in shift registers located on cards mounted on-ehamber edges. Each shift 

register handled 16 wires (•c1tanne1s•). With the presence of a Master 

Trigger, a strobe wes sent to the chambers initiating the rea_dout into 

a se_ecial CAHAC 111.0dule. Within about a millisecond of the strobe the 
-

data in this module wes in a form ready for the computer. As this readout 

system will undoubtedly be described in considerable detail in Sean 

McHugh's thesisll~ we do not describe it further here except for one 
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connent in the next section. 

3. Overview of Readout System for Fermilab Chambers 

The Fenailab readout syste111 was (unnecessarily) Comt>licated in its 

details. Therefore we limit ourselves to giving the reader an overview 

of this syst1111. 

a. Some Generalities and Further Conment on Dead Time 

The Fennilab chambers had a total of about 5000 wires. For each 

event. the identities of all the u~it" wires had to be written onto 

magnetic tape by our "on-1 i ne" PDPll computer. One can imagine compl e

menting this by assigning each wire a "binary" address. This would involve 

about 14 bits per address. DEC (Digital Equipment Corporation) PDPll 

computers, however. have sixteen data lin~s. Therefore. it is obvious 

that addressses of hit wires had to be c()lllllunicated one•by-one. i.e .• _ 

serially. to the computer. 

If the serial reading of wire chamber infonnation for an event takes 

a long time compared to the mean period between Master triggers, it is 

clear that an advantage in decreasing dead-time would be gained by 

storing in buffers backed-up data waiting to get into the computer. In 

that case, the address generating parts of the system (and the wire 

chambers themselves) could be freed to work on new data while the previous 

data is waiting in t~e buffer. · 

With considerations of this sort in mind, our system was designed 

to obtain a readout time of about 200 ns per track (as compared, e.g., 

' to the Cornell •readout time• of about 1 millisecond). This might be 

important for an experiment-with extennely high Master Trigger rates. We, 

however, expected SSO Master Triggers per one-second sp11 l. In tti.t case. 
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even the Cornell system's millisecond of readout induced dead-time per 

trigger would lead to only about 2S total •readout• deadtime with a large 

enough data buffer. So. for us the extreme speed of the readout system 

NBS unnecessary. 

Suppose we had aimed to design a simple system with a •bufferu for 

storage that would allow us to achieve this ~S deadtime. How big a 

buffer would this have required? Fifty Master Triggers per spill implies 

an average of about one trigger every twenty milliseconds. We have seen 

th~t the PDPll apparently took about 3 milliseconds to-read and process 

each trigger (s~ -Chapter IV).- So. on the average, data would have 

been leaving the buffer almost seven times as fast as it would have been 

entering. Thus it is cle1r that only a few events' worth of storage 

would have been sufficient. 

N0\11. as we 111ent ioned. there were twenty Fermi lab chambers. Most 

of the ti111e 0 chambers in an experiment such as ours do not have more than 

about 3 hit wir_:es per event. So 20 chambers IC 30 hits per chamber per 

event IC say 3 events gives about 180 words of storage. For the Cornel 1 

system, 11 chambers similar implies a need for about 100 words of storage. 

Neither the Fermilab nor the Cornell system had a sufficiently large 

buffer. For example, the Ferlnilab system had only two words of storage. 

This being the case, both readout systems were •shut off• completely 

(with the Logic Giting signal discussed in Section 11.0.5} during the 

entire "3 •illisecond period it took for the CC111Puter to process e1ch 

event. Therefore, in this manner the •superfast• Fermilab readout 

system 1ctually helped slow dCMI the readout. This was directly responsible 

for the, e.g., lSS deadtfine observed at -200 GeV/c. Had the intensities 
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been higher the situation would have been worse. For example, had we run 

at the intensity mentioned in our original proposal ("'5x108 per spill) the 

deadtime caused by the Fennilab system would have been intolerable. 

"Because we had tw different readout systems•, we had two distinct 

almost identical sets of Fast Logic, one for each system. In order to 

have an event written on tape both sets of logic had to register "Master 

Triggers". This was unfortunate because the tw sets of logic agreed 

with each other only about SSS of the time. This probably caused an 

additional 151 loss of events. 

b. Simplified Overview of the Readout Process 

i) Genera 1f ti es 

As we have mentio_!'ed p~eviously, the layout of the experiment was 

such that the-equipment in tfte recoil arm was much closer to the fast 

logic and readout electronics than that in the forward arm. For the 

purposes of making fast logic coincidences, therefore, scintillator 

signals from the recoil arm were delayed in appropriate lengths of •delay 

cable" (see Chapter IV). We did not do the same with the wire chamber 

information because the nature of the readout system allowed us not to. 
- -

What was needed then was a set of ·~tations• to store information 

from the recoil arm chambers until either (whichever came first) 

a) Master Trigger came, in which case the_ stations had to release 

the wire chamber information upon demand to be sent to the 

computer, or ' 
b) after a suitable delay (about 800 ns--roughly the speed of light 

travel time down- the forward ann and back) Mister Tr1iger had -
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still not come fn which case the stations had to be readied to 

accept new information from the recoil arm. 

In the case of the Cornell readout system, these Mstations• were simple 

m RS latches which were on the cards mounted on the chamber edges. -In 

the case of the Fennilab readout systelli the stations were RS latches 

made by using positive feedback with operational amplffiers. These 

latches were mounted on special cards called •coincidence registersM 

located in crates in our electronics traf ler. 

In the Fennilab readout system, amplifier cards were mounted on 

c.hamber e<l_ges •. These cards used MECL (MotoroJa Emitter Coupled Logic) -

"II" series circuitry for maxi111U111 sensitivity and go_od noise rejection. 

Each amplifier-card handled 8 wires (•channels•). The-outputs of these 

cards were sent to the coincidence registers via ribbon cable stripline, 

each stripline and coincidence register handling 32 channels. 

Tfie positive and-llegative output pulses from the amplifier card were 

received differentially on the left, tbe resistor providing line tenaina

tion and the value of C chosen to be about 1 ~s so that amplif]er output 

pulses passed through (the input from the amplifier was "'50 ns wide 
- ' with a rise time"' half this) and low frequency (e.g., 60 cps) noise was 

rejected.-- Differential receiving is used for low noise and high sensi

tivity. This-sensitivit~ is determined by the "Th+• and •Th,.. voltages, 

which were adjustable, input from outside, and set about 100 mV apart 

(which was somewhat less than the height of a typical pulse ccming in 

fraa the stripline)~ The •strobe Jn• signal originated from the fast 
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logic (see Figure IV-4) upon the generation of, e.g., an RS coincidence. 

With the presence of this sfgnal, the •hft bft" (high ff hit, low if not) 

was stored in the latch. The Strobe In signal passed the hit bit on to 

the next level of readout logic, the encoder. (When the encoder was 

ready for infonnation ft generated the Strobe-In.) "Reset In" was 

generated by the fast logic uj)on__generation of a Master Trigger or abOut 

800 ns after Strobe In if no Master Trigger comes (this is clear from 

Figure IV-5). 

"Reset In" was also generated upon receipt of the trailing edge of 

the "Computer Busy Signal" (see Figure IV-4 again). This Computer Busy 

signal was a level raised by the COlllPUter for the entire length of time 

it was busy "digesting an event"--about 3 RlilHseconds.-as we've seen. 

As the chambers in the fot'"Nard arm were at varying distances from the 
-

readout electronics, the same scheme was used there--the hit bits were 

latched up in Coincidence Registers until complete Master Trigger 

infonnation was present. 

In addition to passing on the "hit bit" the Coincidence Registers also 

perfonned part of the addre~s generation. The coincidence registers (each 

handling 32 channels) were arranged into nine crates, each crate having 

16 registers. The address of a hit was broken up into four pieces: 

the crate address {i.e., which crate) - l-9 {4 bits) 

the coincidence registe~ address within a crate. (i.e., which 

register) - 4 bits 

- the •group address• (which of four groups of 8 channels each) 

within a register - 2 bits 

ii 
' ' 

I; 

i 
j. -

I' 
I. ~ .. 
• l 
! !: 
I ! 

'~ t ;"' 
' 

I:. 

1~~ ! . 
; 

l 



f not) 

s 

! of 

1usy 

~ime 

!n. 

'.'Olll the 

ire ,-... 

!rs also 

; (each 

•ing 

I 

I. ~.··· '· 
' 
~ 

' 

167 

the wire address w1th1n a group (1-8) • 4 bits 

for a total of 14 bits 

The coincidence register address within the crate was set by hand on each 

coincidence register itself with switches. This address was passed on 

to the encoder upon demand. 

iii) Purposes of the Encoder and a Bit Hore on Its Interaction 
with Co1ncidence Register 

As we remarked, addresses of hit wires ultimately had to be sent to 

the computer serially. To accomplish this, the encoder (the_!'.e was one 

encoder per c:rate) considered a group of eight wires at once, scanned 

it for hits, 1~enerated and sent the addresses of them on if ft found any, 

then moved to the next group of eight wires, scanned it, etc. When an 

entire coincidence register had had its four groups read the encoder 

irrmediately generated a "Resetp signal, sent it to that coincidence 

register, then moved on to the next register, etc. This sequential 

reading of coiincidence registers was accomplished with a •carryp signal, 

which propagated from register to register. All 32 "hit bit" (defined 

previously} outputs of each register were OR'D together (•FAST OR"). If 

a register had a "high" OR output upon receipt of the CARRY signal the 

data from that register was sent to the encoder. The encoder then hand

shook with the Reset for that register. 
-

The outpu1ts of the amplifier cards were also OR'D tog.ether. This 

feature could have been used to replace the entire scintillation hodo

scope fast logic system. (That is, the experimental trigger could have 

been generated by requiring proper cClllbinations of tracks in different 
\ 

chamber arrays, a "track• being defined by proper coincidences of the 
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OR's.) In an experiment with high fnfonnat1on rates this would 

theoretically be a distinct advantage over using scintillation counters 

for the trigger as the effective segmentation could be made much finer, 

thus improving selectivity. However, there is an advantage to using 

scintillation counters fn tenns of reliability. Also, scintillation 

counters triggers had worked for elastic scattering in the past, and so it 

was chosen to stick with that scheme. At trigger rates like ours it 

doesn't make much difference except in expense. 

In addition tQ_ scanning the registers for bits the encoder also 

encoded the create tddress (set by switches on the encoder; -recall each 

crate had its own encoder), generated the group address and generated the 

•wire address• within a group. All of this information was sent to the 

next element of the Readout system, the •MIXER", upon demand. As the 

internal circuitry of the encoders were very complicated (in fact, over

canplicated) we do not feel that this thesis is the appropriate place to 

describe any-of ft,_ even in simplification. 

iv) The Mixer 

The MIXER translated encoder signals from MECL levels to TTL 

level CAHAC convention conmands so that connunicatio~with the computer 

would be possible. Likewise, i\ translated CAMAC convention connands 

originating from the computer onto MECL level signals usable to the.

encoder. As such ft served as an interface. Also, it had a small buffer 
-

capable of storing t'I«> words (i.e., ~addresses) at a time. 

v) The System in Operation--the Readout Cycle 

In this subsection we briefly describe the •dynamics• of the 

Fenailab Readout System with a list of ta1porarfly ordered steps: 

i. 

! ; 

: -.,,I ,_ 
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Quiescent state--no Master Triggers have come yet this spill. 

Clata is being latched into coincidence registers and then 

r·eleased. The encoders are "off". The PDPll is typically working 

on same program it has been given--e.g., making on-line plots of 

previous data, etc. 

2 A, Master Trigger is generated. Almost instantly the wcomputer 

Startw (see Figure Vl-4) is generated by the fast logic. 

3 A computer "Interrupt" is generated which instructs the 

computer to drop what ft was previously doing and begin a new 

"Readout Cycle". The computer inmediately generates a "busy" 

level which remains on until the end of the readout cycle. The 

presence of this level leads to the generation of the logic 

gating signal, thus vetoing further Rs coincidences. 

4 -The c6mpute~ instructs the branch driver to send some conmands 

the mixer. This step takes ~100 us. 

_ 5 M'ixer "translates" these COlllllinds into MECL standard and 

conmunicates them to the encoders. The encoders are turned on 

and begin reading coincidence registers. 

6 WHhin about 150 ns, the encoder sends the first two addresses 

tc1 the mixer, filling it. The mixer -sends a signal to the 

computer indicating that its buffers· are filled. 

7 The computer terminates the write instruction and sends a "Read" 
-

camiand to the mixer. This step takes ?100 us. 

8 The computer then reads \fords out of the mixer at a rate of 

about one per us (the typical "read speed" of DEC computers). 

Several hundred lolOrds DJSt be reed. 
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9 The c0111puter has •readN and stored all the data pertaining to 

this event (including scintillator latches. ADC's, etc.) in 

memory. The trailing edge of computer busy comes. 

10 This trailing edge is differentiated by the fast logic (see 

Figure IV-4). After about 160 µs the reset signals for the 

chambers are generated. After another ~110 µs the Logic Gating 

signal is turned off. thus freeing the fast logic to make more 

RS coincidences. etc. 

In all. about 3 ms have gone by since the start of the Readout cycle. 

This directly causes the. e.g •• ~1ss deadtime at 200 GeV/c referred to 

earl1er. 

8. ~ta Analysis Methods 

[As we remarked- in the introduction to this chapter. in this section 

off-line software methods are described in varying amounts of detail. The 

reason for this variation is to avoid extensive overlap with the thesis 
24 

of P. Karchin. To get the full view the reader should consult that also.] 

The purpose of all of the experimental instn111entation and the Non·· 

lineN computing system was to make a •semi-permanent" record on magnetic 

tape of data about •candidate events• that had passed the trigger require

ments. This data consisted of the addresses of all the •hit• wires in 

the event. hodoscope informati•n• etc. 

The next job was. of" course. to separate true elastic events from 

mere candidate events. To Qive the reader saae idea of the proc~ss, we 

mention here that in a typical run of several hours' duration at -200 

GeV/c there were (recall that we had about 40 triggers per spill) about 

48,000 triggers, only about 2,100 of whfch were •satisfactorily• elastic 

I ~ 
I: 
: i 

' ' J 

l 

' l 

t • 
i 



I to 

n 

e 

the 

iating 

more 

1t cycle. 

!d to 

1
section 

I 

sil.~e 

theSh 

at also.] 

agnetic 

require

es in 

from 

!SS, we 

-200 

1 about 

elastic 

IY I i \'> 

,1 

! 

Ir 
. ' 

L 
! ' '~ 
l ;: 

i '· 
i • 

J 

,y 
i.; 

171 

events (most.ly irp elastics)--i .e., the •elastic yield• was only about 

4.3S. (At •. 1()() GeV/c, on the other hand, elastic events comprised about 

47S of the triggers (mostly because at -100 GeV/c the acceptance began 

near -t ~ 0.4 (GeV/c) 2 rather than -t ... 0.8 (GeV/c) 2 as it did at -200 

GeV/c, and at lower -t the cross sections are bigger). 

As mentioned in the experimental overview section, this was done 

off-line" over a relatively long time interval (compared to the actual 

running time) using the Fennilab Cyber 175 computing system. In this 

section we describe how this was done.-

1. Pattern Recognition 

In order to decide if a candidate event was elastic one had to 

"reconstruct• the event--that is, detennine "sufficiently precisely• the 

paths in space of the incoming beam particle and the outgoing final 

state particles associated with the event. 

A given final state partkle left a partial rec_ord of. its p_ath in 

a series of "hits" in successive proportional. wire chambers spaced at 

intervaJs allong the floor of the experimental area. The "bestM 

straight line (see below) that could be fit to the pattern of hits 

associated with the passage of a particle was called the "track" of the 

particle. Thus, it was necessary to find- the tracks of all the particles 

associated wlth an event, and algorithns were written to do this. 

a. Arrays of Chambers 

Once the chambers were aligned they were used for pattern recogni

tion or "track finding". The first step in this program was the arrange

ment of the chambers (both physically and conceptually) in groups or 
\ 

"analysis arrays". These arrays are listed in Table~ Y.1, along with 



TableV.1. Characteristics of wire chambers and chamber arrays used for track 
reconstruction in elastic events. The angular resolution (in radians) 
is an estimate based on wire spacing ·and chamber separation. [Adapted 
from ref. 24, page 55) . , 1 

N1111ber Low High Angular Min. no. 
Ch111ber Chamber Wire of z-coord edge edge resolution chambers 
array , .name, Type spacing wires inches inches inches of array required 

' 
forwa,rd FOXX FNAL 2 nm 96 501.4 1.63 9. 19 3.62><10-5 
upstrm FOX FNAL 2 nm 96 512 • 1 I 1.68 9.24 2 x-view CFlX CBUG 1/16" 256 1123.4 5.56 21.50 

FlX FNAL 2 11111 192 1143.6 4.68 19.80 
forward FOYY FNAL 2 1m 64 496.9 -2.79 2.25 1.06><10-5 
y-v1t,ew FO-r FNAL 2 11111 64 507.3 -2.74 2.30 

CFl~ CBUG 1/16" 144 1127 .5 -4.66 4.28 3 Fl FNAL 2 11111 96 1147 .7 -3.86 3.70 ..... 
CF2Y CBUG 1/16" I 144 1365.5 -4,80 4.14 " N 
CF3Y CLASP 1/20" 320 2631.0 -8.21 7.74 

forward CF2X CBUG 1/16" 320 1361.4 5.31 25.25 1.54><10-5 
dnstnn F2X FNAL 2 nm 256 1370.4 4.82' 24.98 2 x-vtew CF3X CLASP I 1/20" 720 2627.0 -2.2a 33.74 

F3X FNAL 2 mm 448 2638.1 -3.46 31.82 
recotl A81X FNAL 2 11111 448 26.36 -24. 19, 11.09 1.43x10-3 
upstnn R82X FNAL 2 11111 512 42.25 -32 1.05 8.26 
x-vtew 
recoil ABlY FNAL 2 11111 96 27.48 -4. 16 3.40 1.43xlo-3 
upstrm R83Y FNAL 2 11111 96 34.14 I -3.68 3.88 
y-vtew R82Y FNAL 2 nm 128 43.37, -4.58 5.50 
recotl RB48 FNAL 4~ 320 85.63 -43.07 7.33 6.45x10-4 
down- "84A FNAL 4 nm 320 91.33 -43.26 7.14 
streui CRB5D CLASP 1/20" 304 112.44 -58.23 -43.08 2 x-vtew AB5A FNAL 4 nm 320 114.85 -36.92 13.47 

R85C FNAL 4 nm 128 120.88 -62. 112 -41.96 
R858 FNAL 4 11111 320 123.49 -37.46 12.94 
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some characterht1cs of the chambers within them. The angular resolution 

of each array as, listed fs calculated from 

... w.s. 
ang. res. '7i'2() 

where o is the distance {in z) between the chambers at the extreme ends 

* of the array and W.S. is the wire spacing. 

b. Alignment of Chambers 

i) General Definitions 

The first step in track finding involved the ualignment of chambers" . 

What is meant by this phrase is the fo 11 owing: Each wire of a chamber 

corresponded to a given line in real space. In order to reconstruct events 

properly, the pc1s it ion in rea 1 space of each wire of a chamber had to be 

known with sufficient (see 1 a ter) accuracy. 

Thus, assoc:iated with each cha!11ber were two constants--the position of 

the first wire in real space and the wire spacing. If these constants were 

not known with sufficient precision, elastic events woule be lost and 

- "false" events would be "found". The process of determining the constants 

that were the positions of al 1 the first wires for an "array" of chambers 

was called "aligning the array". The two examples in Figure V-2 

il 1 ustrate the c:oncept. "Note that we have defined two types of a 1 ignment-

"relative alignment" {of the chambers within an array) and "absolute 

a 1 i grunent" • 

* -
Note, for example, that the two fo~rd arm x-arrays each have two pairs 
of chambers, the chambers within a p~ir having essentially the same -
z-coord1nate. As the angular resolution of an array of four chambers is 
better with the· chambers evenly spaced fn z, the re~der may wonder why 
the spacings fni the table were used. The reason fs "hfstorfcal". 
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)( 

CHAMBER I 
CHAMBER 2 

~--><---CHAMBER 3 
CHAMBER 4 -
CHAMBER 5 

(a) The real space particle path is shown on the left. 
On the right are the real space positions of hits 
corresponding to the particle path at left as determined 
fron alignnent constants. As shown here, chambers 2 and 
3 are •out of aligl'Vlll!nt-. 

x 
x 

x 
x 

x 

{b) The real space ~article path is shown on the left. 
On the right are_ the real space positions of hits 
corresponding to the particle path at left. "Relative 
alfgnnent- of chambers within array is satisfactory ·but 
•absolute alignment- is not. 

Figure Y-2. Illustrating the alfgnnent procedure. 
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fi) Al igM1ent Arra.rs 

For the purpose of aligl'lllent the chambers were divided into groups 

or "a11grment arrays", each array being aligned separately. The two 

chambers that were most separated in an array (i.e., the "end chambers") 

we shall call the "anchor point chambers" (for reasons that w;JJ shortly 

become obvious). It will become clear (if it is not already so) from the-

discussion in Subsection c that the greatest accuracy in alignment could 

be obtained by having the anchor chambers as far apart as possible--by 

having as many chambers as possible in an array. Clearly, this require-

ment could be achieved by aligning with tracks obtained during special 

runs when the bending magnets were off. The four alignment arrays were 

thus (1) all foNard ann x-chambers, (2) all forward ann y-chambers, 

(3) all recoil arm x-chambers, and (4) all recoil ann y-chambers. 

iii) General l~ethod of Relative Alignment 

The method 01f alignment that had been used previously (on Fennilab 

experiment #290) was something like the following: A particle passes 

through an array of n chambers. The "best line" is fit {lowest x2> to 

all the hits. For each chamber in the array the "residual" to the fitted 

1 ine (distance between position of hit as measured using existing 

chamber alignment constant) is calculated and histogranmed. Procedure 

is repeated for many particle paths. Alignment constants for all chambers 

' are adjusted ("chambers are moved") until peaks of residual histograms 

fo~ all chambers are centered. 

Th1s is not a very efficient method of aligning chambers bec-ause it 

causes the 11 fgment constants of all of the chambers fn the array to be 
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"coupled" to each other during the aligrnent process. Thus the relative 

aligrvnent of a nine challlber array becomes a fairly time cons1m1ing nine

dimensional problem. Therefore, the author did not use this method of 

alignment. 

* The method of aligrvnent used by the author was the following: For 

a given event a particle's path goes through all (or most) of the chambers 

in the array being (relatively) aligned. Only those events in which there 

is one and only one hit in each of the anchor (end) chambers are considered. 

For each such event a line is drawn connecting the hits in the anchor 

chambers (and thus intersecting all the other chamber planes in the array). 

(Note: This already streamlines the computing algorithn considerably in 
- -
that a line does~ have to be "fit", chi-squared does ~t have to be 

calculated, etc.). The point where this line intersects the plane defined 

by an intermediate chamber is called the "predict~ position" (for a hit) 

in the intermediate chamber. 

One then considers all of the actual hits in each of the intermediate 

chambers. The "residual" of 1 given intermediate chamber for an event 
- -

is defined as the absolute value of the difference (in real space) 

between the -predicted position and the actual position of the hit in the 

given chamber closest to the predicted position. The residuals are histo

granmed for each chamber for all of the considered events, and each 

residual peak is then •zeroed• separately. 

The main advantage of this method is that each chamber can be "moved" 

* The author thanks John Klinger for helpful advice on this. 
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individually without affecting the residuals of any of the other chambers 

(since no fit lines are used)--the chambers are now uncoupled froca each 

other. A complicated nfne-dfmensfonal problem has been reduced to nfne 

simple one-d·lmensfonal problems. Thus, instead of the relative alignment 

of a sizeable array taking, e.g., a month, ft can typically be done fn a 

day. 

fv) S113uence of Alignments. Absolute Alignment of the Experiment 

Note that perfonning .the relative alfgrwnent does not guarantee 

absolute aligrwnent of the array. Indeed, after relative alignment the 
-

absolute ali•gnment may be "offM by a rotation through some angle, by 

translation, or by combination of both. 

TRIVIAL THEOREM: Purely translational misalignment may be ignored • 

PROOF: As far as is known, the interactions of particles 

are translation invariant (•isotropy of space•). 

ll) "Beam -Tracks". Aliso 1 ute A 1 i gnrnent of Forward Ann 

In practice, fn the forward ann it was found to be advantageous to 

perfonn the absolute rotational aligrvnent before doing the relative 

* alignment. This was accomplished by having the unscattered beam pass 

through several special "beam chambers" in the forward ann. These 

chambers were "BlX", "CFlXL", "CF3X" and "FJX". 
-

These "beani chambers" could not, of course, take the full intensity 

of our "nonnal running conditions• beam. Therefore, to perform the 
-

absolute alignment of the forward arm it .ss necessary to use special 

• The beam dfd pass through the fu\1 target; however, after leaving the 
target the centroid of the beam still corresponds, of course, to the 
•no scattering• dtrectfon. 
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"beam track runs" which differed from our usual runs in three ways: 

i) the intensity was much less--typically only lx106 particles 

per pulse, 

fi) in order to help cut down the intensity the beam was more 

collimated than usual--hence the •spot size" was smaller, 

if f) the •AVB" J!lllgnets were typically O!f. Hence a priori the 

angular beam divergence may have been different than under 

nonnal running conditions. 

With the existing alignment constants one could then calculate the 

apparent x {or y) "slope" of a particular beam track. In order to do 

this accurately, one uses two •end chambers• (e.g., BlX and FJX) 

* separated by 9f!_ough-dfstance tiz. When the apparent x {or y) slopes of 

many beam tracks are-histogrammed, one expects {for a normal beam) to see 

a Gaussian distribution who-se width fs detennined by the beam divergence. 

One could then adjust the alignment constant of either of the end 

chambers so that the Gaussian distribution of slopes is Hzeroed•. When 

this fs done the slope ~f a particular beam track as measured with the 

alig~ent constants fs the actual slope relative to the average {over the 

run) beam direction. With this- scheme, then, the z-axis fn the forward 

ann is defined to be th~ average (over a run) beam track direction. The 

*E.g., with one method of calculation the •apparent x slope•, ~I 
- . d I Ax , app 
would be given by oF • A. where Ax is the change f n apparent x (y) 

z app ..., -
coordinate associated with the track as measured by two chambers 
separated by a distance t.z. For accurate measurement of the slope ft is 
clearly advantageous to a pair of chambers such that ti.z is as large as 

- possible--e.g., BlX and F3X. 
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1ntennediate beam chambers are then aligned relative to the end chambers 

using the method of residuals outlined above. When this is done all of 

the beam chambers are then aligned to within an uninteresting translation. 

Another inethod of alignment, however, eliminates even this translaUon 

freedom. This is simply the following: One histograms the (x or y) 

coordinate where each beam track intercepts a chamber plane and then 

centers the r,esulting distributions. The result is that each beam chamber 

is_'.'absolutely aHgned" with respect to rotations and translations. Due 

to experiment.11 inaccuracies, however, both methods should (and were) used 

to check each other. Agreement between the two methods was usually very 

good. 

The rest of the forward ann was aligned relative to the then 

"absolutely alignedM beam chambers by the method of residuals mentioned 

above using "straight through" tracks obtained by inserting a lead brick 

in the beam path and turning the ,magnets. --. 
B) Alignment of Recoil Ann 

The aliginment of the recoil ann could be done by several methods; 

we mention only one: 

The lab recoil angle er ..,as measured using chambers RBlX and RB2X 

(since these were the only chambers in the recoil arm upstream of the 

- magnet). The absolute-angular a11gnment of these two chambers could be 

made using the elastic signal: for each of a sample of elastic events 

one simply measured, e.g., ef (lab scattering angle of fc;>rward particle) 

and used it to predict er for the recoil particle in that event. &er 

* -
\_ 

For simplicity we discuss only the x-aligment of the recoil _arm. 
alignment was very similar. 

The y 
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(the 111easured value of er minus the predicted value of er) was then deter

mined and histogranned for each event. The center of the resulting 

Gaussian distribution was then zeroed. 

The alfgl'Glellt of the other chambers in the recoil am could then be 

done using •straight through• tracks. This was complicated ~lightly 

because the downstream part of the recoil al"lll was "sp)it•; however. for 

this thesis we do not both with such detail. 

v) Required Accuracy of Alignment 

a) Recoil Ann 

The resolution in measurement of er• A8r' was determined by the 

separation of RBlX and RB2X and their wire spacing~. -This separation 

was abgut 16 ·inches and the wire spacing was -78mils. The ~ngular resolu

tion is then the (wfre spacing over '12) divided by the chamber 
.078 -3 

"'jj"2' (l 6 ) • 1.4xlO radians. 

Thus we wished to be able to absolutely align the recoil angle to an 

accuracy better than this. Unfortunately. this could not be done. It is 

not too d~fficult to see that the expected ~xperimental width of 68r 

was of order 10 mr (this was borne ou..t experimentally (see reference 24: 

page 79). It is possible to center a the peak of a distribution to better 

accuracy, than fts width, though; hoNl!ver, typically not to a factor of 10 

better. Thus, from this effect we esti.ate about a 2 111r error in the 
\ 

absolute aligl'lllll!nt of the recoil am. This, of course, affected the 

accuracy with which we ceuld detennine -t for an elastic event (recall that 

±- 1 - ~; hoNl!ver, this ..as a S_)'stematic and ncit a randan error). 
stn Sr 4M ~ . . 

The accuracy of the relative a1fgraent of recoil chambers varied wtth 
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the chamber but could typically be done to an accuracy of better than a 

wire spacing. Clearly this was sufficiently accurate. 

8) Forward Ann 

In the forward ann the resolution in e, ~e3 , was clearly dominated 

by the beam divergence (since BlX and F3X were so far apart wire spacing 

effects were unimportant). Since the be~m track slope histogram could 

be zeroed to better than--its width, the systematic error in fon..ard 

angular aligrment was less than the beam divergence. From beam-track 

slope histograms we estimate it as about Sxlo-5 radians. 

We will see shortly that the angular resolution in the forward arm 

was better- than this; however, again, alignment errors are systematic 

rather than random. 

c. Overview of the_ Track Finding Problem 

Nowadays track finding is conmon to many high energy physics 

experiments. Some of the features of our track findi119 are discussed 

in great detail in Paul Karchin's thesis: Accordingly here we merely 

c011111ent on sane of the general features we think are interesting 

physically and important in the general philosophy of the analysis. 

- 1) Don It Require A 11 Chambers for a Track 

Wire chambers are, unfortunately, not lOOS efficient in detecting 

charged particles. Therefore it is usually unwise to require "hits" 

in!!.!_ of the chambers in an array (e.g., for four chambers, each of 

95S effic'iency gives an array e{ficiency of (.95)4 '"'0.81--about l~S 

of tracks would be_ •1ost" by requiring hits in all four chambers). 

[One has two choices--boost cross sections by a relatively large 

correction factor or do not require all chambers in array to fire. The 
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fonaer possfbflfty involves loss of statistics (serious for rare events) 

and requires accurate knowledge of chamber efffcfencfes. The latter 

involves the possfbflfty of introducing •spurious• tracks. However, these 

spurious tracks could usually be removed by careful subsequent data 

analysis. Therefore we chose the latter option. The nllllber of chambers 

required to ffre fn each array fs listed Tn_Table V.1.] 

if) C011111ent on •spurious Tracks• 

As we have just mentioned, not requfrfng all of the chambers in an 

array to ffre introduced the possibflfty of finding spurious tracks. The 

reader may wonder why this fs true; ft is because in a typical event 

* there .ere chambers with more than one •cluster• of hits the clusters 
- ** being nonadjacent to each other. 

One would like to be able to simply throw out those events with more 

than one cluster per chamber, reasoning that such situations_correspond-to 

inelastic contamination of the trigger. Although such contamination was 

undoubtedly peresent. such an approach is naive. Other causes of the effect 

include electronic noise in the chamber readout system (producing a random 

- distribution of spurious hits in an array) and ~he remembrance of events 

* 

** 

By the phrase •cluster of hits• we mean a situation in which t'lllO or 
more adiacent wires "went off•. The effect becomes more pronounced as 
the ang e between the particle path and the normal to the given chamber 
becC111es larger. Hence, fn the forward arm most clusters had only one 
hit, while the recoil arm, bein\) close to the target, had a larg_e number 
of tracks at substantial angles relative to the chamber nnonnals" and· 
hence a large number of clusters with more than one hit. 

Since adjacent clusters, by definition, form a single larger cluster.· 

..J__ 
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from previous RF buckets (since wire chambers typically have a resolving 

time of order 200 ns) . 

This remembrance of previous buckets produces a situation fn whfch 

even elastic events occur together with "non-elastic entire" tracks. 

When the number of chambers required to fire in an array becomes 

small, the electronic noise problem alluded to above becomes substantial. 

For example, in the recoil upstream x-array there were only two chambers. 

If each of these chambers had three clusters, then there would have been 

nine possible "two point" tracks, most of them "spurious". Compl ica-ting 

matters, 1)ne sometimes finds several tracks that share hits. 

iii) Procedure for Track Finding 

[For elastic events the tracks were found by P. Karchin.] 

The 9eneral procedure is to drop a line between hits in two of the 

different cilambers in an array and use this line to predict the positions 

of hi ts i 11 the other chambers. One typtca 1 ly looks within a "window" for -

the hits in these chambers. The size of the window was 1"--typically more 

than ten wire spacings. 

[In view o~ the fact that the relative alignment was generally 

accurate to within a wire spacing, the reader may be wondering why such a 

liberal w1indow size was used. Put another way, ultimately only tracks 

with chi-square per degree of freedom greater than 20 were rejected. T~e 

reason for this 1 iberal cut was that that was the way things were done on 

earlier Fermilab experiment 1290.) 

2. Geometric Cuts 

Thesecutswereappliedby Pl Karchin and are described in great detail 

in his thesis. They were all used to minimize the spurious-track problem. 
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Here we simply list these cuts. 

a. Hodoscope cut: 

b. Target cut: 

The segmented hodoscopes were used by requiring 

the hodoscope element that a track intersected 

The center of the target was defined to be at 

z • O. The beam spot size at the target was 

less than 1• in radius. The x and y intercepts 

(z • 0) where required to be <2N in absolute value. 

The y intercept of the recoil y track had to be 

<4" in absolute value. The z-intercept (x" 0) 

~f the recoil x-z track had to be within 23• 

of z • 0. 

c. Shared cluster cut: If two or more tracks shared three or more 

clusters. only the track with the smallest chi-

square per degree of freedom was retained. 

However. regardless of the chi squares. ff two 

tracks shared at least three clusters the track 

with the lesser number of clusters "Was 

eliminated. 

d. -Paired chamber cut: In the forward ann (x only) chambers were 

frequently in pairs. Where this was true. t.c> 

clutter tracks were required to have a hit fl"Olll 

each pair. 
-

e. Downstream recoil y: If _any fitted recoil y-track passed within 1• 

of a cluster in chambers CRB6A or CRB6B. then 

all candidate recoil y-tracks were required to. 

! 
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f. Matching of upstream and downstream tracks: Each •real• track should 

have had one upstream (of the magnet) and one 

downstream (likewise) segment. To be considered 

as a canplete track, an upstream and a downstream 

segment had to have an x separation of less than 

6• (3•) for the recoil (forward) arm at the 

z-positfon of the magnet center. 

g. Momenta as determined by magnets: In the forward arm the measured 

v~lue of the momentum of the scattered particle 

had to be within 10% of the beam momentum. In 

the recoil arm ft merely needed have the right 

sign. 

h. Target vertex cuts: The vertex of forward and recoil tracks at the 

target tlad to satisfy lxvl ~ 1.2", IYvl < 1.2", 

lzvl < 20.5", where xv• x c~ordinate at inter

section of forward and recoil tracks in x-z 

plane, etc. In addition, IY f-Y I < 0.35" had Y vr 

to be satisfied, where Yvf(r) was the y coordinate 

coordinate of the target vertex determined from 

the forward (recoil) track candidate. 

i. Kinematic track cut: If, after the application of all the above cuts 

there were still more than one segment in one 

or mo~e arrays, the canbinations were chosen 

that fit the constraints of elastic kinematics 

best. 
\ 
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3. Elastic Ktnemattc Cuts 

There were five •ktnematic variables• used--ef• pf.er.Pr and o~. 
4 ' .. 

6~ c•acoplanarity•) is defined by2 

6 • tan - l (!l.) + tan - l (~) 
~ mx f inx r 

6k : k(measured) - k(predicted from measured value of ef) 

where k is any of Pf• er or Pr· If the experimental resolutions were 

perfect 6~ and all 6k would be zero for all elastic events. Due to non

perfect resolut;ons events were generally distributed in an approximately 

Gaussian fashion-ar..t>~nd ok • 0 and 6+ • _O. 

For an event to be considered elastic it had to have all ok and 6+ 

within 3 standard deviations of zero, the standard deviation of each 

distribution having been determined experimentally. The experimental 

widths of the distributions (for many events) for all ok and 6~ were 

checked against theoretical ~pectations of these widths (expected 

_resolution~) by P. Karchin; agreement was found to be good in all cases. 

Detail and pictures are given in his -ihesfs. 

4. Geometrical Acceptance 

We refer the reader to pages 78-85 of~. Karchin's thesis. 24 
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VI. RESULTS OF SPECIES IDENTIFICATION OF ELASTIC SCATIERING EVEfffS 

Introduction 

Having determined from the track-finding and kinematic cuts that an 

event was indeed elastic, it was then necessary to determine the event 

type. Specifically, since we were interested in measuring the p-p and 

pp cross sectfans, it was necessary to useparate" pp and pp elastic events 

from other elastic events so that they could-be counted. For this we- had 

to use the Cerenkov counters. 

As we remarked earlier, our original intent was to use the differ-

ential counter to tag kaons and the threshold counter to separate pions 

from protons or antiprotons. In order to accomplish the npt separation 

in this scheme one would need a clear •pt peak" at the low pulse height 

end of a h1stogram of elastic event-p!H~e !Mfights in the t~reshold cou11ter 

\since mean pulse height is proportional to ~an number of photoelectrons). 
-

However, in Chapter Ill we pointed out that by itself the threshold 

counter did not have the capability to separate baryons from mesons 

effectively for al 1 of our beams. (For example, we expected that at -200 

GeV/c meson contamination of antiprotons would be intolerable. This 

was indeed the case_experiment_ally. If one looked at a histogram of the 

pulse heights of -200JieV/c elastk events of •all" types, no p peak 

could be sieen!) 

(The reader may be wondering why antiprotons would be expected to 

register any non-zero pulse height at all fn such a histogram. The 
- \. 

reason is· that the pulse heights llll!re converted to digital _form by a 

combination amplifier and analog to digital converter (the combination 

187 
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being loosely referred to as •t11e ADC•) before being recorded on tape. 

Uncontrollable noise in the amplifier section gave the (anti)protons 

their non-zero (and infrequently fairly large) pulse heights on the 

histograms.) 

Thus, for ~ertain beams it was necessary to use the differential 

....c:o~nter in conjunction with the threshold counter to tag (anti)protons 

(i.e., require the differential counter to be set at the proton mass and 

fire (a condition referred to from now on as NCB on p and fire")), Wlile 

for other beams it was not. So we consider the cases separately. 

A. Elastically Scattered Antiprotons at 100 GeV/c 

1. Threshold Counter Alone 

At ~100 GeVtc, the pulse height separation bet-.een antiprotons and 
-

mesons was good enough so that one could see clear low pulse height-peaks 
-

even when ignoring ~he differential counter. In Figure YI-1 an 

example of this is shown. (The sample was all -100 GeV/c elastics from 

our 1980 data run.) The large bn>ad roughly Gaussian (actually ~oisson) 

distribution that peaks around pulse height channel 570 corresponds almost 

comple~ely to elasticalJy scattered pfons and indicates a mean of about -

lZ photoelectrons for these pions. 

Although one does not see a clear kaon peak in the figure, it is 

known from making a similar histogram with •c8 required to be on K and 

fire• that the K peak occu.rs in\the region near channel 150 and fs simply 

buried under the mass of pions. 

In any case, however, it fs clear that the situation-ignoring Cs 
is not optfmal--extrapolating the •ir peak""" back 1n a smooth way- indicates 

I 
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:to. 

Figure Vll-1. Threshold Cerenkov counter pulse height distribution for 
all -100 GeV/c elastic events from 1981 running period. 
Differential Cerenkov counter was ignored in this histogram; 
so was •1atch• (see text). Tall central peak is mostly 
pionsi •pedestal peak• below channel 40 corresponds mostly 
to antiprotons. 
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of order 10% contamination even below channel 40. •cutting" at channel 40 

(calling everything below channel 40 a p and everything above channel 40 

a meson) would also have lost us about 10% of the p's. We could have 

lived with these problems at this energy. but we didn't have to. 

Z. "CB on p and Required to Fire" 

a. General Features 

The situation became much cleaner when one-looked only at events 

for which the differential counter was set to give a signal •on the proton 

mass" and did indeed give such a signal (•c8 on ji' and required to fire"). 

We show an example of a pulse height distribution corresponding to this 

in Figure Vl-Z. The pi peak remains in the same place but is of course 

now much suppressed. 

(The reader may ~nder why there are any pions at all in such a -

plot. Most are due to the •two particles in a bucket" effect (pi-on and 

anti proton incid_ent on the Urget withi.n the same RF bucket and .pion 

scatters. usually inelastically. into the threshold counter). We could 

have restricted the usable data sample to •one in a bucket• events only. 

but this would have depleted our data sample by about 30i and was 

unnecessary--if one was willing to pay the price of a usually smalJ 

contamination of the antiprotons.) 

b. Detennination of Probable Total N1111ber of Antiprotons in the c8 Sample 

i) "Nllllber Cut" 

To this point we have alluded to pion contamination of the (anti)

proton signal in the lowest pulse he1gnt channels. However. the inv~rse 

effect also existed--some (ant1)proto~s had relatively high pulse heights 
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Pulse height distributions for -100 GeV/c "1981 sample" of 
elastic events of all types for which differential counter 
was "set on~ and fired" (see text)~ "Latch" was ignored. 
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• and were mixed in with the pions. 

The exact distribution of proton pulse heights could be determined 

by histogranaing pulse heights of •one-per-bucket• protons only, and this 

was indeed done. Using the infonnation gained from th;s one then had a 

method of determining statistically the expected total number of 

(anti) protons in a mixed wand p pulse he;ght histogram. This method was, 

indeed, especially easy to apply to the positive beams. 

However, the results of this procedure always agreed to with;n a 

percent or so with the results of the following simpler (for the negat;ve 

beams) procedure: 

The probable total number of antiprotons fn the Ca sample could be 

determined by noting the channel n1111ber corresponding to the "deepest 

- part-of the valley between the- (wand p) h;Jls". (The kaons are largely 

removed already.) We shall call this channel the unumber cut channel". 

For simplicity it was assumed that the number of antiprotons with pulse 

heights above the number cut was about equal to the number of pions with 

pulse heights below the n1111ber cut. 

Both methods were always used to check each other. For simplicity 

we refer only to the ununber cut" methoa from now on. 

It should be noted that the antiproton peak shapes varied from year 

to year: Hence the number cut channel was determined separately-for 

each year. 

* This was largely because the ADC •gate• was typically "open• for a 
relatively long time (about 60 ns). Sometimes integration of noise 
'llllS sizeable during this period. 
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i 1) •L4tch Bar" 

As mentioned, noise in the ADC was largely responsible for non-

zero (anti) proton pulse heights. We had reason to expect that there was 

another minor problem ~1ith the ADC, though--a low level failure rate wMch 

would cause sane pions to register abnormally (and falsely) low pulse 

heights on the plots. Though this problem probably would have added 

only 'I.JS to the pion contamination of the antiprotons there was a simple 

check .against it--there was also a "latch• which was (presumably) set 

whenever a signal came fran the Cerenkov counter. So the combination of 

a low pulse height from the ADC and the absence of a signal from the 

latch ("latch bar") was required for a final state particle to be labelled 

a(n) (anti)proton. 

The method, then, of determining the total number of (anti)protons 

scattel"ed elastically during a set of "runs" was the foll_owfog: First 

the ~ulse heights of all elastics from those runs -.ere histogra11111ed 

ignorf-ng the latcb. From this Mstogram the number cut channel was 

determiined. -Then another histogram was made containing only events for 

which the latch-did not fire. The total number of (anti)protons in this 

histogram was deemed to be equal to the notal n1111ber of counts in this 

"latch bar• histogram with pulse height below the number cut value 

number cut as determined from the "ignore latch" histogram. The n!,!lllber 

cut channel could_not be determined directly from the "latch bar 

histogram• as the pions were "artifically" suppressed in it. 

When this was done_there were found 5816 total p's in the "latch 

bar• histogram for data taken during 1981 and 1411 total p's in the latch 
\ 
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bar histogrui for 1980. These numbel"S should be taken as t ~ lS. 

3. •c8 on r• Antiprotons at -100 GeV/c 

As mentioned, there were lllilny "'ns for which the differential counter 

was set •on the K mass• (•c8 on K•). This brought to mind the possibility 

of using the differential counter to eliminate kaons and then using the 

threshold counter to separate wand pat 100 GeV/c. If all of the kaons 

could be eliminated in this way very little contamination of antiprotons 

with pions could be expected. 

However, it must be recalled that the differential counter was bnly 

about 25S efficient in tagging kaons: This meant that if we histogra~d 

pulse heights of elastics requiring •c8 to be on K and not fire• about 

751 of the kaons--would remain in the_histogram. _Would the resulting anti"'. 

proton sf9nal be too severely contaminated? There was only one way to 

tell. Experimental results for this are shown in Figure VI-3. There 

we show the •1atch ignored• histogram. From this histogram we see that 

the meson contamination of the antiproton peak is probably less than lOS 

below channel 30. From the corresponding •1atch bar0 histogram (not 

shown).- one sees that cutting at channel 30 gains us about 650 anti protons 

- --an increase of almost lOS in the dat• sample. Because of the relatively 

higher contamination of-these antiprotons, however.- they ..ere used only 

to detennine relative and not absolute cross sections. as we shall 

explain in Chapter VII. 

4. Other 100 GeV/c Antiprotons 

There were other ways -in which the differential counter could be 

~sed to help the threshold counter identify antiprotons. However, 

methods not already mentioned at this energy yielded too small and too 
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contaminated an antfproton signal to bother with. 

B. Elastically Scattered Antfprotons at 200 GeV/c 

Here ft was necessary to require •ta to be on j) and fireN, as we have 

already pointed out. The data divides fnto three classes: 

1. AntiFrotons at 200 GeV/c from Runs During 1980 

There were thirteen such antiprotons from the 1980 run. Expected 

pion eonta111ination of these was negligible. Because of acceptance fluctua

tions below ltl • 0.9 (GeV/c) 2, only antiprotons with -t ~ 0.9 (GeV/c) 2 

were considered at this energy. Seven of the thirteen satisfied 

!ti > 0.9 (GeV/c) 2. 

2. 200 GeV/c Antiprotons from Runs During 1981 

Unfortunately, during most of the 1981 running pel"-ioc! the gas in 

the thresh~ld counte-r was set at a higher pressure than we had planned 

for ft to be at--during these "Mgh pressure runs" antiprotons were we11 

above Cerenkov thres]loh:I. There were a few •normal pressure runs• also. 

We consider the cases separately: 

a. 1981 •Normal Pressure• 200 GeV/c Antiprotons 

The~e were 20, Ji of which h~d ltl > O.~ (GeV/c) 2• 

b.-1981 "High Pres::.ure" 200 GeV/c Antiprotons 

This data gain divides up into b«I classes: 

a) runs 314-368--somewhat variable high pressure 

B) runs 369-374--more variable high pressure 

i) Runs 314-368 -' 

Figures VI-4 & YI-Sshollf_~ome histograms of the situation. Figure Vl-4 

fs an •ignore latch• histogram wtth •c8 on ~and required to fire• and 
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Figure VI-4. Pulse height distributions for elastic events of all 
- types, Runs 314-368, "Cs on 1" and required to fire", 

"any no. per bucket" (see text). 
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Figure YI·S. Same as Figure ¥1·4. but sample restricted to 
•one per bucket• only (see text). 
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wfth no nstrfctfon on the number of particles •1n a bucket•. At ffrst 

sight the situation looks somewhat daunting. 

Unfortunately, we had so few other antiprotons at this energy that 

we needed to salvage as many p's as possible from this data to be able to 

determine relative cross sections with any respectable degree of accuracy. 

In Figure VI-4 the reader will notice a slight hint of 

a Mpion p1eak" near channel 47.0. A better fix on the "theoretical• position 

of this peak was obtained by looking at pulse heights for the same runs 

but requiring •c8 to be-set on ii and not fireM. (rhis will be called the 

"high statistics" histogram. For brevity ft is not shown here. It had 

about 25,000 pions in it.) This shows the expected pion peak position to 

be near p~lse height channel 420. Upon approximating the pion distribution 

by a Gaussian (mean number of photoelectrons ,_,, 14--high enough to make 
-

this a good approximation except in the tails) we found that the half-

width of the pi peak in a high statistics situation_was about 130 chennels. 

We also found that only about IS of these pions fell below channel 180, 

for example, and that about 12% fell below channel 300. 

Thus, returning to our low-statistics situation (Figure VI-4) we 

statistically expected 11 of the pions to have pulse heights pushing 

them below channel 180 .. We did not have to worry much about variations_ 

of pressure affecting this result since both the low statistics histogram 

and the high statistics histogram of pions include the same pressure 

variations. 

One could get a fix on the expected antiproton peak position in the 

following way. We recall that bie positive 200 GeV/c beam had a 111Uch 
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higher percentage of protons than the negative be1111 had of antiprotons. 

Therefore. by running one short ru_n at •high pressure• and at +200 GeV/c. 

we could quickly acc\lllUlate enough protons on a pulse height histogram 

to indicate where the antiproton peak should theoretically be. This was 

done, but somewhat ~quickly (we did not have enough protons to get a 

really good fix). But it seemed that the proton peak was somewhere near 

channel 190 with a half width somewhere between 50 and 100 pulse height 

channels. 

To determine the relative cross sections, however, we of course need 

as uncontaminated a sample as possible. So, for this, look at Figure 

VI-5 ("one-per-bucket" histogram). There are still some pions in this 

histogram. That is because the one-per-bucket condition fs not perfectly _ 

applied with our hardware. But only about 5 or 6. Now recall that only 

1% of the pis are expected to fall below channel 180. Therefore. even ff 

there were forty pions in the low statistics plot we'd expect less than 

0.5 of them below channel 180. So anyone fn the one-per-bucket plot 

below channel 180 is al1110st definitely a p. Unfortunately, there are 

only 8 such fellows. 

ff) Runs 369-374 

A similar procedure applied to these runs yields three •definit~ 

protons for the relative cross section calculation. 

C. Elas\fc Protons at 100 GeV/c 

Relatively little running was done at +100 GeV/c; however, because 

protons COlllpr1sed such a large fraction of the beam we were able to get 

a fair amount of data. 
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1. ·ca on p• Data 

In all there were only four runs with •c8 on p•, three of which com-

prised the total 1981 100 GeV/c pp sample, and one of which was in 1980. 

we need to 1:onsider data samples from each year separately, as the normali-

zation will a priori vary. 

a. 1981 Sample 

A histogram of pulse heights was made (not shown here) ignoring the 

latch and ignoring c8 (i.e., using the threshold counter only). It was 

found that the pion-proton separation was excellent and that the meson 

contamination of the proton signal was probably less than 1%. However, for 

the purposes of nonnalfzation we got an even more pristine sample by 

using the differential counter (•tg on p and required to fire"). The 

relevant histogram with the "latch ignored" was made for this. After the 

proper background subtractfon of mesons was made it was estimated that 

there "Were about 3229 total protons in this "latch bar histogram•. 

b, 1980 Ca on p -and Required to Fire Sample 

By the ;ame proce~ure we estimated 1130 protons in the "latch bar 

required" hhtogram. For-brevity we omit the relevant histograms here; 

however we carment that they were very clean. 

2. "Ca on K" Protons 

During ]980 there were three runs at +100 GeY/c for which the 

cfifferential counter was se~ for kaons. However, because of the ubiquity 

of protons i~1 this beam and because of the relatively good 11-p separation 

at this energy, ft was not at all difficult to obtain a sufficiently clean 

sample of protons from these runs to use in cross section determination 
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by histogranming pulse heights of elastics in the threshold counter under 

the condition that the differential counter be set for kaons and ~fire. 

In fact. the bulk of the elastic proton signal at this energy came from 

these condf tions! In Figure YI-6 we show the histogram made under these 

conditions ignorfng the latch. We see that there were about 11.000 

protons to be gained. 

iif A Connent on Contamfnations 
-

So far we have been making light of the fssue of contamination (by 

mesons under the proton peak) by showing the reader, in the appropriate 

cases, that the fractional contaminations were very small. But due to 

the differences in the meson and baryon differential cross sections, this 

was not good e'!_ough. Wf! shall say saaethfng about this here and illustrate 

with the +100 GeV/c "Ce on K• data, i>ut the method is general and should 

be understood to have been appHed to each of the cross sections where 

appropriate. 

In simplest tenns the problem is the following. Consider the 11,000 

odd protons we just found in the +100 GeV/c •pedestal•. Suppose that for 

the purposes of calculating relative cross sections we demand a very· 

pristine sample, so we only use those protons whose pulse height falls 

below channel 30. That's st111almost11,000 protons. looking at a magni

fied version of Figure VI-" we crudely (by_ eyeball extrapolation back of 

the "pi peak•) guess, say, 60 mesons whose pulse heights put then below 

channel 30. So the •contamlnation• is crudely 60,11,000 < lS. [This 

crude estf11111te of the contamin•tion was checked in two -.ys: _ 

i) In the histogra11 of Figure YI-6 we see about 30,300 even-is. 

It was known from DISC pressure curves that the beam .as about SS kaons. 
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So we expect about 1500 kaons, three fourths of which should be in the 

histogram of Figure VI-6 (since the DISC was known to be only about 25S 

efficient at tagging kaons). So there should be about 1,200 kaons in that 

his tog ram. 

if) When a histogram of pulse heights for a fairly clean sample of 

•one-per-.buc~et• kaons at this energy was made, ft was found that less

than 4S of these "kaons• fall below channel 30. 

In fact, this 4i figure is probably too high because the "one-per

bucket" condition cannot be perfectly applied--some low pulse height "kaons" 

are really protons (probably most, in fact). But let us keep this 4% 

figure as an upper limit. Then there are probably at most 

(.04)(1200) .., 50 kaons falling below channel 30 fn the histogram-Of tigure 

VI-6. 

We also claim that there are probably not more than five pions below 

channel 30 in that histogram. That can be seen as follows: first note that 

the pion peak is centered near channel 480. In the vicinity of channel 

880 (400 channels above the peak) we see about 1 pion every ten channels.

But the-pi distribution is Poisson, and Poisson distributions have "longer 

right tails than left tails". So in the vicintty of channel 80 (480-400) 

we expect at most 1 pion every ten ch.lnnels. Thus it would be ~ery sur

prising if there were more than five pions below channel 30. So we expect 

about 50 mesons at most under channel 30, a number not in disagreement with ' -

our original upper limit guess of 60.J 

But suppose that the p-p cross section is •sma11• in a restricted 

range of ltl (e.g., has a deep dfp thel"e, or wors~--a shallow dip there) 

where the meson-p cross section 1s relatively large. Then 1f some of the 60 
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mesons fell right in that range they could completely have dominated the 

protons there. It is true that this may only involve a limited region of 

-t, but regions with structure (like dips) are frequently the most 

interestirig regions! Even two mesons in a shallow "p-p dip" might 

completely wash it out. 

At +~00 GeV/c for p-p the situation was particularly interesting 

becasue it was not at all clear whether to expect a -dip near -t = 1.4 

(GeV/c) 2 1>r not. At 200 (GeV/c) there_ is one. At SO GeV/c there apparently 

isn't one. At 100 GeV/c other experimenters have presented evidence for 

"no dip", but we believe that evidence is poor. In fact, 1n this thesis 

we will claim that there is a shallow dip at 100 GeV/c for p-p elastic 

scatterin1~. So we had to get rid of contamination carefully. "rhe 

question is, of course, how the contamination mesons distribute themselves 

in iti. The answer to this was found by the 1listogranming -t_for a large 

mixed sample of pions and kaons. Assuming roughly equal .differential 

elastic c:ross sections for pions and kaons, it was found that for a total 

of SO contaminating kaons, one expects less than one of them to have 

-t < 1.4 (GeV/c) 2 and only about 0.5 mesons to fall into the hypothetical 

-t • 1.4 to -t a 1.6 (GeV/c) 2 "dip" region. We see that we are not in 

danger of "losing-dips". 

0. Elastic Protons at 200 GeV/c 

For +200 GeV{c, all of the 1981 runs were 11
: 8 on p" and all the 1980 

runs were •c8 on--K". The techniques used to separate protons from mesons 

were very similar to those used\for 100 GeV/c. Hence we simp_ly state 

results: 

l. The data obtained with_ •c8 on p and required to fire• was used 
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(see Chapter VII) for the nonnalization of the absolute cross section. 

There was an esti1111ted total of 795 protons under these conditions, 787 

of which fell below pulse height channel 40 and which were used for the 

ltl distributions. 

2. 200 GeV/c Protons from •ca on Kand No Fire•. 4026 protons were 

found that were considered negligibly contaminated (cut at channel 401. 

3. Other 200 GeV/c Protons. With this beam it was ~lso possible to 

salvage the protons that did not cause •c8 to fire" during the runs for 

which c8 was set on the proton mass (the existence of this class of data 

is due, of course, to the inefficiency of the differential counter). 

These protons were the "dirtiest•, but even here the contamination was 

- not bad at al 1. In fact ft was expected to be only slightly worse than 

-that of the nc8 on Kand no _fire" sample--since c8 misses 3/4 of the 

kaons! Anyway, there was another fndfre<:t method of checking the 

contamfnation--differential cross sections for pp elastic scattering at 

this energy were already-known to show dip at -t .. 1.4 (GeV/c) 2• When 

one hfstograllllled the t distributfon of events in this class one saw that 

dip! 

Ther~ were about 757 total protons in this saml>le whose pulse heights 

put them below channel 40 (and hence were used for calculating relative 

cross sections). Surnnarizing., 

Estimate of total number of protons used in nonnalfzation: 795 

Estimate of total nunmer ~f protons used to detennine -t 
distr1butions: 

_787 + 4026 + 757 • 5570 

-I 
J 
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VII. DETERMINATJOtl AND HORMALIZATJON OF DIFFERENTIAL CROSS SECTIONS, 
~IETHOO AND RESULTS 

A. Normalization* 

1. Introductory Remarks 

In order to calculate a cross section it is necessary to know the 

ratio [scattered.particles of the type desired leaving the target/incident 

particles of the proper type] for the time period during which data is 

collected. We shall write this ratio symbolically as 

"elastics/no. incident", where the meaning of the terms is self

explanatory. 

It was originally thought that the numbers of elastics found in 

Chapter VI, divided up into !ti bins, would provide the numerators of 

these ratios. Likewise, it w:is expected that the denominators would be 

had !::y simply counting the_ number of "gated beam dot C8" coincidences made 

during the relevant time period. (By "gated beam dot ~e" is meant a 

coincidence of fast-logic signals e1, e2, Ai (isl,2,3,4) ~nd c8, where 

Ai (i=l,2,3:,4) indicates the absence of a signal from any of the anti

counters an1d c8 indicates the presence of a signal -from the differential 

Cerenkov cciunter in the beam.] 

But life was not so simple as it was found experimentally that the 

ratio "elas,tics/no. incident" was a _decreasing function of instantaneous 

beam intens,ity ("flux"). The causes of this effect and the general 

met~od of r·esolving the problems that were caused by it will_be outlined 

briefly in Section A. In Section B we present the calculations of do/dt. 

*1 thank Paul Karchin for some v~ry helpful discussions on this. 
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2. Intensity Effects 

There were several causes of the intensity effect alluded to above. 

One was that the level of saturation (i.e., dead time) of the electronics 

associated with the beam scintillation counters increased with intensity. 

As a result the beam counters undercounted the nllllber of incident particles, 

the undercounting getting worse as the intensity increased. This was 

partly due to our operating the discriminators for these counters in the 

"burst-guard• mode. Phototube pulses fr9quently extended over several 

RF buckets, the result being that effects like Ntwo particles in a 

bucket• tended to dead-time out the counters. 

If this were the only effect, the ratio of elastics to •gated 

betm·Ca" would have risen as a function of incident flux. However, since 

the "gated bea11" coincidence was required for the experimental trigger, 

the n1111erator of the ratio also fell with intensity. 

The reader might then argue that the two effects should have 

cancelled out leaving a constant ratio as a function of intensity. But 

this was not the case for the following reason: Part of the intensity 

"problem" was due to "two particles in a bucket• and part was due to 

consecutive buckets being occupied. For •two in a bucket• Gated Beam 

undercounted but the trigger essentially did not (due to the relative 

_infrequency of elastic events). However, for Nconsecutive buckets• both 

undercounted. The result of these effects was nonlinearity in the 

aepar~nt n1.111ber of elastics per gated beam (•EL/GB•) as a function of 

incident intensity. The same was true for •elastics per gated beam dot 

' 

·~ 

j 

- _, 
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Then there were other effects. For example, there were complicated 

intensity dependent effects in the veto counters surrounding the target. 

(Presumably much of this was due to inelastic scattering occurring in the 

same RF bucket as elastic scattering. However, some of the inelastic 

scattering that set off the veto counters apparently even occurred during 

the RF buck.et previous to that of the elastic scattering event (in this 

case the vetos were perhaps set off by slow recoil protons from the 

inelastic scatter that didn't hit the anticounters until the bucket after 

that during which they were produced). Other elastic events were missed 

due to beam hal0-setting off the anticounters.] 

As a result, the methods of Chapter VI undercounted the- true n1.111ber 

of elastically scattered protons and antiprotons for these reasons also. 

The upshot, then, was that the ratio El/GB•CB fell with intensity--and 

in a nonlinear way. Since ideally this ratio would be independent of 

intensity, 'it was inc1.111bent upon us to determine the value of the ratio at 

zero intensjty-;."(El/GB•CB)". 

3. A True Measure of Incident FlW! 

Luckily, a three element scintillation counter hodoscope (called •the 

N hodoscope'") had been installed near the target. This hodoscope responded 

largely to hadrons produced by the inelastic scattering of beam and 

target particles. Slnce the target was only about ll>i of an interaction 

l~ngth long one did not have to worry about •sagging• in the N counters. 

Thus it was expected that the N counters would provide a true measure of 

In order to •calibrate• the N-counters, a nllllber of plots of gated 

N (coincidence of signal from an N fOunter with the absence of the logic 
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gating signal) counts per spill versus gated bea111 counts per spill were 

made. In the low intensity region (.2.!!JD these plots were linear, and the 

linear region was large enough to detena1ne the slope of such a plot at 

zero intensity to within a typical accuracy of a few percent. (For an 

ex4111Ple of such a plot, see page 90 of Paul ICirchin's thesis.) We shall 

call this zero intensity slope •(GB/GN)0•. [GN stands for counts of gated 

N, GB for counts of gated beam.] 

4. Choice of Variables 

In order to detennine (El/GB)0 one would at first suppose that he 

or she could extrapolate •backward• on a plot of (EL/GB) [no. of elastics 

per GB] versus GH per pulse. However, we remind the reader of the non-

1 inearity in such plots. On the other hand, it seemed that plots of 

"elastics per gated N" ("EL.GN") vs. GN ~re tolerably linear. This 

linearity was, of cour&e,_easier to verify for elastic w-p scattering than, 

e.g., elastic pp -scattering, due to the relative number of events. An 

example of the linearity of (EL/GN) vs~ GN for pions is shown on page 88 

of P. Karchin's thesis, where it is clainied that typical accuracy in the 

detennination of "(El•/GN)0• (elastic pions per gated N in the limit of 

zero intensity) was a few percent. Then one could get (EL/GB)0 for 

pions _by noting ~hat 

(where subscript zero refers to •zero intensity limit"). 

5. Nonnal ization for Protons--General l4ethod 

The reader may wonder why ~ are talking at all about elastic pions 

per gated beam at zero intensity when what wewant is the ratio 
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(elastic (anti)protons per gated beam] at zero intensity. However, we 

assert that the (anti)proton normalization could be obta;ned from the 

pion normalizatfon. For the negatfve beams there were many more 

elastically scattered pions than elastically scattered protons. Thus 

(~} was in general much more accurately known for pions than for 
0 

protons. We wished to take advantage of this fact. 

Before explaining the method, let us ;11ustrate the problem with an 

example. As the reader has seen, at -200 GeV/c there were only about 50 

elastically scattered ant;protons. Most of these antiprotons were 

collected "at high-intensity". Suppose that they all fall in the box 

in"'th~plot in Figure VII-1. How does one-extrapolate back to zero 

;ntensity? One makes use of the pion nonnal;zation, recalling that at 

-200 GeV/c there 1o4ere many thousands of pions obtained during the runs 

that these antiprotons were obtained. 

We now assert that .!.f. fp (the fraction of the beam that is 

(anti}protons} and £ (the efficiency of the differenti~l counte: for 

tagging (anti }protoos} are ir:idependent of intens Uy, the the fo 1-lowi ng 

formula is val id for data collected during a given set of runs with 

vary;ng intensities: 

( 
EL p J ,. [EL 11) TOT EL p TOT GB 

GB·CB o GB 0 "TOT EL " TOT BG·CB (YII.1) 

where "TOT EL 11 (p} _ the total no. of elastically scattered w's (p's) 

in the data sample (taken ~t vary;ng intensities), 

and where TOT G8 (GB CB} : the total number of GB (GB·CB} counts for the 

runs for which the same data sample was taken. 
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Figure VII-1. ITlustration of t"e problem of extrapolating back 
to zero intensity. 
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Proof: 

Let~ (w(i>)} denote the differential elastic 1rJ> + 1rJ> (pp •pp} cross 

section. Let aw(P) : l ~ ( w(ji')} dt. where j indicates an integration 
IH hot 

over the range of experimental acceptance. Then aw "' k (EaB w} and 
0 

~ = k (J8L~) , where k is a constant independent of particle species. 
p • 0 

Now, suppose the entire data collecting was done at very low 

intensity. Then it is clearly true that -

f_n_i_) ,. (EL w) 
1.~Bo 680 [

TOT EL 'jil 
TOT EL Tr"J 0 

[ 
TOT GB J 

TOT GB•CB 0 · 

But, if E and fp are independent of intensity, so is the last factor 

[ TOT GB ) l TOT GB ) 
TOT GB•CB I = _TOT GB•CB O 

The factor 

[
TOT EL 'jil 
TOT EL l!J 

(subscript I indicates 
intensity I} 

is also independent of intensity. This is true for the following reason. 

The intensity dependence of the number of elastic protons detected is, we 

recall, caused by inelastic scattering "accompanying" elastic scattering, 
-

by beam halo. and by "sagging" of the_ beam counters. But these effects 

are exactly the same for the undercounting of elastic protons as 'for the 

undercounting of elastic pions. So the ratio is independent of intensity 

and hence equation (YU.1} is proved. 

Let us define 
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1ver1ge of i;\1- A " TOT EL P - • tot GB·CB 

: TOT a ir 
TOT GB 

{EL ir) I EL If Gr 0 Gr 

Then we can rewrite (Vll.1) 

- We see what this means physically: It means that the entire curve of 

_~BP versus intensity is a -constant multiple of the-<:urve of -%f ™ 
intensity (see Figure Yil-2). 

In particular then, both curves go through their average values a~ 

the same abscissa and both curves go to zero together. {Just another way 

of saying that intensity effects are independent of particle type.) 

6. The Intensity Dependence of "&fp• 

Now-there is one possible flaw in 111 this. _That is .the possibility_ 

that t:fp depends on intensity. Then curves of {ELn/GB) vs. GM/spill 

and (ELp/GB·CB) vs. GN/spfll would" no longer be constant multiples of each 

other. We 111USt now face this possibility. 

First 1we ask .• "In what s\tuations could t:f P have depended on 

intensity?• It is clear that poor aimillCJ of the proton beam on the 

beryllf1111 "meson target•, synchrotron main ring problems, etc., could 
- -

have had no effect on & or f P. Also, since p's were so rare in the be1111 

the differential counter did not •dead-time out• at high intensity. !! 
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(Ei:) 
/<EL7T/GB) 

(ELp/GB) 

(ELp/ GB·CB) 

GATED N PER SPILL 

Figure Vll-2. Proportionality of elastic/flux curves -
(see text). 
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* is only when the AVB magnet currents or the collimator settings were 

changed that f P and c were affected. 

However, there was only a !!!l weak correlation between intensity and 

fpc. This is because. e.g., when the 1111fn ring intensity was low or the 

"meson targeting• was bad. the AVB magnet currents were turned up. At 

high main ring fntensftfes the AVB currents were often turned down. 

The result was that almost all of the intensities had the complete 

range of fj)'s. Therefore. the curve of ELp/GBCB vs. intensity was propor

tional to the curve of ELw/GB vs. intensity; however, the constant of 

proportionality involved <f"'."'E (AVB current)>(<>: average) rather than p 

f~ (zero current). 

We are not -interested in knowing this <f~>. We merely point out 

that it differs from cfp (no current). This is an advantage to using 

-other fonns for the proton normalization--lt does not contain 

fj;E explicitly. That is helpful because, e.g., ff fj) is gotten from the 

DISC curves it is obtained from a highly artificial beam and differs 

from the Ntrue• fp. Because 'P' was so small to begin with, it was not 

tnsens1tive to these changes! 

• The AVB magnets were dfpile magnets lnnediately downstream of the 
berylli1111 target that were used to select the production angle of the 
particles that went into our "M6• experimental beam line. 
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B. Calculation of Differential Cross Sections 

1. Introduction 

In general the fonnula for calculating ~ for a particular bin 

labelled by the value t
0 

is 

where 

do{t ) _ 1 {TOT ELJ n(to) o - •--"' f xf at nlAtAORT ~ 0 "tot cut kb 

pl = no. of protons per square centimeter in the target. {for 
- 24 -2 

us pl was 4.31xl0 cm J, 

At= width in !ti of the bin under consideration, 

A
0 

fractional geometrical acceptance of the apparatus at t
0

, 

R = "reconstruction efficiency" (includes effects of wire 

chamber efficiency) , 

T "transmission factor". lncHitdes effects of absorption 

in target, Cerenko~ fank, etc., and 6-rays on veto 

counters, radiative correction, etc., 

fcut • "cut correction fifctor"--associated with particle 

identification cut, 

fkb = kinematic background correction factor, and 

[1&T.c\L )
0 

• the "zero intensity 1 in1it• of the ratio of the "total" 

(i.e., integrated ~ver the -t range of the acceptance) 

no. of elastic p's (p's) obtained during a gfven period 

of data collection, divi~ed by the total nlallber of 

"GB•CB" counts recorded during this same ti111e period. 

The exact meaning of all these factor~ will become clear fn the ensuing 

discuss ion. 
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2. Transmission Factor 

a. Absorption in the Target 

We correct for this by realizing that every particle that travelled 

through the forward al"lll after undergoing scattering in the target had, in 

fact, travelled through the!!!!!!'.:!. target. Therefore, to calculate the 

fraction of elastics that were absorbed f n the target, we used 

"absorbed" 
in • a Pl 

where l ts the entire target length, and where the rest of the notation is 

obvious except for "o". That is, for "ri' should one use the total cross 

section or just the inelastic cross section? I.e., if elastic scattering 

occurs twice in the target, fs the event missed? The answer is "yes" 

(one should use the to~al-c.ross-section). 
-

[To pass the elastic cuts, ef had to be- "correct" to within a 

t~lerance on the order of its resolution. This resolution was defined by 
-4 the beam divergence and was of.order 10 radians. But, for example, 

for 100 GeY/c elastic scattering. a scattering angle of 10-4 radians 

corresponds to momentum transfer q ~ (10-4)(100) ~ .01 GeY/c, i.e. 

-t : q~ • 10-4 (GeV/c) 2• If q2 of the "second" elastic scattering had 

been much-larger than this, the event would-have failed the kinematic 

cuts. But the elastic cross section at Pl • 100 GeV/c and q2 .= 10-4 

(GeV/c) 2 has dropped less than 11 from its value a-t the optical point 

(i.e •• over 991 of elastic pp scattering at this energy has q2 ~ 10-4 

- . ' 
(GeV/c)2J. So elastic scattering had to be in!;Juded in the absorption 

correction,) 

At 100 §eV/c the total pp cross section is about 42 ml>. At 200 GeY/c 
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it is about 41.4 mb. pl• 4.3lxlo24 aa·2 then implies that the •trans

mission factor• for pp scattering is about 82S for both 100 and 200 GeV/c, 

and about 83S for pp scattering, again at either energy, where 

"transmission factor" = 1 - al)l. • •1-absorption•. 

b. Correction for Production of 6-Rays in the Target 

The problem here is the fol lowing: "knock-on• electrons were produced 

by Coulomb scattering in the liquid hydrogen target. The targ~t was 

surrounded, on 3 of its 4 faces (assuming a rectangular target, for ease 

of discussion) by aluminum plate an inch and a half thick. Outside of the 

plate were the "veto" counters. Could &-rays have penetrated the plate and 

set off the veto counters? 

The answer is technically "yes", but only a negligibly small number 

of 6-rays had enough energy to do so. 

Px {T >T0 ) =Pf [*=~"To \;.,1eV) (6-rays per meter) 

0 

for the number of· 6:rays produced per meter of target with kinetic 

energy T > T
0

. (This fonnula is obtained by integrating the fonnulalll 

for_d~~x . Here D = .31 HeV-cm2/gram and p = .071 g/cm3 for liquid 

- hydrogen. -Using the density of aluminum p • 2-70 gm/on3, 1.5 inches of 

Al implies a column den-sity of about «J.3 gm;an2, which would imply 

To ... 20 MeV. 

Now,at our beam energies 6-rays are overwhelmingly produced at small· 

with respect to the •primary hadron• travel direction that causes their . ~ - . 
production. Let a represent this angle for a given 6-ray. Then for the 

• I thank Professor J. Orear, l!!.Y thesis advisor, for reminding me .of this 
fact. 
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cases when the primary hadron is either the incident beam hadron or the 

forward elastically scattered hadron. the •path length" of the 5-ray in 

the aluminum fs essentially 1.S•tsfn& ff sine is large enough that the 

knock-on electron even encounters the Al. Since sine fs essentially 

always so small, the 4-ray coerectfon due to incident or forward 

elastically scatt~red hadronfc primaries is negligible. 

Delta rays penetrating the alumffl\1111 that were produced from the 

elastically scattered particles that headed for the recoil ann were also 

negligfble--in this case although most of ttlese 6-rays "saw" about ! .5" 

of Al, the production length fn the target was at most only 3". This 

gives an upper limit of about a 0.41 correction, 

c._Ottler Absorption Corrections 

( i) "Empty Target -Rate" '"' O. 7% 

(ii) Correction for muons and electrons - -OS (since c8 was "on p and 

had to fire• for normalized sections 

(iii ) Absorption in fo~rd ann sci nt i 11 a tors and Cerenkov mirror ,. 0% 

(C not required in track finding) 

(iv) Absorption i~ R counter ~. 11 (for plastic -scintillator, a 
-

collision length is about SS cm. For 1/4" inch thick scintillator, 

.25x2.54 OD/inch • .6 cm) 

(v) Combined absorption in air and helium [the scattered particles had 

to pass through air befpre being positively detected. _ The 

_forward scattered particle also had to pass through 100' of 

S.T.P. heli1111 in bfO heli1m bags we installed to minimize .,l_tiple 

scattering and absorption. (No absorption affecting our results 

'. 
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occurred in the He in the threshold Cerenkov counter or in the 

differential counter)] ... 4S. 

d, Radiative Correction 

Based on a study of radiative corrections applied to w-p scattering 

with the same equii:xnent and beams24 we conclude that the radiative 

correction is Si% for t ! 5 GeV/c. So we apply a 1S "correction" to all 

cross sections (there were so few events with -t ~ 5 GeV/c that the 

added inaccuracy there didn't matter much). We-include this radiative 

correction as an "absorption correction" in the transmission factor "T". 

Adding together the results of all these effects. we find that 

T s .77 for both negative beams, and 

T • .78 for both positive beams. 

3. Kinematic Background Subtraction 

The factor "f kb" depends both upon the reaction and q2• Due to 

the relative paucity of pp elastic scatters. f kb was detennined from 

the pion data (see_Paul Karchin's thesis) and then applied to tne anti

proton (and proton) data. These numbers are given in tables later ~nder 

the heading "fkb" .. 

4. Reconstruction Efficiency- Factor R 

The overall reconstruction efficiency was detennined by Monte Carlo 

methods and included the effects of chamber efficiencies that varied with 

time. This factor "R" was~ function, then. of both time and q2. As a 

result we generally consider R separatel{ for each year in which data wa~ 

taken. 

The general method for obtaining the •chamber efficiency piece• of 

I. 
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R was as follows--chambers were grouped into arrays that had as many 

members as possible.coincident with the requirement that particle tracks 

through the arrays be essentially straight lines~ (Thus, usually, an array 

could not have chambers both upstream and downstream of either analysis 

magnet(exception--see below)J If possible the array included as "members" 

hodoscope elements which particle paths M>uld int~sect. The efficiency 

of a given chamber in an array was then defined as the fraction of 

"suitable events" for which the given chamber registered a "hit" at a 

"proper position•, coincident with the requirement that!!..!. other members 

of the array also register a hit, each at 6 proper position". 

In order for the results of this scheme to truly represent chamber 

efficiencies we had to limit the deffnftfon of "suitable events" as . . 

follows: a) the event had to have, as well as could be detennined, a 

bona fide particle track (as opposed to random hits due to electronic 

noise, etc.) in each array (x !!!!iY) of the arm of the experiment whfch 

the chamber being tested belonged to; b) track segments had to meet in 

the magnets, tracks had to originate from the target, etc.; and c) there 

was required to be one and only_ one track in an array. 

By the phrase •proper position• we mean t~e following: having founa 

a bona fide track exciting each "other" member of an array, it was then 

possible to predict (assuning good chamber alignment) the expected position 

for the hit fn the chamber being tested. For the chamber to be considered 
\ 

efficient for the event fn question ft typically had t~ have a hit within 

a window o.s• wide on each sfde of the •expected position• (someti111es a 

chi-squared test was applied instead). 

The reader may i1111gfne that this procedure presented a problem for 
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detena1n1ng the effic1enc1es of the x-chambers in the recoil ann upstream 

of the analysis magnet there, since there wre only two such chambers. 

(One •other• chamber cannot define the slope of 1 track to predict a hit 

position in the chamber being tested.) This problem was solved by enlarg

ing the array to include the entire span in •z• of the recoil ann and 

then tracing rays through the magnet. (Given an x or y position and a 

slope on "side one• and a slope on •side two" of a homogeneous field magnet 

it is possible to predict an x or y position on •side two".) This was 

accomplished by using a Newton-Rapheson iteration technique. 

For most chambers two different samples of tracks were used to find 

efficiencies--tracks from elastic events that were included in cross 

section calculations (typically 'lfP elastics (Paul Karchin) and general 

inelastic tracks (myself). -Wherever feasible the efficiencies obtained 

with these two test samples were compared to each other ~nd always agreed 

to within about 2S. However, certain chambers in the recoil arm were 

positioned so that· the only elastic rays they could receive were those 

of relatively high -t. As these rays were rare, these chambers were not 

illuminated sufficiently with them to allow determination of efficiencies 

using elastics. Thus, their efficiencies were found essentially only by 

using the inelastics. 

5. Calculation of Honnalization 

a. Some Additional Notation 

~ Fenailab main ring beam intensity. 400 GeV/c during 

1980 data ru~ and 350 GeV/c during 1981 data run 

1~) 0 The ratio of •gated N• counts to •gated beam• counts, 

extrapolated to the li•it of zero intensity 

i: ,, 
t' 
k 
r 
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The ratio of the observed n111ber of elastic pions to 

gated N counts, extrapolated to the limit of zero 

intensity 

The ratio of the observed-number of elastic pions to 

gated beam counts, extrapolated to the limit of zero 

intensity. Recall f\1i)
0 

• {~)0 x [~J0 
TO\~\PAl!t~t[ > t The ratio of the total no. of elastic p's (p's) observed 

(IOT Elir )
[TOT G8 

during a running period for which ltl >t to tt:ie total 

number of •gated- beam dot Cg" counts for the same 

period. The reader will recall that this has 

essentially previously been defined as the average 

<~~1l>. 
The reader will recall that the estimated total no. of 

elastics obtafoed from a given reactfan with "ghen

conditionsN was determined either by the •number 

cut• technique or by studying the "pedestal shapeN. 

For example, for pp scattering at 100 GeV/c. the 

reader will recall that we estimated 

1411 total elastic antiprotons under the condition 

that nc8 be on jj and fire•. But; to minimize con

tamination, a much more severe pulse height cut 

(call it •pcur2•) was made. 

The ratio of the total nl.lllber of elastic pions observed -

during a pe~iod of time to the total number of gated 

beam counts observed during the same period. The 
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reader will recall that this was defined also as the 

average(~) 

The "intensity correction factor" determined fro111 

pions. Recall 

c = ~J0/~fil> 
From following data the reader will note that C 

can be as large as about 1.45. 

Fer a given reaction, the-lowest -t bin for which the 

ge<lllletrical acceptance factor was judged to-be stable 

with time (i.e., away from steep "edge effects"). 

The absolutely nonnalized cross section da(t
0
)/dt 

was calculated for this bin in this section. 

A particular "t" bin under consideration. Usually -

- defined in th4t same-way as. "t
0

" but with a somewhat 

more liberal cdterion for "stability with time". 

Usually u~ed instead of the generally more conserva

tive "t
0

" to improve statistics in determination 

of "N" (see later) before calling a particle an anti

proton (i.e., including its measured value of q2 in 

the determination of da/dt). Then, 

_ total elastic anti rotons 
fcut = tota e ast1c ant1 protons w1t pu se gt.< 

In the example alluded to above, (-100 GeV/c pp), 

f • 1411 
Cft TlV9" 

The number of elastic p's or p's that had pulse height 

less than PCUT2 and -t in the •t-bin~ labelled by "t
0

) 



N 

226 

_ TOTELp, ltl > t
0 

l 
N = c x TOT GB•CB x fcut" lf 

N was generally calculated separately for each year. 

Values were then compared. Theoretically inde

pendent of year. Deviation of values in N (called 

•t.•) obtained from year to year with tbe "same" beam 

were used to help estimate the "error" in r1. 

b. Calculation of "ff• Values 

On the next few pages we indicate the calculation of "N" values. 

Note--the only (anti)protons included 1n the calculation of N values were 

those for which "Ce was on p and required to fire". It wi 11 be noted that 
-

there are several "!:!innings" Tor +!OO GeV/c. The- reason for-this will 

become clear later when •relative" cross sections are discussed. 

- Also, for +200 GeV/c, only "1981" data Js used to detennine N since 

that was the only "CB on p and required to fire" data. 
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Table VII-I. Determination of "C" Values 
I 

Beam p ... (GeV''c) (GN] xl0-3 [Eln) 10-3 = (£Ln1"10-6 ~ l'OI Eln 10-6 • MC" "' ' liB " GN x GB . TOT GB • 
0 0 

-100 GeV/c {
4

oq 
350 

+200 GeV/c 350+ 

+loo GeV/c 
{

400 

~50 

-200 GeV/c 350 * 
(

400 

350~~~· 

.190 

. 182 

.303 

.230 

. 194 

.253 

.231 

.230 

5.65 

5.81 

.248 

4.50 

'5.25 

.788 

.996 

.996 

1.07 

1.06 

7. 51 

1.04 

1.02 

. 199 

.230 

.229 

0.740 

0.782 
I 

0.0549 

0.752 

0.792 

0.168 
0. 171 
0.164 

l.45 

1.35 

1.37 

1.37 

1.29 

1. 18 
1.35 
1.40 

I 

*conditions between (a) and (b) slightly different--a priori N values will differ, so 
1 calculate separately. 

+p~ s 400 GeV/c fpr +200 GeV/c scattering not included since no running done with 
"Cs on p". 

N 
N 
...... 



Table Vll-Z. Detenn1nat1on of "N" Values, Comparison of Years 

Beam Pt (GeV/c) NC",. (TOT Elg(or p!, ltl :>~*,. "f • tNRN. 
T T GB· B cut 

"ff•,.10-7 
A 

{400 
1.45 

443:t:4.B'l ++,"'* 1411 .969 '·", 1 2.10,.10• ~ 
-100 GeV/c 6.5S 

350 1.35 1509:t:Z. 6S ++ 5816 .955 Z.3Z 9.30,.10• "Sm" 

+ZOO GeV/c 350 1.37 
547:t:4.3S +++ 795 .941 .365 2.20,.1011 m 

r 1.37 31Z:t:S'.7S ++ ( .973f1 .990 3.24 } 1.37x10' 
+100 GeV/c 

871:t:3.4S ++ 
5.9S 

N 
8tnn1ng A I 

( .965f 1 . 963 350 1.Z9 3.43 
N 

only ' 3.53x10' 
Oii 

13:t:Z8S +++ 
400 1. 18 0.304xl01 1.0 .933 0.54 

350(a)+ 1.J5 11 :t:30S +++ 
-ZOO GeV/c 0.292,.10• 1.0 .916 0.55 ...Z5S 

1, +++ 
350(b)+ 1.40 8:t:35S 1:0 .946 0.44 o.260x10' 

{400 1.37 461:t:5S (. 973)'" 1 • 99 4.79} agree w1thtn 1.37,.10' 
+100 GeV/c stattst1ca 1 

81nn1ngs 350 I 1.Z9 1ZOO:t:Z.9S ( .965)'" 1 . 96 4173 error .e.c,o 3.53x10' I 
I 
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Footnotes for Table VII.2: 

I 
* Error listed in nlill!rator is "statistical error• in number of 

events 
+ Conditions between (a) and (b) slightly different--a priori N 

values will differ, so calculate separately. 

** I.e., 443 out of 1399 p's had -t ~ 0.6 (GeV/c) 2 at 
++ ta 0.6 (GeV/c) 2 

+++ t a 0.9 (Ge'V/c) 2 

6 % deviation in "N" values indicated, defined as 
[(the greatest N over the least N) - l]/100. 



Beam 

-100 GeV/c 

+100 GR.V/c, 
(binning 
"A" ,.Pnly) 

+200 GR.V/F 

-200 GeV/c 

+100 GeV/c 
(binnings 
"B". "c·. 
and "D") 

, d ( I ) 
Table Vll.3. Calculation of d~ to (absolute normalization) 

"N"•lO-~" n(t
0

)/TOTELp.Jtl>t6 
f A(t

0
) t T " (plflt)-l t fkb •ti (t•to) (ci)V 

2.32t4S (1
3
~0
6
9) 1 51'.+ .• 0048 .77 2.32xlo-24 .996 (3.60:t7S)xlo-29 

** 543++.o 
2.32xlo-24 ( 1. 3416S)x l0-28 3.38 14i -- :t4t .0035 .78 .995 

1183++ I 

.365:t4l 2208:t7i 
547 .0064 .78 2.32xlo-24 .988 (6.96 :t8S)x10·30 

** 1 v'· ++ · *** 2.32xlo•24 ( 6. 9:t 34S)x 10-JO .52 :tl2% 
32 :t32S .0072 .77 .988 

4.75** 4l 42815-.,+++.++ 
.0042 .78 2.32xlo-24 .995 (8. 71:t 7S)x 10·29 

1661++ I I 
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Footnotes for Table VIl.3: 

* 
+ 

** 

++ 

t:. 

0 

6 

*** 

+++ 

IJ 

2 . 
"t

0
" is 0.7-0.8 (GeV/c) bin. 

Only 1981 data inCluded in this--accuracy of that "sufficient". 

Weighted average (by number of events observed) of the yearly 
values. 

_Total, both years. 

Error quoted is from numerator only, since error in denominator 
is already included in detennination of "N". 

"t
0

" is 0.6-0.7 (GeV/c) 2 bin. 

"t
0

" is 0.9-1.0 (GeV/c) 2 bin. 

No "high pressure events", no "non-nonnalizable events" in either 
numerator or denominator. 

"t " is 0.65-0.75 (GeV/c) 2 bin. _o . 
In all cases except +200 GeV/c, error in "N" is estimated -from value 

oft:. on page 228. Error in [n(t
0

)/TOT .•. ]is then detennined f 
from statistical error in numerator only, since error in ¥ 
denominator is already included in detennination of "N". Final ~ 

fractional error on * (t
0

) is then obtained as quadrature ~ 
addition of fractional errors in N, [n(t0 )/TOT ••. ], A(t0 ), T.~ I 
(plt:.t)-1, fkb(t0 ). The author realizes this is a conservative .. ,··.-
procedure. 
For +200 GeV/c, error in N is estimated to be ±4S, then same 
proc~dure is app l i ed. i 
Estimates of errors in factors A( t 0 ). T, (pLAtr 

1
• f kb ( t 0 ) ~re ~·· 

ass-urned to be ±2%, tlS, ±lS, ±lS, respectively, for all "t
0

" r> 

values used. ~· 



232 

Comnent on Errors and Accuracy of the Nonnalization: 

We have already remar.ked that the typical accuracy in the detennina

tion of factors like (GH/GB)0 and (Eb/GH)0 was a few percent. Therefore 

the normalization •N• values cannot, of course, be accurate to more than 

•a few percent• no matter how many elastic p's (p's) are used. 

It is noticed that the agreement between •N• values for. e.g .• -100 

GeY/c is good--(~,.. 6.51 is within expected statistical error). Since 

there were more total elastic pp events in 1981, the weighted average was 

very near the 1981 value--therefore, for simplicity we normalized using 

only the 1981 data for -100 GeY/c. For other data a weighted average of 

the "N" values for the two years was used. In general the agreement of 

the "N" values for different years and the "same" beam 1111s as good as could 

be expeited . 

- A moment's reflection about previously existing data and statistical 

accuracy of this data will convince the reader that there was no point _ 

in Mnonnalizing" to better than 101 accuracy anyway. That being so. -..e 

were then free to choose the normalization bin •t
0

• with a somewhat more 

conservative attitude toward acceptance fluctuations "near the edge" 

than we_ had in choosing •t• previously--here we merely needed the highest 

-t bin with more than about a hundred events. With this in mind the cal-
da (t•t ) 

culation of _ dt 0 is completed on the next page for all cases. 

1 
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6. Calculation of da/dt for the Entire -t Range and Results 

a. Fonnula and Notation 

Once the "absolutely nonnalized" cross section fs known for any 

-t bin, it is possible to calculate the cross section for all other 

bins simply by comparing relative numbers of events, relative geometrical 

acceptance factors, etc. In particular, for "bin t"', 

Here, 
do( t

0
) 

n--

n(t') 

"absolutely nonnalizedH cross section for bin centered 

on ltl = t
0 

= "total" number of events observed in -t bin labelled 

by "the va-lue t'. By "to_tal number of eventsH we mean 

all elastic pp or pp events obtained under any operating 

condition of the di!ferential Cerenkov counter that were 

considered (Chapter VI) to be •sufficiently" free of 

contamination (e.g., include •c
8 

on K and no fire" 

events if they were deemed okay in Chapter YI). 

"total" number of events in -t bin labelled by the value 

t0 . Note that this fs different than the "n(t
0

)" 

def~ned previously--that involved a more restricted 

sample. 

_ratio of product of \geometrical acceptance factor and 

reconstruction efficien~ for bin labelled by •t
0

• 

to that for bin labelled by •t••. 
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fkb(t',t0 ) •kinematic background correction factor for bin labelled by 

(•t .. , •t
0

•) 

frc(t',t0 ) •radiative correction factor for bin labelled by 

(•t••, •t
0 
•) 

• ratfo of •b1n width" (in -t) for bin labelled by •t
0 

• to 

that for bin labelled by t' 

b. Results -

On the following pages we give the calculations and results. In 

the tables, by the phrase •stat err• we shall mean "statistical error". 

(The fractional statistical error was calculated as l/ln\tT, where n(t) 

was the "total• number of events in the bin (this time after slight 

background subtraction). 

In the columns "Other 1• and/or_ •other 2• ~e list values_of cr~ss 

section for the same process and same bin- obtained by- •others". 

iaent1ties of the uothers• can be found in the references. 

The 

1 
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Table YII.4. c 1 1 i f do - - * ** a cu at on o dt for pp+ pp at 100 GeY/c, Sample •A• • 

t E(t
0

) fkb(t•) do(t
0

) 
I 

~ ~ = 3~{t) :1: stat e~r1 (cm2) tt 
·+ 

-t )( tTt'J )( ' )( 

~ 
)( Other l +· 

0 fkb(to) 

0.55 1696/471 2.05 I .995/ .995 (3.60:1:7i) 1. (2.66:1:0.06)><10-28 (2.5:!:0.5)><10-28 
x10-29cm2 

0.65 940/471 1.38 .995/. 995 1. (9.91:1:0.32)><10- 29 ( 6. 9:1:3. > ><10- 29 

0.75 471/471 1.00 .995/ .995 1. (3.60±0.17)><10-29 
I (5.4:!:1.6)><10-29 

0.85 287/471 . 793 .996/.995 1. (l.74:1:0.lO)x10· 29 (9.0:!:8.4)><10- 30 

0.95 138/471 .64J .996/.995 1. (6.76:1:0.57)><10-30 (4.6±6.4)><10-30 

l .'05 ' 59/471 .542 .996/.995 l • (2.44:1:0.31)><10- 30 

1.15 j7/471 .469 .996/.995 1. (6.07±1.5) ><lo- 31 

l.25 4/471 .410 . 996/. 995 1. (1.25±0.62)"10-31 "1 
w 

(5.77:1:4.0) ><lo-32 U\ 

1.35 2/471 .379 I • 996/ .995 1. 
1.50 0/471 .3~9 .996/.995 .5 ud+) • 1.29><lo-32 

1, 1.70 3/471 .282 .996/.995 .5 (3.22:1:1.8) ><10-~2 

1.90 3/471 .243 .995/.995 .5 (2.78tl.6) x10-32 

2.10 4/471 .214 '.994/.995 .5 (3.26tl.6) ><lo-32 

2.30 4/471 .189 .990/.995 .5 (2.88:1:1.4) ><lo-32 

2.40 1/471 .175 .987/ .995 I }. (1.33:1:1.3) ><lo- 32 
I 

I 



Footnotes for Table VII.4: 

* 

t 

** 
tt 

Sample •A• includes only •c8 on p and fire• events. 

uuLu means Mupper limit• 

"t • is -t a 0.7-0.8 (GeV/c)2 bin 
0 

I statistical error is determined as l//riTtT. The reader should 
realize that there is an additional systematic •nonnalization" 
error of up to !71 from determination of do/dt (t0 ). 

C. W. Akerlof et al •• Phys. Rev. 014. 1 (1976). Some_of the 
cross sectiai'ls and errors listed""Tn this column were obtained 
by logarithmic-interpolation of Akerlof's numbers. Errors 
listed are statistical only. There is an additional systematic 
nonnalization error not listed. 
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+ 
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t 

tt+t-
0.7 1.0 1.2 1.5 1.7 2.0 2.2 

-t (GeV/c)2 

figure Vll-3. Results for:~ (pp .. pp) at 100 GeV/c, Sample "A• _ 

(see text and Table Vll.4). 
! 
i 
I 

i 
l 
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Table VI I. 5. 1 do - - * ** Ca culat1on of dt for pp+ pp at 100 GeV/c, Sample "B" • 

~ 
E(t0 ) fkb(t') do( t

0
) At ' 

-t )( 

tTtf x f kb(to) 
)( 

~ 
)( x£f •' ~~( t) utat err (cm2) tt Other 1·t 

0 
3.60t7S I 

(9.72±0.3) xlo-29 (6.9t3. )xlo-29 0.65 1021/522 1.38 .995/.995 xl0.;.29cm2 1 . 

0.75 522/522 1.00 .995/.995 1. (3.60t0.16)xl0-29 (5.4tl.6)xlo-29 

0.85 323/522 .793 I ,996/ ,995 1. (1.76t0.10)>el0-29 (9.0t8.4)xlo-30 

0.95 154/522 .643 .996/.995 1. (6.81tO.SS)xl0-3o . (4.6t6.4)xlo- 30 

LOS 67/522 .542 .996/.995 . 1. (2.50t0.30)x10-3o 
1.15 22/522 .469 .996/.995 1. (7.09tl.49)xlo-31 

1.25 5/522 .410 • 996/.995 1 . (1.4lt0.63)xl0-31 

1.35 -2/522 .379 .996/.995 1. ( ) -32 5.21t3.70 xlO N 

(1.16tl.16)xl0-32 w 
1.50 1/522 .339 .996/.995 .5 co 

1.70 3/522 .282 .996/.995 .5 (2.91tl.69)xlo-32 

1.90 4/522 .243 .995/.995 .5 (3.34tl.67)xl0-32 

2.10 5/522 .214 .994/.995 .5 (3.68tl.65)><10-32 

2.30 5/522 .189 .990/.995 .5 (3.25tl.46)xlo- 32 

2.40 1/522 .175 .987/.995 1. (1.20tl.20)xl0-32 

_,...,._......:"". __ , ...... ~ ·--............. _.. 
,' !• 

( 
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Footnotes for Tab 1 e VI I. s: 

* Sample "B" includes uce on K and no fire• events as well as the 
"Ce on p and f;reu events included 1n Sample "A" (as per 
Section IV). 

*"* "t
0

" is -t • 0.7-0.B (GeV/c) 2 bin. 

tt S statistical error is detennined as 1//rlTtf. The reader should 
realize that there is an additional systematic "nonnalization" 
error of up to t7S from determination of da/dt (t0 ). 

i c. W. Akerlof et al., Phys. Rev. 014, 1 (1976). Some of the 
cross sections and errors listed-rn this column were obtained 
by logarithnic interpolation of Akerlof's numbers. Errors 

-listed are statistical only. There is an additional systematic 
normalization error not listed. 
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• 
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+ 

N + 
u ..... + > 
~ -30 
~ 10 t N 

0 
~ 

10
31 tt ~ ..... 

0 
~ 

1032 
tt-++ 

o:s 1.0 1.5 2.0 "2:-5 
-t (GeV/c)2 

Figure VII-4. Results for ~(pp .. pp) at 100 GeV/c. sample "S-
(see text ana-rable VII.5). · -
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Table VI 1.6. Calculation of ~~ for pp-+ PP at 200 GeV/c 

m!J 
E(t

0
) fkb(t~) do( t

0
) 6t d I 2 t+ 

11 -t )( tTtf )( fkb(to) "a-r- >< 6t~ = d~ :1: stat err (cm ) 
0 

.95 1424/1424 ' . 988/ .'988 (6.96:t8i) (6.96:1:0.18)><10-JO .. 
x10·30cm2 1.05 801/1424 .766 .988/.988 (3.00:1:0. 11)><10·30 

1. 15 330/1424 .631 .988/.988 (1.02:1:0.05)><10"30 

1. 25 124/1424 . 551 .988/.988 '(3.34:1:0.29) ><lo- 31 

1.35 425/1424 .491. .988/.988 (1.02:1:0.15)><10- 31 

1.45 16.7/1424 .453 .988/.988 (3.7b:1:0.86)><1o- 32 

(3.22:1:0.78)><10- 32 N 1. 55 15.8/14241 .418 .987/.988 ~ 

1.65 10.9/1424 .390 .987/.988 (2.08:1:0.59)><10-32 

1. 75 17 /1424 .355 ' .986/. 988 i (2.94:1:0.70)><10-32 

1.85 l2/1424 .330 .984( 988 (5.14:1:0.86)><10-32 
I 

(4.03:1:0.76)><10- 32 1.95 27 /1424 .307 .982/ .988 
'2.05 36/1424 .291 .980/.988 (5.08:t:0.81)x10-32 

I 

(4.37:1:0.74)xlo-32 2.15 33/1424 .274 .977/.988 
2.25 16/ 1424 .261 .973/.988 (2.01:1:0.48)x10-32 

I 

(2.65:1:0.53)xlo-32 2.35 23/1424 .241 .967/.988 
2.45 27/1424 .232 .959/.988 (2.97:1:0.57)><10-32 

2.55 17/1424 .223 .947/.988 (1.78:1:0.43)><10-32 

2.65 16/1424 .213 .930/.988 (1.57:1:0.39)><10-32 

2.75 19/1424 .202 .905/.988 (1.72t0.40)•10- 32 

2.85 18/1424 .197 .867/.988 (1.52:1:0.36)><10- 32 



Table VJl.6 (continued) 

I 

-t 
E(t

0
) fkb(t') da(t0 ) 6t0 da 

(C112)tt *!r )( -rrrr .. fkb(to) )( ar- >< Xt' • dt t stat err 0 I 

I (6.96±8%) 
(8.48±2.6) >Clo-33 2.95 II /1424 . 193 .807/ .988 >Cl0·30cm2 1, 

9/1424 .189 .807/.988(6) (6.79t2.3) >Clo- 33 (6) 3.05 
3. 15 5114Z4 .185 .750/ .9881(6) (3.43t1.s1 )(10-l3t6) 
3.25 12/1424 .182 .707/.988 (7.64t2.2) M10• 33 

3.35 6/1424 .179 .707/.988 (3.76t1.5) )(10·33 

3.45 I 7 /1424 .177 .707/.988 I (4:33t1.6) )(10· 33 
I 

3.55 7/1424 .175 . 85/. 988 (6) (5.15t1.9) .. ,o-33 
N 

(3.92±118) >Clo- 33 iC 3.65 5/1424 .173 .917/ .9881 1 
3.75 3/1424 .170 .917/.988 l (2.31tl.3) >Clo-33 

4.0 4/1424 . 167 • 9l7/i988 1/4 (7.6 t3.8) xlo·34 

( ) -34 4.55 4/1424 .159 .9,17/ .988 1/7 4.1 t2.l ><10 
5.45 3/ 1424 • 147 .917/.988 1/11 ( ) -34 1.8 tl.O MlO 
6.55 l/1424 .135 o 917 /, 988 I 1/11 (5.6 t5.6) >Clo- 35 

8. J,5 1/1424 .126 .917/ .988 1/21 (2,7 t2.7) Mlo• 35 

10.25 0/1424 .136 • 917 /. 988 I 1/21 upper limit • 2.9>Clo·35 

I 
(6) may be inaccurate by t7S due to guess of fkb(t')/fkb(t

0
) 

I 

tt s statistical error ts determined as l//iiftT. The reader should realize that there is an 
additional systematic "normalization" error of up to t7% frOlll determination of da/dt (t ) 

' 0 
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T~ble Vll,7. CalcuJation of'* for pp+ pp at 100 GeV/c. Binning MA" • 

*!r 
E(t

0
) fkb(t') do( t ) l1t d 

-t " mT " fkb(to) " r.: " MJ • d~ t stat err (cm2)tt 
0 

.55 4103/2091 1.47 .995/.995 ( l. 34t6S) 1.0 (3.87tQ.06)>Cl0-28 

.65 209112091 1.00 .995/.995 xlo-28 1.0 (1.34t0.03)>Cl0-28 

.75 1140/2091 '.729 .995/.995 1.0 (S.35t0.15)"~o-29 

.85 637/2091 .5~7 .995/.995 1.0 ( 2. 32t0. 09)'"l0-29 

.95 27712091 .466 .995/.995 1.0 (8.27t0.48)>C10-30 

1.05 122/2091 .386 .995/.995 1.0 (3.02t0.28)"10- 30 

1. TS 56.7/2091 '.331 .995/.995 1.0 (1.2lt0.16)•10-30 

1.25 27 .1/2091 .294 .995/.995 l.O (5.15t0.96)"10-31 N 

(1.98t0.6) •10· 311 t 1.35 11.5/2091 .266 .995/.995 1.0 
1.45 3. 7 /2091 .241 •. 995/ .995 1.0 (5.6 t2.9) "10·32 

1.55 4.8/2091 .222 .995/ .995 1.0 (6.7 t3.0) •10-32 

t.65 6.812091 .204 .995/.995 1.0 (8.8 ±3.3) ·10·32 

1. 75 6.912091 .188 .995/ .995, 1.0 (8.2 t3.l) •lo-32 

1.85 10.912091 .174 .995/.995 1.0 (1.2210.36)•10-31 

1.95 4/2091 .. 162 .995/.995 1.0 (4.15±2.0l)xl0-32 

2.05 6/2091 I .154 .994/.995 1.0 (5.92±2.3) •lo-32 
1, 2.15 5/2091 .145 .993/ .995 1.0 (4.64±2.0) •1

1

0-32 
I 

(3.5 tl.7) •10· 32 2.25 412091 .136 .991/.995 1.0 
2.35 412091 .127 .989/.995 1.0 (3.2 tl.6) "lo-32 

2.50 3/2091 .121 • 986/. 995 0.5 (1.2 t0.66)x10·32 

* includes •11 +100 GeV/c protons from Sec. 1IV exlhpt "CS on P•and no ffre". 
tt S statfstfcal error fs determined as l/li\{t'T. e rea er should realize that there is an 

addttfonal systematic MnormaHzatfon" error of up to t7S from determfnatfon of do/dt (t ) 
' 0 



~1,un .1C1~/.~~5 - 1.0 (l.2 tf:6) 1e10-·" -
2.50 l/2091 .121 .986/.995 0.5 (1.2 t0.66)1e10-32 

• tnc:ludes all +100 GeV/c protons fn.~ec. IV exf~pt "Ce on 'P and no fire•. 
tt I 1t1ttsttc1l error ts deter11tned as 1//iiftT, e re1aer should realize that there ts an 

addtttonal 1y1te1111ttc "nonn1ltzatton" error of up to t71 from deter11tn1tton of cla/dt (t
0
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Table VJJ.8. ~ . Calculation of (ff for pp+ pp at 100 GeV/c. B1nn1ng •e• 

~ 
E(t

0
) fkb(t') do( t0 ) • tit0 da , 

(cm2)tt -t " tttT" fkb(to) 11 ~ 11 W • dt 1 stlt err 
0 

.60 2961/1596 1.41 .995/.995 (8.711~S) '1.0 (2.2710.04)xlo-28 

.70 1596/1596 1.00 .995/.995 xJo-29cm-2 
(8.71t0.21)xl0-29 1.0 

.80 847/1596 .756 .995/.995 1.0 (3.48t0.12)xl0-29 

.90 433/1596 ,.670 .995/ .995 1.0 (1.4210.07)xlo·29 

1.0 174/1596 .so1 .995/.995 1.0 (4.731D.3S)x10·30 

1. l 86/1596 .423 .995/.995 1.0 (J. 98±0.21 )x10·30 

1.2 42/1596 .369 .995/.995 1.0 (8.4211.2s)x10·31 

1.1"" 17.3/1596 .331 .995/.995 1.0 (3.11±0.74)1110-31 

1.4 4.6/1596 .JOO .995/. 9~5 l.O (7.49i3.41)xlO-l2 N 

~ 1.5 2.7/1596 .274 .995/ .995 1.0 (4.02t2.39)xlo-32 

1.6 7.8/1596 .252 .995/.995 1.0 (1.0710,37)1110-31 

1.7 719/1596 1232 .995/.995 1.0 (9.9513.45)1110-32 
I 

(4.S 12.J) x10· 32 1.8 3.9/1596 .214 .995/.995 1.0 
1.9 10/1596 .199 .995/. 995 1.0 (1.08t0,JJ)x10·31 

2.0 7/1596 .187 .994/.995 1.0 (7.1212.61)1110·32 

2.1 1/1596 .177 .993/.995 1.0 (9.6119.6) x10-33 

I 2.2 5/1596 .167 .992/.995 1.0 (4.5312.0) x10·32 

2.3 8/1596 .,156 .990/.995 1.0 (6.75±2.4) •lo-32 

2.45 2/1596 .146 .986/.995 0.5 (7.9516. ) xur33 
I 

• rebinned • No "~a on P and no fire• data. 
•t

0
• • -t • 0.7-0.8 bin ' . 

tt s statistical errdr 1s detennined u 1//RftT. The reader should realize that there ts an 
additional systematic "normalizat1o~" error of up to 17S from detenn1nation of do/dt (t

0
) 
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0.75 1.0 1.25 

t ttt++ t t+ 

1.5 1.15 2.0 225 2.5 
-t (GeV/c)2 

· do 
Figure Vll·7 ._ Results for dt (pp• pp) at 100 GeV/c, Binning "B" 

(see text and Table VIl.B). 



Table Vll.9. •£vent Types•, -200 GeV/c 

, -t,(Gev)2 1980 "normal 1981 "·1·. n.p. • hi-pres,"'* h1-pres,tt 
c ~ressure" 1 nnn • nnn 1 n.n.'!- 314-368 369-374 total :t stat err 

0.9-1.0 ~ 5 0 1 3 14:t27S 
1.0-1. 1 1 4 'o 2 0 7:t38S L l-1.2 1 1 0 1 0 3:t58S 
1.2-1.7 I 0 0 0 0 0 0 

·ri.7-1.8 l ltlOOS 

J 1.8-2. l 0 0 0 0 0 0 
2.l-2.2 1 l:tlOOS 

u-2-2.l l 1:t lOOS ] 2.3-2.S 0 0 0 0 0 0 
2.5.2.6 0 0 ' 0 0 ltlOOS 
2.6-2.7 0 0 0 0 0 0 N 

t I r-7-2.8 0 1 0 0 0 l:tlOOS 

J 
2.8-3.2 0 0 0 0 0 0 
3.2-3.3 0 0 0 1 0 ltlOOS 
3.3-3.4 0 0 0 0 0 0 

e-4-3.8 0 0 0 0 0 0 

J 3.8-3.9 1 0 0 0 0 l:tlOOS 
3.9-4.0 0 l 0 0 0 l:tlOOS 

Grand Total • 32 events, 

t:>0.9 (GeV/c) 2 
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Footnotes for Table Vll.9: 
6 brackets indicate binning used in thts thesis for calculation of ~ 

* events gathered during 1980 ll981) •normal• Cerenkov tank pressure 
running. Ho runs with attenuator problems. etc. (i.e., 
nnn - •no non-normalizable" data) 

t 

** 
tt 

events gathered during "nonnal pressure• period but •non-
normal izable"--due to attenuator problems during these runs, 
slightly different trigger conditions, no multiplicity veto, etc. 

data gathered during "high Cerenkov pressure" period - runs 314-368 

data gathered during uncertain Cerenkov pressure period - runs 
369-374 
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Ta~le VI I. 10. Calculation of~ (pp ... pp) at 200 GeV/c. 

-t 
~ E(t0 ) 

)( 
fkb(t') da( t

0
) Mo 

• ~( t) :1: stat err +t (cm2) (GeV/c) 2 0 )( trtr fkb(to1 
)( Gt )( 

~ 

0.95 14/14 I. .988/.988 (6.9:t:34%) I. (6.9:1:~ .e)xlo-30 
xlo-30 cm2 

1.05 7/14 .78 .988/.988 I. (2.7tl.0)><10-30 

I I. IS 3/14 .65 .988/.988 I. (9.6:1:S.S)1<l0-31 

1.45 0/14 ' .48 .988/.988 0.2 Upper limit • (4.7xio·32) 

1.95 2/14 .33 .982/.988 0.2 (6.5:t:4,6)x10-32 

2.45 '2/14 .24 .959/.988 0.2 {4.6:t:3.3)xl0-32 

3.05 2/14 .zo .85*/,988 0.14 ( 2. 2:t:l .6)xJO-l2 

3.75 2/14 • 17 
I 

.85*/.988 0.14 
I 

(Z.O:t:l .4)><10·32 

4.45 0/14 .16 ,9)7/ ,988 I 0.14 Upper limit• (1.02xl0-32 ) 

I * Estimate :1:10% 

++ % statistical error is determined as 1//iiftT. The reader should realize that there is an 
additional systematic "norma11ut1on" er~or of up to t7'1 fr0111 determinatio11 of da/dt (t0 ) 

·-- .. ___ _ 
Ii.lb 1 • I:• 1!J fl ldfl &A "'*44 · ·~· 

--

N 

"' 0 



1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 
-t (GeV/c)2 

-
Figure Vll-8. da - -Results for dt (pp• pp) at 200 GeV/c (see text and 

Table YII.10). 
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C. Discussion of Results 

(f) +200 GeV/c - Checking the Experiment 

The existence of the -t 11s 1.4 (GeV/c)2 dip in pp scattering has. of 

course, been known for sane time. In Figure VII-9 we compare a preliminary 

version of our +200 GeV/c data with ea~lier pp data obtained at the same 

energy by Faissler et l'l.1) 5 and by Fidecaro et al. 116 The 1greement is 

good, and with this important check satisfied we have confidence in our 

other results. 

(ff) -100 GeV/c - New Result 

As we have mentioned, in 1980 a dip 1n pp elastic scattering was 

first reported, also near -t • 1.4 GeV/c, with SO GeV/c incident anti

protons. The reader wtll note from our-data that the dip is also present, 

at about the same value of -t, with 100 GeV/c incident antiprotons. 

We note that the papers of Asa'd et al. 18 and Fearnley117 constitute 

the only other published indications of a pp dip at high energy; however, 

we recall that dips were seen in much lower energy pp scattering near 

-t • 0.8 (GeV/c) 2 and -t • 2.2 (GeV/c)2• (We remind the reader that 
- - - 2 - -

according to the Cho.u-Yang model the -t • 1.4_(GeV/c) dip is the older 

-t • 0.8 (GeV/c) 2 dip moved out to larger -t because of the decrease of 

the pp total cross section. [However, recently (June 1983) news117 has 

been announced of a dip in j)p scattering at 30 GeV/c Mar -t • 1.7 GeV/c, 

contrary to expectations in the 'chou-Yang mode 1 .-] 

As far as the position of the pp dip in -t ~t our energies, the 

similarity of otot(pp) and otot(j)p) predict (again, ~hou-Yang model) 

nearly the s-.e position for the 'PP dip at 100 GeV/c as the pp-dip 

at ISR energies. Indeed, within our statistical accuracy we 
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• 0 • This Eiperiment 
• 

1630 0 ~ Faissler et al. 

• o Fidecaro et al. 

a 
1031 • 

t\ 200 GeVlc_-
~ 

~ 
1632 :::> 

) cu 
(!) -...... 

N e 1633 

~I 
(,) 

- b1-'"O '"O 

1634 i~ 

~ ~ 
1635 
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1036 
0 2 4 6 8 12 

-t (GeV/c) 2 

Figure VII-9. Comparison of preliminary +200 GeV/c data with those 
of Fafssler et al. (rei. 115) and Fidecaro et al. (ref. 
116) [from ref. 101]. 
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cannot discern any difference in the position of the dip between -100 

GeV/c pp scattering and +200 GeV/c pp scattering or between -100 GeV/c pp 

scattering and -50 GeV/c pp scattering. In Figure VII-10 we show a 

comparison of a preliminary version of our -100 GeV/c data with that of 

Asa'd et al. (SO GeV/c). 

(iii) -200 GeV/c - New Result 

Although our 200 GeV/c pp data is of poorer statistical accuracy 

than our 100 GeV/c data, they are also consistent with a dip in the same 

region of -t. As with -100 GeV/c, no previous data has been published 

at this energy for this range of -t. 

In Figure lII-11 we show a comparison of preliminary ~ers1ons of 

the data present~ in this thesis for pp ela}tic scattering at 100 G!V/c, 

pp elastic scattering at 200 GeV/c, and pp elastic scattering at 200 

GeV/c. There is no statistically significant difference between any of 

these cross sections in our range of -t. -

(iv} +100 GeV/c - Possible New Feature 

Previous measurements of elastic p-p scattering for our range of 

moment ... transfer have been made at 100 GeV/c. But none show any -

evidence of a dip near -t • 1.4 GeV/c. For example, an experiment 

done at Fennilab by a Rochester-Imperial College-Fennilab collaboration13 

showed no dip near -t • 1.4 GeV/c up to an incid~nt energy of about 150 

GeV/c. But our data inay show s?"t evidence for such a dip. 

The issue is potentially importalTt as 1t may hint as to w1!4tre an 

energy threshold for •new physics• beings. Certainly within the context 

of several of the models aientiorHtd ih Chapter I it is very interesting. 

IJ 
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context Figure VII-10. Comparison of SO GeV/c pp data of Asa'd et al. 
(reference 18) with preliminary version of our 

es ting. 100 GeV/c pp data. (From reference 101.) 
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• 
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•PP 100 GeV/C 
• PP 200 Ge VIC 
• PP 200 GeV/C 

10-34.._ __________ ..... ______ ~_, __ ,__ __ _ 
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;.t (GeV/c) 

figure YII-11. Coq>arison of p~linrtnary vers1oM of data presented 
in__ this thesis for cases indicated. (From reference 
101.) 
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For example. it sets the energy scale for the onset of geometrical (not 

Chou-Yang) scaling. It also says something interesting about the ratio 

of the real part to the imaginary part of the scattering amplitude. 

This provides a check. e.g., on both conventional and Mder1vative" dis

persion relations. We feel that it also has something interesting to 

say about the energy dependence of the absorptivity of the quark-quark 

scattering amplitude. But for here and now we refrain from speculation 

on this. 

In F1g_ure YII-12 we show a comparison of a preliminary version of 

our 100 GeV/c pp data with that of Akerlof et al.12 Note the •dip region". -
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Figure VII-12. Comparison of preliminary version of +100 GeV/c 
data presented in thfs thesis with that of 
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