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ABSTRACT 

We have investigated the coherent reaction 

n+ + (A,Z) + n+no + (A,Z) on three nuclear targets (carbon, 

copper and lead) at an incident momentum of 200 GeV. The 

mass spectrum was found to be dominated by 

production. A fit was performed on the line shape of the 

+ p 

+ p 

and the values of 770 MeV for the mass and 150 MeV for the 

total width were found. The t distributions were analyzed 

allowing a small amount of hadronic production to interfere 

with the dominant electromagnetic production of the p+. A new 

value for the radiative width , r(p++n+y), of 60±4 KeV was 

extracted. This value is in reasonable agreement with that 

expected from VDM, SU(3) and non-relativistic quark model 

arguments. 
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Chapter I 

Introduction and Theory 

In this thesis we report our measurement of the 

radiative width rcp++n+y). The measurement was carried out 

through a study of the coherent reaction 

n+ + (A,Z) + p+ + (A,Z) 

~ w+no 

(1.1) 

where (A,Z) represents targets of different atomic mass and 

atomic number. The theoretical framework needed to 

understand the above reaction is discussed in this chapter. 

In Chapter II the experimental apparatus is described and 

Chapter III details the reconstruction process and the 

resolution obtained in the ·different elements of the 

spectrometer. The Monte Carlo model used to· simulate the 

experiment is described in Chapter IV, and in Chapter V the 

normalization of the production cross section is described. 

In Chapter VI we present our analysis of Reaction (1.1) and 

extract a value for rcp++n+y). 
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A. Theory of Radiative Decays 

Rates for radiative transitions of the form 

v + p + y (1. 2) 

can be unde~stood theoretically by application of the Vector 

Dominance Model(VOM), SU(3) flavor symmetry, and the quark 

model. In the above reaction, V stands for vector meson and 

P for pseudoscalar meson. Attempts to understand r~diative 

transitions of this type will be described in this chapter. 

~. VOM and SU(3) 

• 
In the Vector Dominance Model, the vector mesons p,oo, 

and ' couple to the same electromagnetic current as the 

photon. [l] Using the vector meson-photon couplings,the 

electromagnetic current jµ can be written 

(1.3) 

Pµ(x) ,ooµ(x), and 'µCx) are the field operators for the 

neutral p meson, oo meson, and ' meson respectively. The 

vector meson couplings are defined by 
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1 
gpy = - (l.4a) 

Yp 

sinev 
(l.4b) g ooy • 

l'l'yy 

cosev 
(l.4c) g41Y • 

.l:ryy 

In the limit of 50(3) symmetry,yp•Yy. The angle 0v describes 

the mixing of the 00-41 system. The physical oo and 41 states 

are defined in terms of the octetCoo8) and singlet(001) members 

of the I•Y•O members of the 50(3) representation. [2] 

(l.Sb) 
• 

For the case of "ideal mixing", 9v•tan-1Cl//2). Ideal mixing 

leaves the 41 as a pure s§ state and leaves the oo with no 

strange component. 

are in the ratios 

For ideal mixing the coupling constants 

2 2 2 gpy : g 00y : g41y • 9 : 1 2 ( 1. 6) 

Osing these couplings the widths for various radiative decays 

can be related. (See Figure 1) For example, ignoring phase 

space factors, 
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Figure l 

Ml 

Figure 2 

Figure 3 
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1 
= - (1. 7) 

9 

S0(3) invariance of the strong and electromagnetic 

interactions leads to the following relations among the 

processes of the form V+P+y [3] 

g l 

Further relations are possible by using o-spin. [4] 

The photon is a o-spin scalar and thus conserves o-spin. 

Within a S0(3) multiplet, conservation of a-spin means 

conservation of charge. 

(l.9) 

In the above relations, 9 describes the vector 

octet-pseudoscalar octet-y coupling{V8P8 Y)and g 1 describes 

the vector singlet-pseudoscalar octet-y couplingcv1p8y). Note 

that many more relationships among S0(3) processes are 

provided by S0{3) symmetry than shown above. I have merely 
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mentioned the ones germane to a comparison of the p++~+Y and 

w0+~0y decays. A comparison is usually made to the w0 

radiative width since it is one of the larg~st and easiest to 

measure. 

In terms of these couplings the radiative widths are 

given by the formula [3] 

(l.lOa) 

(l.lOb) 

By again assuming ideal mixing, the w~y and ~~Y couplings can 

be writt.en 

1 
gw~y = - (2g1+g) 

3 

12 
g~~y = 

(l.lla) 

(l.llb) 

By invoking nonet symmetry (g=g 1 , suggeste<:) by the sma·11ness 

of the ~+~y decay) , the above relations simplify to 

= 0 

(l.12a) 

(l.12b) 



Thus 

r < P + •11' + y) 

r ( wo+1foy) 

-7-

1 
.95•- = 

9 
.106 ( 1. 13) 

Note that since the p and w mesons are close in mass , the 

phase space factor contributes little to the ratio. The 
. . 

value of 1/9 was also found earlier using VDM arguments. 

The P1TY coupling can also be related to the 11'0 yy 

coupling, again using vector dominance. [5] If one photon 

from the rr0 couples to the p0 , isospin requires the other to 

couple to the isoscalar vector meson(w or ~). Thus, we can 
0 

write 

(1.14) 

Assuming ideal mixing· and nonet symmetry and using the 

relations (1.8), (l.12a), and (l.12b), we have 

(1.15) 

The 1f0 +yy width can be written 
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4 

so using (1.lOa) we have 

rcp++ir+y> 

r ( 1TO+yy) 

16 k_ 3 'Y 2 
= -(-) 2 

3 m1T 4ira 

(1.16) 

(1.17) 

where k has the same definition as before. The process 

p0 +e+e- can be used measure 'Yp2_/4ir." The width can be written 

[6] 

ira2 
= ....._ m 

3 p 
. 1 2 (1+ 2me 2, (1- 4me 2, 1/2 
'Yp m 2 m 2 p p 

(1.18) 

In the Particle Data Book, r(pO+e+e-)=6.58±0.69 kev. 

Therefore yp 2/4ir=0.52. Also in the Particle Data Book 

1TO+yy=7. 86±0. 55 ev. [7] Substituting these numbers in 

(1.17), we obtain for r(p++ir+y) a value of 59±8 KeV. 

A.2 Quark Model 

In the 50(3) quark model, mesons consist of bound 

states of quarks and anti-quarks. [8] Thus both the p+ and 

ir+ mesons can be considered to be composed of an up(charge 

+2/3, spin 1/2) and an antidown quark(charge 1/3, spin 1/2). 
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The two mesons have the same quark content 

distinguised by their spin wave functions. In the 

two spins are parallel, leading to a total spin of 

'IT+, the two spins are anti-parallel for a composite 

and 

1. 

+ p , 

In 

spin 

are 

the 

the 

of 

o. As shown in Figure 2, the process p++11+y can be 

considered as a spin flip or magnetic dipole transition. 

Magnetic dipole , or -Ml, transitions have ~ long history of 

application in atomic physics [9] and were applied to 

radiative decays of vector mesons at an early stage of 

development of the quark model. [10] The following section 

outlines a treatment of the Ml transition in the 

non-relativistic quark model. [11] 

The s-matrix in a relativistic, covariant treatment 

of the decay V+P+y can be written. 

(1.19) 

k is the 4-momentum of the photon, kp the 4-momentum of the 

pseudoscalar meson, and kv the 4-momentum of the vector 

meson. The matrix element Tfi has the following relationship 

with the invariant Feynman amplitude mfi 



= 
mf i 

(2k2E 2E )l/2 
v p 

-10-

(1.20) 

The decay rate r in the rest frame of V can be constructed by 

squaring Tfi and summing over final states 

(1.21) 

In a non-relativistic treatment the bound state wave funtions 

are normalized in.a non-covariant way by <'fl'i>=ofi and the 

amplit~de for the reaction li>+lf>+y i~ denoted by eM/1(2k). 

If we now make an approximation and set this amplitude equal 

to Tfi 

or 

eM 

1(2k) = (2k2E 2E ) 1/ 2 
v p 

Substituting into Equation (1.21) 

( 1. 22) 

( 1. 23) 

(1.24) 
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where 

(1.25) 

and 

(1.26) 

In the long wavelength limit the matrix element M can 

be written 

+ + + eM • llqeqa•(kx e:) + terms which vanish if the 
parity remains unchanged 

(1.27) 

Now expanding 

(1.28) 

and substituting(and averaging over initial spins) 

(1.29) 
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The usual assumption made at this point is that the V and P 

spatial wave funtions have a perfect overlap(although 

attempts have been made to allow the overlap integral to be 

less than unity[12]). Setting µq=µp and evaluating the above 

matrix elements-we have for the decays w0 +rr0 y and p++rr+y 

4 . E 
r(w0 +rrOy) = -ak 3 µ 2(-2') {l.30a) 

3 w p 
mW 

4 E 
r ( p++rr+y) .. -ak 2 µ 2 c-2' > (l.30b) 

27 p p 
mp 

Substituting the values kw=--~79 Gev and kp=.372 Gev and 

µp=-.00149 Mev-1 we have 

E 
r(w0 +ir0 y) .. 1.17 c-!> (MeV) (l.3la) 

mW 

E 
r ( p++rr+y) .. 0.123 c.2> (MeV) (l.3lb) 

mp 

Alternatively, we can allow the quark magi:ietic 

moments to be determined by the magnetic moments of the 

proton, neutron and lambda. The quark magnetic moment can be 

written 
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(l.32) 

where is the gyromagnetic ratio of the quark and mq is 

the mass of the quark. Assuming pointlike behavior(gq=l), we 

can obtain(from the proton, neutron and lambda moments) 

1 l 
= .00148 Mev- 1 µu = -= (l.33a) 

2mu 2(338) 

1 1 
= .00155 Mev-1 µd • -= (l.33b) 

2md 2 ( 322) 

The radiative widths of the w0 and p+ then can be written 

4 
k 3 

2 1 E'IT r (wo+'lfoy) --a C-:µu+-µd) 2 - fl.34a) w 3 3 3 mW 

4 2 1 2 E'IT 
rcp++'lf+Y> • -a 'k 3. (-µ - -µd) - (l.34b) 

3 p 3 u 3 mp 

or ,substituting, 

r ( w0 +ir0 y) • 1.198 
E'IT 

(MeV) (l.35a) -
mW 

r c p++lf+y> = 0.111 
Err 

(MeV) (l.35b) -
mp 



-14-

Now the phase space factor Ep/mv was introduced 

earlier in Equation (1.24) when the non-relativistic 

approximation was made. It was pointed out in the original 

calculation [10] that this factor would be replaced by unity 

if . the relativistically invar ian·t form of the VPy vertex was 

used. Setting En/mp and En/m00 to.l we arrive at a value for 

rcw0 +n°y) of 1.17 MeV and for r(p++n+y of 123 KeV . for the 

case µq=llp· If we allow symmetry breaking(mu~md), we obtain 

r(wO+nOy)=l.198 MeV and r(p++n+y)=lll KeV. The above values 

for r{wO+nOy) are close to the value observed in early 

experiments. [13] As pointed out by O'Donnell in Reference 

3, the non-relativistic calculation neglects any recoil(k=O) 

and it should hold only if mn=m
00 

or equivalently En/mv=1. 

osing physical masses for w0 +n°y and p++n+y, En/mv(P or 

w)=0.52. Thus the non-relativistic quark model predictions of 

r{p++n+y) and r(wO+nOy) drop by a factor of 2 if the physical 

masses are used. 

Some of the ambiguity is removed if a comparison of 

the two widths r(w0 +n°y) and r(p++n+y) is made. Since the 

two masses are very similar ,any phase space factor must be 

very similar. The ratio is 

rcp++n+y) 

r(wO+nOy) 
= 0.105 

for no symmetry breaking and 

( 1. 36) 
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for symmetry breaking allowed. 

(1.37) 

Using one of the latest 

estimates for r(wO+irOy) Of 789±82 KeV [14], we Obtain an 

estimate for r(p++ir+y) of 83±10 KeV for the unbroken symmetry 

case and 73±8 Kev for the broken symmetry case. 

The first measurement of the radiative width of the p 

meson(using the Primakoff effect and a negative pion beam) 

found a value for rcp-+ir-y) of 35±10 kev. [15] This is about 

a factor of 2-2.5 ·less than that predicted from the 

rcp-+ir-y)/rcw0 +ir0 y) ratio. A reanalysis of the experiment 

has suggested that the presence of A2 exchange in the serong 

production mechanism could substantially alter the value of 

the extracted radiative width. [16] A remeasurement in 1978 

(Experiment E272) obtained the value r(p-+ir-y)m71±7 KeV, much 

closer to that predicted from the above arguments. [171 

Considering the relativistic nature of the quarks in 

the light mesons, it seems remarkable that a non-relativistic 

quark model treatment provides as good agreement as it does. 

It has been mentioned that in the bag model treatment of 

mesons, the boundary conditions force the "large" component 

of the wave function to dominate over the "small" component 

throughout the interior of the bag. [18] This is just the 
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approximation used in Sjorken and Drell to take the 

non-relativistic limit of a relativistic theory. [19] The 

success of the non-relativistic quark model treatment may be 

due to this. 

B. p+ Production 

The rate for the transition w0 +n°y is high enough, 

and the background low enough for a direct measurement of 

The width for the transition 

p++n+n° is known to be approximately 150 MeV. If we estimate 

rcp++n+y) to be 100 KeV (on the high side), we obtain 

Background from the copious 
• 

p++n+n° decay mode(where one of the photons from the n° can 

be lost) makes a direct measurement of the p++n+y decay very 

difficult. A direct search for p-+n-y decays was reported, 

and after background subtraction no evidence was found for 

radiative decays. [20] An upper limit was quoted for 

600 kev. The ynp coupling could. also be measured in 

principle in the reaction y+p+p0 +p. [21] However, in the 

.analysis, the one-pion exchange contribution has to be 

distinguished from competing mechanisms. The situation is 

very model dependent and unclear. 
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Primakoff suggested that the n° lifetime could be 

measured in coherent n° photoproduction experiments, in which 

the nuclear Coulomb field is used as a target. [22] Since 

that time the Primakoff mechanism has been used in several 

experiments to measure n° and n° lifetimes. ·[23] This 

mechanism also has application to the measurement of 

radiative widths of the form of Reaction {1.2) 

v + p + y {1.2). 

by using the inverse reaction 

p + y + v (1.38) 

in which the pseudoscalar meson couples to a virtual photon 

from the nuclear Coulomb field. The reaction n++y+p++n+n° is 

shown schematically in Figure 3a·. Coherent production can 

also proceed through hadronic exchange, as shown in Figure 

3b, so a clean extraction of the radiative width involves 

separating the Primakoff (or Coulomb) and hadronic 

contributions. In the rest of this chapter, the 

characteristics and relative rates for coherent Coulomb and 

strong production will be derived. 

B.l Kinematics and Selection Rules 
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Coherent processes are those in which the final 

nuclear state coincides with the initial nuclear ground 

state. [24] The production amplitude on the nucleus is a 

superposition of the production amplitudes of each individual 

nucleon. 

Consider the reaction 

a + A + a* + A' (1.39) 

where a is the incident particle, a* the produced particle 

and A and A' the initial· and final states of the nucleus, 

respectively. The kinematics of Reaction (1.39) are 

illustrated in Figure 4a. 

The process can be described 

Mandelstam variables. 

with · the usual 

s = (center of mass energy)2 = (Pa+PA) 2 = (Pa*+PA•) 2 

(l.40a) 

lql2 = qz2 + qt2 

t • ~q2 

(l.40b) 

(l.40c) 

(l.40d) 

qz and qt are the components of the 3-vector momentum 
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transfer parallel to and perpendicular to the original beam 

direction. (Note that t intrinsical~y is a negative number. 

However, for the purposes of discussion, ·it is more 

convenient to consider it as being positive.) For high s and 

low t, the regime being considered here, t channel exchanges 

predominate. [25] 

The minimum momentum transfer possible, tmini can be 

written 

tmin • -<Imin
2 

(m .2-m 2) 2 a a 

The longitudinal momentum transfer , qz, is small. 

Thus, we can write 

t' • lt-tminl 

·= qt2 

(l.4la) 

(l.4lb) 

(1.42) 

(l.43a) 

(l.43b) 

By the uncertainty principle, we expect typical 

momentum transfers ~or coherent interactions to assume values 
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corresponding to dimensions of the nuclear radius(l.lAl/
3 

fermi )' or greater. Thus 

he 0.2 

. q : qt ~ l.lAl/3: Al/3 (GeV) (1.44) 

For a lead nucleus, q~35 MeV/c. The kinetic energy of the 

recoiling nucleus, given by q
0

=q2/2mA, then is 3 MeV. 

Nuclear targets have an advantage over hydrogen 

targets in that many exchange mechanisms are enhanced or 

suppressed on nuclei, if the nucleus remains in its ground 

state. [26] For example, any amplitude proportional to the 

net spin of the nucleus is relatively small, since for large 

nuclei J<<A1 likewise any contributions proportional to net 

isospin are reduced since roughly the same numbers of protons 

and neutrons are present in the nucleus. 

For meson induced coherent reactions on a spin zero 

nucleus, certain selection rules can be derived as a 

consequence o~ parity and angular momentum conservation. For 

production in the forward direction, only changes in parity 

between a and a* (in Equation (l.39)) of the form (-1)! are 

allowed. These processes involve production of the 

"unnatural parity" states of spin-parity JP=o-,1+,2-,3+, ••• 

Away from the forward direction, parity changes of the form 
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(-1) 1+1 are also allowed. Exchanges of this sort involve 

h .. . d P- + -elicity flip with the exchange obects having J =l ,2 ,3 •.• 

Coherent p+ meson production involves exchanges of this type. 

G-parity conservation limits the allowed strong 

exchan9e mechanisms for coherent dipion final states produced 

by incident pions. The selection rule can be written 

GaGa*Gexchange=+l. One immediate consequence of this rule is 

that dipion final states cannot be produced diffractively(by 

the exchange of the vacuum quantum numbers or Pomeron 

exchange). In Coulomb production of dipion states, G-parity 

conservation allows only the isoscalar part of the photon to 

couple to ·the yvp vertex(the isoscalar part of the photon has 

G•-1,the isovector part of the photon has G•+l). 

Strong processes with I•l exchanges are possible, but 

as mentioned previously, are suppressed in nuclei due to 

partial cancellation of .contributions from protons(isospin 

up) and neutrons(isospin down). It is thus expected that w 

will dominate over 

The generalized Pauli principle requires that the 

isotopic spin of the dipion final state· be even for even 

relative angular momentum and odd for odd relative angular 

momentum. From this and the above discussion it can be 
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concluded that coherently produced dipion states will 

predominately be found in states with I=l and JP=1-,3-,s- ••• 

The decay characteristics of coherently produced p+ 

mesons can be determined from the properties of the possible 

exchange particles, y and w0 • In Figure 4b, Reaction (1.1) is 

depicted in the rest frame of the p+ meson. If we regard the 

incident pion as a plane wave, we can expand it in terms of 

the spherical harmonic wave functions. The photon has two 

possible helicity states, ±1. The spin of the produced p+ 

must then either point along or opposite the direction of the 

incident pion. A similar argument can be made for w0 

exchange(but in this case three helicity states are possible 
• 

though the state with zero projection cannot couple to a . 
plane wave to form a p+). 

A reference frame useful in describing coherent 

production is the Gottfried-Jackson frame, the definition of 

which is provided in Figure 4c. [27] The charged pion from 

the p++v+vo_ decay should exhibit an angular distribution 

characterized by 1Yyce,$)+Yilce,$) 12 or sin2e sin2$. In 

Figure 4d the s channel helicity frame is defined. For 

Coulomb production at high energy, the . two frames are 

practically identical. 

B.2 Coulomb Production 
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The cross section for the Coulomb production of a 

state a* with mass min the reaction a+A+a*+A' can be written 

(in the high energy limit) as [28] 

dcr 

dtdm2 --
'IT 

(1.45) 

z is the nuclear charge,a the fine structure constant, ma the 

mass of the incident particle and Fem(t) the electromagnetic 

form factor. Fem(t) has been modified to take into account 

the nuclear absorption of the incoming and outgoing states. 

(This will be discussed in more detail in Chapter VI. ) 

er (m2) is the total crosa section for the reaction a+y+a* at y • 

* a y-a center of mass energy Ecm=m. If the final state a is a 

single particle of mass m,cry<m2) can be written 

* * r (a +a+y) r Ca +X) 

(m-m >2 + cr/2) 2 
0 

(1.46) 

Ja is the spin of the incident particle, Ja* the spin of the 

* outgoing particle, m
0 

is the resonance mass of a , and k is 

the momentum of the photon in the center of mass system of 

* a • k ,again, can be written 

k - (1.47) 
2m 
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rca*+ay) is the mass dependent partial width(See Chapter VI) 

* * for the reaction a +a+y and r(a +X) is the mass dependent 

* partial width for the reaction a +X where X is the final 

* state of a that is measured experimentally. (For 

* + + 0 a =p ,x=n n • ) The factor of r in the denominator refers to 

the total width of * a • Substituting Equation (1.46) 

Equation ·cl.45), we obtain 

da 
--• = 4naz

2 

dtdm2 

1 

Integrating over m2 

2J *+l 
( a ) 
2Ja+l 

r;2 

da 2J *+l m2 
- . ( a ) 

2Ja+l 
f-(m_2 ___ m_2_)_3 

a dt 

l r;2 

* * r (a +ay) r (a +X) 

t-t . min 
t2 

r 

* * r (a +ay) r (a +X) 

r 

into 

(1.48) 

(l.49) 

If we make the narrow resonance assumption, the features Of 

the above formula become more transparen~. 

1 r;2 
= t5(m-m

0
) 

n <m-m >2+cr/2) 2 
0 

For r<<m 
0 

(1.50) 
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If rCa*+X)~r {true for the p+ case) Equation (1.49) becomes 

( 1. 51) 

where the radiative width r 0 is evaluated at the resonance 

mass m0 • (The above approximation will be discussed in more 

detail in Chapter VI} • 

Some important features of Coulomb pro~uction can be 

deduced from Equation 1.51: 

1. The diffential cross section is sharply peaked at 

low t due to the presence of the photon propagator 

2. 

l/t2. The cross section vanishes at t=t . {a min 

consequence of current conservation for the 

electromagnetic field [29]), rises rapidly with t to 

peak at t•2tminr and then falls roughly as l/t. The 

peak position is almost independent of target 

nucleus, i.e. , the form factor varies much more 

slowly with t than the photon propagator term does. 

From Equation 

approaches O as 

(l.4lb) 

l/IPal2. 

it 

For 

is 

an 

seen that 

incident 

tmin 

pion 
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momentum of 200 GeV, tmin for p+ production (at 770 

MeV) is approximately 2x10-6 Gev2• 

3. The height of the peak is proportional to z2 1Pa1 2 • 

4. As !Pal approaches infinity, the integrate¢! cross. 

section increases as z2 log I Pal. This is due to the 

decrease of tmin with increasing momentum. 

s. For high incident momentum most of the coherent 

Coulomb production takes place at values of q(•lltl> 

corresponding to distances larger than the nuclear 

radius. For q•l2 qmin we can write 

he .28p 
b = = (1.52) 

where b is the impact parameter. For p+ production 

at the resonance mass at an incident momentum of 200 

Gev, b•56 fermi. The radius of a lead nucleus is 

approximately 7 fermi(l.lAl/3). Thus the behavior of 

the differential cross section will not be 

particularly sensitive to the parameters chosen to 

describe the form factor. 

B.3 Strong Production and Total Cross Section 
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As mentioned previously, coherent production can also 

proceed by hadronic exchange. For p+ production from 

incident pions, w0 exchange predominates. The differential 

cross section can be parameterized in the form [30] 

da 
=- A2C s lt-tminl (1.53) 

dt 

where A is the atomic weight, Cs is a parameter describing 

the strength of the process on a singie nucleon, and Fh(t) is 

the hadronic form factor modified to include initial and 

final state absorption. Some of the germane characteristics 

of the above cross section are listed below: 

1. The behavior of the factor Cs can be determined from 

Regge theory. cs, for w0 exchange, should fall 

linearly with the incident momentum, that is , Cs ~ 

l/lprr+I. Thus the integrated hadronic cross section 

roughly falls as l/lprr+l. The integrated cross 

section for Coulomb production was found to increase 

as loglprr+I. Thus at high enough energies Coulomb 

production will predominate over strong production. 

2. In the forward direction the square of the hadronic 

form factor varies roughly as e-bt where b=R2/4, R 

being the nuclear radius~ Substituting this form of 
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into Equation (1.53) enables us to 

determine the behavior with t of the differential 

cross section. The cross section vanishes in the 

forward direction(t•tmin>, rises to a peak at t=4/R2 

and then falls due to the depressing effect of the 

form factor. 

The shape of the strong cross section is roughly 

independent of energy. Since the Coulomb cross 

section peaks at t•2tmin and tmin a + 2 l/ I p'll'+ I , the 

separation in t of the Coulomb and strong 

contributions will be greater at higher energies. 

For a lead target at 200 GeV/c, the Coulomb term 

peaks at t•4xlo-6 Gev2 and the strong term at t•.003 

Gev2. The separation is better for lower A since the 

peak of the strong cross section falls with the 

square of the nuclear radius. 

. . 
4. The strong cross section is more sensitive to the 

parameters used to describe the nucleus than the 

Coulomb cross section. The hadronic form factor, 

Fh(t), was calculated with an optical model(see 

Chapter VI) in which the nuclear density is taken to 

be the same as the charge density. In the absence 

of absorption the effective A-dependence of the 

integrated cross section becomes A2/3. Absorption 
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effects reduce the strong cross section even 

further. Since Coulomb production increases as z2 , 

the ratio of Coulomb to strong contributions will 

increase with heavier nuclei. 

The Coulomb and strong amplitudes can interfere. The 

total cross section must then be written in the form 

(1.54) 

where da/dt(Coulomb)=ITcl2 and da/dt(strong>=ITsl2 and~ is 

the relative phase between the two amplitudes. This 

equation, smeared by the observed resolution, was used for 

the experimental fits to the observed p+ t distributions. 

There were three. parameters in the fit: the p+ radiative 

width r 
0 

( p++'ll'+y) , the_ parameter Cs for w0 exchange, and the 
. 

relative phase ~. The fitting process will be described in 

more detail in Chapter VI. 



Chapter II 

Experimental Setup 

A. General Considerations 

Characteristics of the reaction we wished to measure 

n+ + (A,Z) + l+ + (A,Z) 

+ 0 n n 

(l.l) 

placed strong constraints on the design of the apparatus for 

this experiment. The size of the total cross section.for 

this reaction can be estimated by integrating the theoretical 

differential cross section Equation (1.54), over t. At 200 

GeV incident momentum, using a value for the radiative 

width of 70 Kev, one obtains about l.O millibarn(mb). The 

total n+ Pb cross-section at 200 GeV ia about 2000 mb. Thus 

the reaction of interest corresponds to about 0.05% of the 

total cross-section. Therefore, one very important 

consideration in the design of the experiment was that a 

trigger be devised to select only the small fraction of the 

total interactions that were of interest. 

-31-
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An unambiguous extraction of the radiative width 

requires an adequate separation of the two coherent 

contributions, Coulomb and strong. As discussed in Chapter 

I, the two processes dominate in different t regions; the 

Coulomb process at very small t and the strong process at 

moderate t. The experimental resolution smears out the 

theoretical t distribution and thereby produces an ambiguity 

in the size of the two contributions. The experiment was 

designed to have good resolution in t so as to permit a clean 

extraction of the radiative width. The desire for optimal t 

resolution led. to two constraints: because multiple Coulomb 

scattering in the target leads to a degradation of 

resolution, only thin targets could be used, and, in order to 

determine the t of the reaction, high precision detectors 

·were needed to measure the positions and· energies. of the 

decay products. The first constraint ~ecessitated that the 

targets were kept to a few tenths of a radiation length; the 

second constraint meant that a magnetic spectrometer, 

equipped with drift wire chambers and a fine-grained liquid 

argon calorimeter, was necessary for adequate measurement. 

In the following sections the design and operation of the 

E272 spectrometer will be discussed in more detail. 

B. Be~ 
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The experiment was conducted in the Ml-East beamline 

at Fermilab. The Ml-East beam originated in interactions of 

400 GeV primary protons with a 38 cm (1.25 interaction 

lengths) beryllium target. A secondary positive beam of 200 

GeV momentum was transported down to our experiment. The 

momentum spread of the beam was ±1% and the maximum 

acceptanc.e for the tune which we used was approximately 2 

microsteradians. During our experiment the production angle 

for the Ml beam varied from 1.9 milliradians to 3.6 

milliradians ' with most of the data taken at angles less 

than 2.S milliradians. 

The Ml beam was a standard 3-stage beam [31]. The 

first stage provided dispersion for momentum selection. The 

second stage recombined the momentum, while the third stage 

provided a SO m long parallel section which could be used for 

identifying particles using differential Cerenkov counters. 

A schematic of the beamline ,along with ray traces of 

selected beam particles, is shown in F.igure s. 

At its nominal production angle of 3.6 mrad and at a 

momentum of +-200 GeV, the Ml beam was composed of 2.Si K+, 

14.0% ~+, and 83.5% p. (These percentages refer to 

measurements 400 m downstream of the production target. 

[32]) In this experiment, however, the Ml beamline was run 

under somewhat different conditions then in previous 
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experiments. A 1978 run of E272 used a 156 GeV negative 

beam to extract a precision measurement of the radiative 

width r(p-+n-y). The radiative width *- -r(K +K y) was also 

measured during this run. However, due to the low kaon flux 

in the beam, a precision measurement was not possible. 

Because of the nature of the spectrometer it was undesireable 

to run at intensities greater ~ban 106 particles/second. To 

increase the number of kaons in the beam and yet keep the 

intensity reasonably low, it was decided to place a beryllium 

absorber at the first focus in the Ml beami'ine. The proton 

absorption cross section on beryllium is larger than either 

the pion or kaon absorption cross-section. The effect of the 

placement of the beryllium in the beamline was to produce an 

enhancement of the K+ fraction,and to a somewhat .lesser 
• 

extent of the n+ fraction in the beam. [33] A positive beam 

was chosen because the ratio of the absorption cross section 

for the majority particle(proton) to the kaon absorption 

cross section is larger than the ratio of the pion(majority 

particle in negative beam} absorption cross section to the 

kaon absorption cross section, and also because the initial 

positive kaon flux is larger than the negative kaon flux. 

The beryllium absorber.consisted of 4 metal blocks, 

lOcm x lOcm in cross-section, ranging in length from 15 cm to 

125 cm. Any combination of the four could be remotely 

inserted into the beam providing a maximum absorber length of 
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221 cm. The beryllium was placed at the momentum dispersed 

focus to minimize the effect of multiple scattering in the 

absorber. For a monochromatic beam, the divergence at this 

focus was ±0.4 mrad in the bending plane and ±0.8 mrad in the 

vertical plane. Multiple scattering of the beam through 2 m 

of beryllium contributed only 0.2 mrad rms to the divergence 

in each plane. Nevertheless effects of the increased 

multiple 

response 

scattering 

of the 

could be 

downstream 

discerned in the 

Cerenkov ·counters. 

degraded 

Slight 

adjustments were required .in the beam optics whenever the 

absorber length was changed. 

In Figure 6 are shown·the beam fractions of pions, 

kaonh, and protons for a 3.6±0.45 mrad (with Pt=720±90 MeV) 

production angle as a function of absorber length. Figure 7 

shows the beam fraction for two beryllium absorber lengths as 

a function of transverse momentum at the production target. 

The tagging of incident beam particles was achieved 

with two differential Cerenkov counters, Kl and K2, and one 

threshold Cerenkov counter, K3. (See Figure 5) Counters Kl 

and K2 were located in the "parallel" section of the beam 

which consisted of the region between 305 m and 360 m. In 

this region the beam had a small angular divergence. Counter 

K3 was located in the beam region between 378 m and 408 m. 

Counter Kl was 32.3 m long and was sensitive to Cerenkov 
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radiation ~t an angle of 7.5 mrad. Counter K2 was 16.2 m 

long and was sensitive to radiation at an angle of 15 mrad. 

Both counters had two concentric rings of 6 phototubes to 

view the radiated light. The outer ring ,available to be 

used as a veto,was not needed in this experiment. Signals 

from adjacent phototubes of the inner ring were combined to 

form three logic signals. Identification of a beam particle 

then required either a 2 fold or a 3 fold coincidence of 

these logic signals. 

Counter K3 (30 m long) had two phototubes, one of 

which was sensitive to light at angles less· than 7.5 mrad and 

one which was sensitive to light emitted at angles greater 

than 7.5 mrad. Positive identification of a beam particle 

required that a signal from the inner phototube not be 

accompanied by a signal from the outer phototube. 

Helium was used as the radiating medium for all 3 

Cerenkov counters. The pressures in the counters were 

adjusted so that Kl was used to identify kaons, K2 to 

identify pions and K3 to identify p~otons. Pressure curves 

for the three counters are shown in Figures 8, 9, and 10. 

These curves were taken with 1.2 m of beryllium in the 

beamline. (B in the figure captions is for beam particle,the 

definition of which will be provided in Section F). 
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Figure 8 shows the pressure curve for Kl for 2-fold 

and 3-fold coincidences. During the run, a compromise had to 

be struck between maximizing the kaon flux by inserting more 

beryllium and between maintaining good efficiency in Cerenkov 

tagging. As a result of this compromise, Kl was somewhat 

inefficient. For a 2-fold coincidence the counter was 

approximately 97% efficient, independent of absorber 

thickness. The 3-fold coincidence, however, was only 80% 

efficient using 2.1 m of beryllium compared to 90% using no 

absorber. Present under the kaon peak is a pion 

contamination of about 1.5%. The K2 counter was 98% 

efficient using 2.1 m of beryllium. There was a 0.5% 

contamination of kaons under the pion peak • The pion and 
• 

kaon separations were more than adequate for this experiment. 

Corrections for the above mentioned contaminations were 

applied in the calculation of decay rates and cross sections. 

The sundry beamline elements were controlled through 

a Fermilab computer system,a control console for which was 

p~esent in the experimental trailer. The beam spot size 

could be monitored using several integrating wire· chambers 

located at various spots in the beam line. The beam 

intensity could be contr9lled by using horizontal and 

vertical collimators present at several locations in the 

beamline. Primarily, it was collimator C4V,located at the 

first focus, that was used to alter the intensity. The beam 
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flux varied in the experiment from 2-sx10 5 particles/second. 

The main accelerator control provided a series of reference 

times for the experimenters to indicate the beginning and end 

of "flattop", the period of extraction of the primary beam. 

These reference times were used to gate the experimental 

electronics. 

C~ Targets 

Three nuclear ~argets were used in this experiment: 

carbon, copper, and lead. The three targets were chosen to 

cover a range.of A and z so as to examine the Coulomb and 

strong production mechanisms in regimes of different relative 

strength. The properties of these targets are shown in Table 

I. The targets were 3.75 cm by 3.43 cm in their transverse 

dimensions, and were glued in place in a lucite holder for 

ease of handling. A balance was struck in the selection of 

the target thickness between the desire for high data rate 

and the desire to keep the number of radiation lengths to a 

minimum. As mentioned previously, multiple scattering in the 

target contributes substantially to the t resolution of the 

experiment and, in fact, was the dominant contribution in the 

case of the copper target. There will be mo~e discussion of 

this point in Chapter VI. 

D. Particle Detection 



Table I 

Properties of the Targets 

Target Atomic Atomic Thickness. 2 Number of Number .of A/(N
0

pt) 
Number Weight (cm) ·(gm/cm ) radiation collisiQn 

lengths lengths (Barns) 

I 

c 6 12.01 2.550±.003 4.395±.004 0.103±.0001 0.075±.00007 4.538±.004 ~ 
• Ul 

I 

Cu .29 63.54 0.638±.003 5.66±.006 0.441±.0005 0.068±.00007 18.622±.020 

Pb 82 207 .19 0.124±.003 1.378±.002 0.216±.0003 0.012±.00002 249.68±.362 

* for nucleons 
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The final state of Reaction (1.1) consisted of one 

charged pion and two photons from the decay of the neutral 

pion. Particles were detected using the spectrometer shown 

in Figure 11. The spectrometer consisted of two sets of 

proportional chambers, one set of drift chambers and a liquid 

argon calorimeter. 

D.l Charged Particles 

Charged particles were detected with two sets of 

proportional chambers and one set of drift chambers. 

Immediately upstream of the target were two multiwire 

proportional chambers, Jl and J2, which were used to define 

incident beam tracks. Jl and J2 each consisted of 4 wire 

planes, 2 measuring X position and 2 measuring Y position. 

The wire separation for each plane was 1 mm, but each .plane 

in X and Y was staggered with respect to the other, providing 

in an effective wire spacing of 0.5 mm. In this way an 

angular resolution of ±0.015 mrad was achieved for beam 

tracks. Signals from one X plane in each of Jl and J2 were 

·used for on-line event selection in a low-level trigger 

processor(See Section E). 

Each of the proportional chambers PlX,PlY and P2 also 

had two staggered planes. The wire spacing on each plane was 

2.5 mm, leading to an effective separation of 1.25 mm. PlX 
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and P2 measured the X position of charged particles while PlY 

measured the Y position. Signals from PlX were also used for 

the trigger processor mentioned above. 

There were 24 drift chamber · planes arranged in 4 

groups, Ol-04. 01 and 02 were upstream of the magnet while 

03 and 04 were downstream. 01 consisted of 2 X planes, 2 Y 

planes and 2 U planes in a common gas volume. The U planes 

were at an angle of +30 degrees with respect to the vertical. 

02 was identical to 01 except that the U planes were replaced 

by v planes which had wires at an angle of -30 degrees with 

respect to the vertical. The active areas of 01 and 02 were 

20.3 cm vertically by 61 cm horizontally. The active areas 

matched the aperture of the BM109 magnet. 

03 and 04 consisted of 6 planes, each with its own 

separate gas volume. The planes in 03 had an active area of 

45.7 cm vertically by 111.8 cm horizontally •. Two planes 

measured X, two planes were U (+18.5 degrees with respect· to 

the vertical) and two planes were V(-18.5 degrees with 

respect to the vertical) • The 04 group was identical to 03 

group except that the active area was 61.6 cm vertically by 

152.4. cm horizontally. 

The cell size in each of the 24 drift planes was 2 

cm. At the normal operating voltages this corresponded to 
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maximum drift times of 200 nanoseconds. Each plane of a 

doublet was offset by half a cell with respect to the other 

plane. This is the standard method used to resolve the 

left-right ambiguity, that is , the uncertainty about which 

side of the wire the chatged particle passed. 

Amplifier and ·discriminator electronics for the drift 

wires were mounted in racks on top of each chamber. Signa.ls 

from the sense wires were amplified and shaped and the· 

resulting· ECL level output.a were transmitted via 64 element 

cables(Ansley Cl622-130) to the experimental trailer. Here 

they were converted to digital signals by Lecroy Research 

Services Model 2770A Drift Chamber Digitizers. A block 

diagram of the electronics used to record drift chamber 

information is shown in Figure 12. 

Each of the Lecroy digitizers contained 96. 8-bit 

time-to-digital conversters (TDC) in a triple width CAMAC 

module. The TDC's were common stop, meaning that conversion 

of each signal started at the leading edge and ended with a 

common stop pulse ,in this case the experimental trigger. If 

a second input signal arrived before the stop pulse, the 

clock would reset, and conversion would start again. This 

was one of the reasons that it was important not to have 

multiple hits within the 200 nsec conversion time of the TDC. 

There will be more discussion of this point in Section F. 



Drift 
Chamber 

-
:l 

Calibration 
Pulser 

Trigger -LOgic 

~~ Programmable 
-.,Lr nol"!u 

comnuter 
Trigger 

Figure 12 

LRS 
2770A 

- Start 

Stop 
I 

U1 
0 
I 

• II 

CAMAC - System 

II 

PDP-15 



-51-

Several time scale ranges were available for the 

TDC's. The 500 nsec range was chosen because this was well 

matched to the maximum d~ift time of 200 nsec for each cell. 

In this range each count corresponded to approximately 2 

nsec, leading to an intrinsic position resolution of about 

0.1 mm. 

The time distributions for data were set to fall in 

the middle of this 500 nsec range through a programmable 

delay unit which could be adjusted from a computer 

console.(See Pigure 12) The ends of the range were avoided 

because of possible nonlinearities. By an adjustment of this 

delay with respect to a calibration start pulse, the gains 

and offsets of each TDC channel were measured. Between 

spills, the on-line program cycled the delay through. 4 

different values, then reset the delay to the value used for 

data taking. A least squar~s fit to these 4 different points 

was used to calculate the gains and offsets. By use of the 
. 

gains ·and offsets, the digital counts of the TOC's were 

converted to times relative to the trigger pulse. 

Six pulser modules, computer controlled, were used to 

provide the pulses for between spill calibration of the TDC 

channels. Each module had 16 output lines and each output 

line was coupled to 8 amplifier channels. This was done by 

placing a twisted piece of insulated (number 18) wire across 
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the signal lines of the drift chamber amplifiers. The wire 

was terminated through 50 ohms to the ground plane of the 

amplifier. Because the on-line program was not set up to 

read out all 1000 channels at the same time, only a selected 

number of the TDC channels were read out for a particular 

calibration trigger. A more detailed description on the 

operation of the drift chambers and the TDC's can be found in 

Reference [ 34] • 

D.2 Photons 

In the planning .of this experiment it was calculated 

that, for· photons, an energy resolution of 20%/IE and a 

position resolution of 1.5 mm was necessary to achieve the 

physics goals. [35] Additional requirements on the photon 

detector were: that it be able to handle high rates (105 

photons/second), have a uniform response over its active 

area, have good photon-hadron discrimination, and.be able to 

provide selective triggers. The above requirements dictated 

the use of a liquid 

introduction in the 

argon calorimeter(LAC). Since its 

early 1970's [36], the liquid argon 

calorimeter has proved to be a very useful tool in high 

energy physics. Our experiment marked one of the first times 

that a LAC was used for measuring pigh energy photons. 
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An exploded view of the LAC is shown in Figure 13. 

It consisted of 61 lead sheets and 62 coppex-clad G-10 

boards. The lead sheets(2 mm thick} were separated on either 

side from the copper-clad G-10 boards by 2 mm gaps of liquid 

argon. The gap was defined by G-10 spacers along the edges 

of the ~etector and by small G-10 pins in the interior. The 

pins were found to be essential to ensure homogeneity of the 

gap over the entire face of the detector. The detector was 

held together by stainless steel rods, which were attached to 

the support structure. When immersed in liquid argon, the 

detector presented 25 radiation lengths and 1.0 absorption 

lengths to incident pions. 

The copper-clad G-10 boards(l.6 mm G-10 and .025 mm . . 
copper) were etched to form strips with 1.27 cm pitch and 0.5 

mm interstrip gaps. The strips were aligned along the X and 

Y directions on alternate boards. The detector was divided 

into two sections, front and back, each containing 31 readout 

boards. The X strips that measured the same coordinate in 

each section were ganged together and read out by a single 

amplifier. The Y boards, in addition to the front/back 

division were separated electronically into left and right 

halfs. Again, the strips for the same Y coordinate in each 

section were grouped together to be read out by a single 

amplifier. There were a total of 480 amplifier channels: 224 

for X and 256 for Y. 
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The active area of the detector was 0.81 m vertically 

by 1.4 m horizontally. Each lead plate and G-10 board had a 

1.9 cm hole drilled in the middle to allow the beam to pass 

through. To further minimize interactions, an evacuated 

quartz tube was placed in this volume. 

cradle 

The detector support consisted of a 

with 1.3 cm of G-10 beneath and 

welded aluminum 

in back of the 

detector. Detector and cradle were suspended by 4 stainless 

steei rods from a flat stainless steel cover plate. The 

cover plate was bolted to the top flange of the cylindrical 

cryostat.(See Figure 14) An 0-ring gasket maintained the 

seal. The vacuum insulated cryostat was supported by a steel 

structure- (the "tower") which also pr-ovided the means for 

raising and lowering the detector. The tower also provided 

support for a catwalk around the edges of the cover plate. 

The catwalk was used in testing of the LAC electronics even 

when beam was on. This last feature proved to be 

indispensable in the debugging of the electronics. The whole 

tower structure could be moved across the floor on airpads. 

This allowed the beam to be swept across the detector during 

calibration.(See Section A, Chapter III) 

The cylindrical shape of the cryostat left a large 

space between the front face of the detector and the inside 

wall of the cryostat. If this region were filled with liquid 
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argon, there would be a serious degradation of energy 

resolution due to photon conversions apd subsequent energy 

losses. There£ore a thin-walled pot was placed in this 

section to displace the liquid argon. The pot was filled 

with hollow glass microspheres(density of .08 gm/cc) to 

prevent it from imploding when it was pumped down. The walls 

of the cryostat, the walls of the microsphere pot and about 3 

cm of argon in front of the detector presented a total of 

about 0.9 radiation lengths. 

About 3000 liters of liquid argon were sufficient to 

cover the detector. The argon was purchased from a local 

welding supply house in 200 liter dewars. Oxygen 

contamination, initially 1-4 parts per million, was reduced 

by passing the argon gas throµgh the purification system 

shown in Figure 15. In the system, room temperature argon 

gas was passed over a palladium catalyst along with a small 

quantity of hydrogen. The resulting water molecules were 

removed by passing the gas through dessicants and then 

through a molecular sieve operating at dry ice temperature. 

Oxygen content at the output of the purification system was 

typically a few tenths of a part per million. The normal 

course of operation was to liquify the purified gas into a 

storage dewar, th~n transfer the liquid into the cryostat. 

Tests of the argon showed that even after periods of several 

months, the oxygen content remained below 1 part per million. 
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Studies have shown [37] that the amount of collected charge . 
falls exponentially with the oxygen content. Because of this 

it was important to be able to purify the argon and to have 

it rem~in pure during the course of the running.(See however 

Section c, Chapter III and Appendix A) 

Thermal resistors mounted on the cradle made it 

possible to sense the level of the liquid. In addition, the 

resistors helped ensure that there was never more than a 

10° c temperature gradient across the detector during 

cooldown. The thermal resistors were connected via twisted 

pair cable to feedthroughs in the cover plate. Twelve 100 

watt resistors, also attached to the cradle, could be used to 

speed up warming during transfer of the liquid argon out of 

the cryostat. 

A pressure sensitive mercury switch ,which controlled 

the flow of liquid nitrogen through internal cooling coils, 

was used to regulate the argon gas pressure inside the dewar. 

During normal operation the pressure varied between 2 and 5 
. 

psi above atmosphere, wi"th a cycling period of about 30. 

minutes. 

As mentioneQ earlier in this section, a high photon 

rate(10 5/sec) was expected in the LAC. The strips near the 

beam hole would be hit most frequently(Sxl04/sec). Past 
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amplifier schemes for liquid argon calorimeters (38] have 

employed optimal transformer coupling to reduce the noise. 

In these schemes the detector is impedance matched to the 

amplifier, with a resultant low noi~e level. However,due to 

the narrow bandwidth of transformers, amplifiers employing 

transformer coupling tend to ri~g, leading to poor two pulse 

resolution. In an experiment such as E272 where the photon 

energies were large(S GeV to 100 GeV), the noise requirements 

were not as stringent. The crucial factor was the two-pulse 

resolving time. It was desired to have a two-pulse resolving 

time of the order of the charge collection time(400 nsec), 

but still keep the noise level low enough so that a 

measurement of 1 GeV/channel could be possible without 
• 

seriously degrading the resolution. This corresponded to an 

rms noise level of less than io-14 Coulombs. Both of these 

criteria were satisfied in the scheme outlined below.(For a 

more detailed description see Reference [39]). 

Figure 16 shows the block diagram of the amplifier 

electronics for a single channel. Each channel of the LAC, 

with a capacitance of 2.5 nanofarads(2.2 nanofarads for the 

Y-strips), was connected to a single amplifier through a 

multiconnector flat cable. A 10 ohm resistor was used to 

back-terminate the amplifier at the detector. This 

back-termination was implemented to prevent ringing. 
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The amplifier circuit card consisted of a 

charge-sensitive amplifier, a delay line, a pickoff for a 

fast-trigger amplifier, two sample-and-hold circuits ' a 

difference amplifier and an output multiplexer. The 

charge-sensitive amplifier on the front end was capacitively 

fed back and had a high gain-bandwidth c10 8 hz). The 

amplifier had a rise time of approximately 120 nsec. Because 

the intrinsic LAC pulse rise time was on the order of 250 

nsec~ the amplifier response, folded in quadratically, did 

not have a large effect. Since the amplifier had a large 

dynamic range, it was possible to make the RC decay time for 

the amplifier much larger than the rise time. For most 

channels in the detector the fall time was 200 microseconds, 

but this was shortened to•20 microseconds for strips near the 

beam. This was needed due to the larger rates in this 

region. 

The output of the charge-sensitive amplifier passed 

through a 400 nsec delay line to the sample-and-hold section. 

The 400 nsec delay provided time for a trigger decision to be 

made. The CMOS switches SWl and SW2 were 

opened,respectively, before the event of interest, and after 

the peak pulse height had been reached. With both switches 

opened the output of the difference amplifier was 

proportional to the total integrated charge. A DC voltage, 

adjustable for each channel, was applied to one of the inputs 
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of the difference amplifier to provide a pedestal level. 

This double sampling degrades the signal/noise ratio by a 

factor of 12', but the design figure for the noise level was 

able to be reached. More importantly, the double sampling 

feature enabled optimum two pulse resolution. 

Another difference amplifier, driven by the front 

end, provided outputs suitable for triggering purposes. 

Restoration ·of the baseline was achieved by delay-line 

differentiation using a 200 nsec tap in the delay element. A 

sum of these "fast• outputs provided the energy requirement 

for the trigger. (See Section F") 

The sample-and-hold switches were opened at the 

appropriate times if the final event trigger was satisfied. 

The sampled signals were then digitized and read out as shown 

in Figure 16. Four amplifier channels were placed on one 

card, and 20 cards, together with a scanner module, were 

placed in one CAM.AC crate. Six CAMAC crates contained the 

480 channels in the LAC. The scanner module stepped through 

the 4 channels in the 20 amplifier cards · looking for 

•sampled-and-held" output levels above a certain readout 

threshold. For E272 this threshold corresponded to 

approximately 100 MeV. If the output level was greater than 

this threshold, the scanner would send the analog output from 

the amplifier to the Master Controller module, along with a 
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"Data Available" signal. The controller module then 

digitized the analog signal and sent the digitized result, 

along with the channel address, to a 24-bit buffer memory. 

After digitization of all channels over threshold, the data 

acquisition computer would read out the buffer memory. The 

scanning and conversion time for a single crate, with all 

channels above threshold, was about 2 milliseconds. 

A scheme · was implemented to keep track of the 

pedestals and gains of the 480 LAC channels. To measure ·the 

gains, a pulse of known amplitude was injected, between 

spills, into capacitors connected to the signai lines of the 

channels. The resulting amplifier pulse was digitized and 

read out as in a normal event. Different sections of the 

detector could be pu1sed independently so as to cut down on 

the number of channels read out for any particular 

calibration event. The pedestals were measured by setting 

the readout threshold to zero and digitizing the amplifier 

outputs. As will be seen later, the amplifier gains were 

very stable. The pedestals tended to fluctuate1 

consequently, a run-by-run monitor of the pedestal levels was 

needed for reconstruction. 

E. Experimental Trigger 
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0.05% 

A selective trigger was required to single out the 

of the total ~+ Pb cross-section that corresponded to 

p+ production. The trigger was designed to enhance the 

presence of coherent interactions with one charged particle 

and at least one photon in the final state. The thinness of 

the nuclear targets, required for adequate t resolution(See 

Section C), mandated the ·USe of a low-level trigger processor 

to eliminate interactions that occured downstream of the 

target. These interactions might otherwise have dominated 

the trigger rate. An additional low-level processor was used 

to restrict the triggers to those with only one charged track 

in the final state. Our experiment marked one of the first 

uses of trigger processors at Fermilab. [401 More detail 
.. 

will be given later. 

Figure 17 shows a schematic diagram· of the 

scintillation counters used in the trigger, and Figure 18 

shows a general layout of the trigger logic. 

In the vicinity of the target the beam was defined by 

two scintillation counters: B2 and BJ. It· was important to 

have a stable reference time for use with the Lecroy 2770A 

Drift Chamber Digitizers. This reference time was provided 

by the 
~ . 

leading edge of the discriminated B3 signal and all 

other timings in the trigger were derived from it. Counters 

BO and Bl,bracketing the Cerenkov region of the beamline, 
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were put in coincidence with the B2.B3 signal to improve the 

beam definition. A halo counter ,BH, located upstream of the 

target,that had a 1.6 cm diameter hole at its center was used 

in veto. This ensured that the defined beam track 

intersected the target. The beam definition was thus: 

B=BO·B1•s2·B3"ml. Signals from Cerenkov counters were put in 

coincidence with the beam to define the· incident particle 

type. Thus the coincidence B•Kl signaled an incident kaon. 

The coincidence B•K2•rI signaled an incident pion. It was 

necessary to veto on the Kl signal in defining pions because 

of the presence of kaon contamination in the K2 signal. 

As mentioned earlier, the 2 ·cm cell size for the 

drift chambers corresponded to a maximum drift time of 200 

nsec. To prevent confusion from spurious hits in the drift 

chambers, caused by events other than the one of interest, 

the beam particles were required to be at least 200 nsec 

apart. This was accomplished by implementing a ±200 nsec 

deadtime around the B2•B3 coincidence. At rates typical for 

this experiment, namely, 3xlo 5/second, this caused a deadtime 

of about 10%. 

Accelerator reference times were provided 

corresponding to the beginning and end of spill. The. trigger 

logic was gated on during this time. The B2•B3 coincidence, 

gated by the spill gate and by the computer ready gate, 
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provided a fast signal that could be used to strobe the LAC 

and to provide a latch for the proportional chamber signals. 

The gated B2·B3 signal,in coincidence with BO•Bl•B2•B3•ml, 

provided the normalized beam count. 

An array of counters was ar~anged around the target 

as shown in Figure 17. In coherent interactions, the nucleus 

recoils with a momentum of less .than 100 MeV/c. This 

momentum is not high · enough for the nucleus to leave the 

target. A good test for coberence, ·then ·, is the absence of 

any large angle recoil particles. The Vl-V4 and a counters 

were used as veto in the trigger logic. The 4 V counters 

consisted of sheets of NEllO scintillator interleaved with 

lead plates for a total of 5.2 radiation lengths. The a 

counter, located downstream of the target, was composed of a 

sandwich of lead and scintillator with a 3.2 cm diameter hole 

in the center. The light from V and a counters was viewed, 

via plastic light pipes, by Amperex 56AVP phototubes. To 

provide · good two-pulse resolution the outputs were clipped 

with 4.nsec shortin9 cables. To decrease vetos caused by 

delta rays in otherwise good events,the inner walls of the v 

counters were lined with 0.25 mm of copper. 

Various veto counters, placed in the upstream half of 

the spectrometer (shown in Figure 17) ,defined the geometrical 

acceptance of the experiment(essentially the magnet 
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aperture) • The AO, Al, A2 ,and AM counters were 

scintillator-lead sandwiches, about 6 radiation lengths 

thick, with RCA 8575 phototubes. Two scintillation counters 

were placed , in addition, along the insid~ vertical faces of 

the BM109 magnet. These counters, also with 8575 phototubes, 

were used to veto events in which low-momentum charged 

particles of either sign were bent into one of the faces of 

the magnet. 

Because the targets were at most a few percent of an 

interaction length thick, most of the beam passed through 

them without interacting. A small counter, BA, (2.9 cm in 

diameter and 0.16 cm thick) was placed in front of the LAC 

and used to veto events with charged particles in the beam 

region. 

The signals from all of the veto counters in the 

experiment were fanned together to form a common v~to logic 

signal: 

B2·B3•Blt•D°A•(Vl+V2+V3+V4) •(AO+Al+A2+A3+AM+H) 

This signal formed part of the Rho trigger logic. 

The number of charged particles that left the target 

was determined by a thin(3.8 cm X 3.8 cm X 0.16 cm) 
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scintillation counter located 20 cm downstream of the target. 

A discriminator level S0 , corresponding to ·one or more 

charged particle, was required for the Rho trigger. The 

pulse from this S counter was ADC'd for use in later offline 

analysis. 

The material in the beamline downstream of the target 

amounted to .024 pion interaction lengths. This was 

comparable to or greater than the number of interaction 

lengths in any of the targets. Without some protection, the 

trigger rate would be dominated by these downstream 

interactions. To suppress these events, a matrix was formed 

from signals of one X plane in each of the Jl and J2 chambers 

and from the signals in the 3 cm central beam region of both 

of the PlX chamber planes. T.he beam hits in Jl and J2 were 

used to define an incident tra9k direction. If any hits were 

present in the PlX planes at an angle of less than 0.3 mrad 

relative to the incident beam direction, the M~trix Beam 

Veto(MBV) was satisfied and the event was rejected. If set 

up in this manner, the MBV would have rejected events· that 

had charged particles produced at large angles in Y but small 

in x. This was so because only the X proportional 

coordinates.were used in forming the matrix. To restrict the 

vetoing to small angles in both Y and .in X, the MBV signal 

was put in coincidence with the signal from a small 

scintillation counter BV(2.5 cm diameter and 0.16 cm thick). 
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BV was placed in the beam region just downstream of PlX. The 

resulting coincidence was called M(BV) 2 • The efficiency of 

the M(BV) 2 was found to be about 90% and was limited mainly 

by the inefficiencies of the proportional chambers. 

A high speed track counting system (Bellcord) was 

developed [41] to provide a fast decision on track 

multiplicities in the proportional chambers. The system 

makes .use of coaxial cable "buses" on which fast pulses of 

the proportional chambers PlX, PlY, and P2 were summed. 

Signals from the two staggered planes were interleaved to 

reduce the effective spacing by ~ factor of 2. A track was 

defined in a chamber by the presence of a contiguous group of 

"hit" wires with at least one signal-less wire between 

groups. The Bellcord provided logic levels for each 

chamber(within a time of 60 nsec) corresponding to 1,2,3,4 or 

5 tracks. The signals were latched for offline comparison 

with the MWPC information and were found to be in agreement 

more than 90% of the time. The track counting requirements 

for the Rho trigger(TC(Rho)) were that 1 or 2 tracks were 

found in the PlX-PlY system and 1 or 2 tracks were found in 

P2. The requirements were kept loose to allow for noise· in 

the chambers, delta rays, and in the case of P2, the 

possibility of large angle tracks downstream of the magnet. 
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The LAC played a prominent role in the Rho trigger. 

The most serious background to the trigger came from elastic 

scattering of the incident pions. The angle of scattering 

could have been large enough so that the M(BV) 2 was not 

satisfied, yet small enough to stay within the geometrical 

acceptance of the spectrometer. The energy deposition in the 

LAC, although different in character from that due to 

photons,was occasionally large enough to satisfy any 

reasonable energy requirement for the trigger. Because of 

the large cross-section, elastic scattering events could have 

completely dominated the trigger rate. Suppression of such 

events was achieved by making use of the kinematics of p+ 

production and decay. Because p+ production takes place at 

small t, the momentum vector of the p+ lies essentially along 

the beam axis. If the charged pion from the p+ dec~y was 

produced above the center plane of the detector, kinematics 

requ~red the ~0 to be emitted below the center plane. 

Two energy sums(EUP and EDOWN) were formed from the 

fast outputs of the Y amplifiers in the front half of the 

detector. As their names imply, EUP was the sum of the 

outputs of the amplifiers above the center line and EDOWN the 

sum of those below. The EUP and EDOWN analog signals were 

fed into discriminators which had thresholds corresponding to 

an energy of roughly 7.5 Gev. Six scintillation counters, 3 

UP and 3 DOWN, were mounted on the front of the tower, 
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covering the entire area of the LAC. In order for the 

trigger to be satisfied, a signal from the EUP discriminator 

could not be accompanied by any signals from the UP 

scintillation counters, and similarly for EDOWN. In 

addition, analog signals for EUP and EDOWN were fanned 

together into a discriminator with a threshold corresponding 

roughly to 10 Gev. This formed a total energy requirement 

for the event, ETOT. A schematic of the LAC logic is shown. 

in Figure'l9. 

A background from elastic scattering still remained 

for events where the scattering occurred in the median plane 

of the LAC. Energy ~ould be deposited in the LAC .in such a 

way as to satisfy the EUP or EDOWN (and ETOT) requirements, 

without firing the corresponding scintillation counters. 

This background was suppressed by. the VE counter( 5 cm 

vertically by 10 cm horizontally and 0.16 cm thick) which was 

placed to cover the beam region near the median plane. The 

use of the VE counter as a veto caused on·1y a small loss of 

good events( calculable by Monte Carlo), bu~ almost totally 

eliminated the remaining elastic scatters. 

In summary, the definition of the Rho trigger was: 

Rho•B•(Veto Logic) •S •TC(Rho) •M(BV) 2 •V!•(LAC Logic) 
0 

( 2. 4) 
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Various minimum bias beam triggers were also taken to 

help with the normalization and the understanding of 

systematic effects in the spectrometer. Their definition can 

be summarized essentially as below: 

( 2. 4) 

with the magnet on and 

Beam•B·B2•B3·B'R ( 2. 5) 

with the magnet off • 

. F. Data Acquisition and Monitoring 

Whenever the experimental trigger was satisfied, the 

trigger logic was gated off and various readout signals and 

gates were generated. Data for the event we~e digitized and 

then were read out throught a CAMAC system by the on-line 

computer, a PDP-15. The system had a total of 6 CAMAC crates 

controlled by one branch driver and interfaced to the PDP-15. 

The 6 CAMAC crates contained 11 TDC modules(to digitize the 

drift chamber information), 2 buffer memories(to record the 

proportional chamber and LAC information), 2 ADG units(to 

digitize various analog signals) ~ and various registers and 

scalers to record beam and counter information. The PDP-15 
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p~rformed some rudimentary analysis on the data and then 

wrote it to magnetic tape. A schematic of the data flow is 

shown in Figure 20. 

There existed the possibility of sending a subset of 

the data to the central Fermilab computer, a Cyber-175, to be 

analyzed using the experiment's offline programs. This was 

accomplished by the use of the Bison-Net system [42]. The 

PDP-11 computer shown in Figure 20 controlled the transfer of 

data to the system. By the use of this feature both hardware 

and software details of the experiment could be monitored. 

Beam spills were separated by a period of time which 

varied from 8 seconds to 16 seconds, depending on the time of 

day. During this period calibration pu~ses were sent to the 

drift chambers and to the LAC, and the resultant data written 

on tape. Problems were searched for and the experimental 

equipment monitored by on-line analysis of these calibration 

events along with a sample of data events. 

About 300 tapes were written during October . and 

·November of 1979. Most of the data were taken with a 200 

GeV positive beam, with some time being devoted to a 

cablibration run at negative 50 GeV. Three nuclear targets 

were used, carbon,copper and lead, with most of the data 

being contained in the copper and lead running. In addition, 
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about 10% of the data was taken with no target present. Some 

straight-thru beam data were also taken with magnet off foe 

alignment of the chambers. 



.. 

Chapter III 

Data Processing 

In this chapter the procedures for calibration and 

alignment of the spectrometer and for reconstruction of the 

events will be presented. Section A describes the 

calibration and alignment of the drift chambers and of the 

LAC. Section B describes the algorithms for track and photon 

reconstruction while, in . Section C, the run-to-run 

consistency of the experimental data is discussed. 

A. Calioration and Alignment 

A.l Drift Chambers 

~ive paramet·ers were necessary to determine the 

spatial locations of the charged particle "hits• in the drift 

chambers. Two,the gains and offsets for each TDC channel, 

were electronic in nature1 the . other three, drift velocity, 

sense wire position, and the zero point in the time scale 

related to the characteristics of the chambers themselves. 

-so-
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The calibration system for the TDC's was discussed in 

Chapter II. Four calibration pulses, of known separation in 

time , were used to trigger the TDC's. Thus, four points 

were available for each channel to determine the conversion 

of digital counts to nanoseconds. The four points were fit 

to a straight line with the slope of the line determining the 

gain(number of nanonseconds/count) and the zero intercept of 

the line determining the offset of the TDC channel. The 

linear fit ·worked very well: the mean deviation of these four 

points from ~he fitted straight line was less than 1 

nsec.(One nanosecond corresponded to a drift distance of 

about SO microns.) As the total spatial resolution for the 

drift chambers was on - the order of 200 microns, the 

contribution from-the TDC calibration was not significant. 

Calibration data were taken in every run for each of 

the 1034 channels of the Lecroy 2770A digitizers used in the 

experiment. Since the TDC units were sensitive to 

temperature changes, the gains and offsets tended to 

fluctuate. (See Reference (34) for more detail.) In Figure 

21 are shown the time variations of the gains and offsets of 

two representative TDC channels. The scale of these 

fluctuations mandated the use of individual TDC calibration 

fits for each run. 
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To convert the time intervals determined by the TDC'S 

into spatial coordinates, it was necessary to know the zero 

point of the time scale, the drift velocity of the ionization 

electrons produced along the charged track, and the positions 

of the sense wires. 

"Straight-thru" tracks( beam data taken with no 

target present and the BM109 off) were used to align the 

chambers with respect to each other and to the beam axis. 

The first step was to establish a coordinate system for each 

event using the data from the beam chambers Jl and J2. It 

was assumed that all chambers were perpendicular to tne beam 

and that all wires formed their design angles with the 
• 

vertical. Furthermore, it was also assumed that the wire 

spacing in each plane was uniform. (During construction, 

sense wire placements were found to be accurate to ±30 

microns. Again for more detail1 see Reference [34).) The 

use of these assumptions allowed one alignment parameter per 

plane, the displacement transverse to the wire direction, to 

completely describe the position. Comparison with the data 

showed these assumptions to be reasonable. 

The cutoff values for the time distributions in the 

different channels gave an initial idea of the zero point. 

In a similar way, the widths of the distributions provided an 

estimate of the drift velocity. In an iterative fit, the 
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r~solution of the drift chambers was optimized by varying the 

drift velocities and time offsets along with the alignmen~ 

parameters. After the fit . converged, the alignment 

parameters were fixed, and the drift velocities and offsets 

were varied to optimize the resolution in data taken in the 

normal Rho trigger mode. Rho trigger events covered a larger 

area of the chambers than did the "~traight-thru" events. 

The values obtained for the drift velocities and time offsets 

were more realistic in that they were not determined solely 

by events limited to a narrow region along the beam axis. 

For the chambers upstream of the BM109, the drift 

velocity was determined to be s.13x10-3 cm/nsec1 for those 

downstream, the drift velocity was 4.9oxio-3 cm/nsec. The 

difference in drift . velocities was due to the downstream 

chambers having half as many field shaping wires. In Figure 

22 are shown plots of TDC times versus position in the drift 

chamber cell, with the positions being determined by the Jl 

and J2 beam chambers. A linear relationship exists except at 

the edge of the cell. 

The sp~tial. resolut16n £or the drift chambers was 

found to be 200 microns for the upstream chambers and 250 

microns for the downstream chambers. Close to the 

beam(within 0.75cm} the resolution was somewhat worse due to 

the accumulation of space charge. (See Reference [431 for 
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more detail.) + + 0 + + 0 The kinematics of K +n TI and p +~ rr events, 

however, were such that, in most cases, the charged pion was 

outside the beam region. (For example, see Figure - 36 in 

Chapter IV.) 

A.2 Liquid Argon Calorimeter 

The calibration of the LAC involved determination of 

two types of constants: those relating to the electronics and 

those relating to the actual charge collection. The 

amplifier pedestals and gains belong to the first type. As 

mentioned in Chapter II, the pedestals and gains were 

monitored in between spills calibration events. For every 

run the average pedestal value for each channel 

calcuiated. Before any data reconstruction took place, this 

average pedestal value was subtracted from the ADC count 

measured in each channel. The pedestal value for each 

amplifier channel was determined by two sources. The major 

source, the DC offset of the difference amplifier, was 

measured adequately by the calibration technique outlined 

above. But it was also found during the course of the 

running that t he pedestal level varied with the beam 

intensity. Electrons from ionized argon atoms were collected 

in approximately 400 nsec. (See Appendix A) The positively 

charged argon atoms themselves had a mobility 103-104 times 

lower than the electrons and their drift time thus was on the 
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order of milliseconds. The positive·ion drift in the liquid 

argon induced a small DC current in the amplifiers which 

resulted in a pedestal shift proportional to the current. 

The magnitude of the pedestal shift was determined as a 

funtion of intensity and corrections were applied. The 

effect was worst nearest the beam region since the "activity" 

there was the highest. At the maximum intensity used in the 

data taking, the positive ion drift resulted in a pedestal 

increase,in the strips nearest the beam, of approximately 300 

MeV. 

The average gain for each amplifier was also measured 

in every run. The gains were tracked to see if any 
., 

appreciable change took place over the course of the 2 month 

data taking period. As the fluctuations were less than 2% on 

the average, no attempts were made to correct the gains for 

drifting. Although the electronic gains remained stable, the 

observed pulse heights changed substantially during the run, 

probably due to an improvement in the charge collection 

efficiency. There will be more discussion of this point in 

Section C. 

Once the pedestal of a channel was subtracted, it was 

necessary to convert the remaining ADC counts to an energy. 

Conversion factors from counts to GeV, the second type of 

constant mentioned above, were determined for every 
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amplifier. Overall, the amount of charge collected depended 

on (see Appendix A) the high voltage on the gap and the 

purity of the argon. Conversion factors for each channel, in 

addition, depended on the capacitance of that channel , the 

amplifier gain and the amount of argon in the detector gaps 

corresponding to that channel. 

These 

electrons .in 

conversion factors 

a calibration run 

beam. The electrons were identified 

were determined with 

using a negative 50 GeV 

with the Kl Cerenkov 

counter and were momentum analyzed in the spectrometer. The 

energies as determined in the spectrometer were compared to 

the pulse heights read out· from the LAC. From this 

coll\)arison the •conversion factcrs were obtained. The 

detector was scanned with the electron beam, both in X and in 

Y. The X scans, for the different Y coordinates were 

obtained by moving the detector on airpads along the X 

direction. The Y scans, for two different X coordinates in 

the left and right portion of the detector, were made 

possible by sweeping the beam vertically using the dipole 

magnet ElPM. (See Figure 11.) 

The following procedure was used for determining the 

conversion factors. First, cuts were applied to eliminate 

pions misidentified as electrons, and electrons that were 

accompanied by Bremsstrahlung photons. These cuts eliminated 
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about 16% of the data. Conversion factors for the X strips 

were determined from the X scans and similarly for the Y 

strips. The data in each scan was used to minimize the 

quantity l (Ei o_Ei) 2 where the summation was over all events. 
1 

E.o 
1 

was the reference energy for each event and was defined 

by P·/2 - E· back . P. was the momentum of the electron as 1 1 1 

determined by the drift chambers and E·back was the energy 
1 

deposited. in the back half of the LAC. The determination of 

E.back 
1 

will be discqssed later. The energy measured by the 

LAC was def.ined as Ei • ~ajni j where aj was the conversion 
J . 

factor for each channel and niJ the number of ADC counts in 

that channel. The five strips around the shower maximum were 

used in the summation above. Individual calibration of the 

strips in the back half of the detector was somewhat 

difficult since the typical energy deposit, for an electron, 

was only about 13% of the total. Instead, a constant factor 

(13 MeV/count) was assigned .to all of the channels in the 

back(except near the beam region) •. The value of 13 MeV/count 

for the cbhstant factor was determined by minimizing the 

energy resolutiqn. 

The value of 13 MeV/count was used initially for all 

of the front channels also. Subsequent iterations of the 

minimizations replaced this value with individual conversion 

factors for each strip. The final values for the conversion 

factors are shown in Figure 23. The conversion factors for 
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the strips near the beam were about 20% higher than the rest. 

As mentioned in Chapter II, the RC decay time for the 

amplifiers in this region was decreased to prevent possible 

saturation. This change also had the effect of decreasing 

the amplifier gain. 

Using the final conversion factors, a resolution 

(a/IE) of between 10% and 12% was obtained fqr the LAC. The 

10% figure derived from the Y scans , while the 12% figure 

was from the X scans. The deterioration of the resolution 

observed in the X scans might have resulted from some 

remaining contamination from events containing Bremsstrahlung 

photons. The ratio of the electron energy determined by the 

LAC to the electron energy determined by the spectrometer i s 

shown in Figure 24. T~e curve through the data is a Gaussian 

whose rms width (liE/E) equals 1.46%. The smaller Gaussian 

shows the spectrometer(i.e. drift chamber) contribution to 

the energy resolution. Figure 25 shows the position 

resolution obtained with electrons in the calibration run. 

Again, the narrow Gaussian shows the contribution to the 

resolution expected from the spectrometer. The Gaussian 

curve drawn through the · data has an rms width of 0.67 mm. 

Unfolding the spectrometer resolution results in a spatial 

resolution of o.sa mm for the LAC. 
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The re~ul~tion figures obtained in the calibration 

run were somewhat better than those seen in the actual data 

taking. The operating conditions in the calibration run were 

more "ideal" than the conditions present during normal data 

taking. A more realistic idea of the operating resolution·of 

the detector was provided by a sample of K++e+~ove and 

K++~+~o decay events taken with the regular trigger. The 

, or Ke3 events, provided a spectrum of positron 

energies from 20 GeV to 80 GeV. Figure 26 shows the positron 

energy determined by the LAC plotted versus the positron 

energy determined by the spectrometer. The response is 

roughly linear up to 80 Gev. In Figure 27, the square of the 

rms energy resolution of the LAC for positrons 

(a2•CELAC-ESPEc>rms 2> is .plotted versus positron energy. The 

dashed line through the data is given by 

a2 = (0.14/E (GeV}) 2 + (0.55} 2 (3.1) 

The I!' term represents the contribution to the resolution 

from sampling fluctuations while the constant terms 

represents pedestal shifts, amplifier noise, and related 

effects. The electron calibration point is shown for 

comparison. Note that the resolution for the Ke3 events is 

about a factor of 1.5 worse than the resolution for the 

electron calibration events. The discrepancy can be 

attributed to a number of factors: 
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1. The Ke3 events were accumulated over a period of 

several months. The calibration events were taken 

in one day. 

during the 

Any drifts or changes of LAC parameters 

calibration period would be 

insignificant. 

2. The beam intensity during calibration was kept very 

low. During data taking, the intensity varied up to 

Sxl05/sec. Structure in the beam rate could have 

produced sudden pedestal shifts in the amplifiers. 

3. The positrons from the ·Ke3 events were spread over 

the detector in X and Y. In the calibration the 

electrons had a constant Y position in the X 

scanning and vice versa. 

4. The two photons from the n° could sometimes overlap 

in one view with the shower from the positron~ the 

resulting confusion could have degraded the 

resolution. In the calibration, only one particle 

was incident on the detector at a time. 

S. The positrons from Ke3 decays came in at a multitude 

of angles, while the calibration electrons came in 

essentially at a single angle. 
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The study of the energy resolution obtained using Ke3 decays 

was informative because it demonstrated that resolution 

values obtained in calibration runs cannot be 

indiscriminately applied to data taking situations. 

The position resolution of the LAC obtained for 

positrons from Ke3 .decays is show·n in Figure 28. The 

resolution obtained for 50 Gev calibration electrons is shown 

also. The vertical scale is the rms position resolution 

(aLAc•CXLAC-XSPEc>rms>. The feature most noticeable is the 

rapid degradation of position resolution at low positron 

momentum.' At low momentum the positrons are bent at large 

angles into the LAC. At large entrance angles, fluctuations 

shower development can lead to 

the measurement of the transverse 

This degradation in the position· 

in the longitudinal 

significant errors in 

position of the shower. 

resolution at large 

body of the g++w+w0 and 

angles was not important for the main 

p++w+w0 data, since the entrance 

angles were very small in these cases. 

The electromagnetic and hadronic shower shapes, as 

determined from calibration electrons·an~ w+'s from K++w+~o 

decays respectively, are shown in Figure 29. Studies of 

photon showers at different energies showed that the 

electromagnetic shower shape was independent of energy at the 

5% level. [44] The shower shape was used· in the photon 
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reconstruction program to separate photons with partial 

overlaps in one view. 

another 

experimental trigger) were used to study the response of the 

LAC to hadrons. This decay was particularly useful for 

studying hadron response because no photons were involved and 

the n- was bent into the opposite side of the detector from 

~he two n+•s. It was determined that approximately 36% of all 

n-•s did not interact in the LAC. This is another way of 

saying that that the LAC presented one absorption length to 

the pions. The relative energy distribution( energy 

deposited in LAC/ total energy) for all pions that deposited 

more than 5 GeV in the LAC is shown in Figure 30a. The 

... 

... 

... 

.... 

... 

.. 

... 

... 

distribution of EBACK/ETOT for both electrons and pions is -

shown in Figure 30b. Their different characteristics in this 

distribution 

hadrons. 

enabled photons to be discriminated from 
.. 

... 

It was important that the position of the LAC be -

established to a high accuracy in order for the t(or square 

of the momentum transfer) of Reaction (1.1) to be calculated 

correctly. Two methods were used in the position measurement 

with each giving a similar answer. 

... 

... 

... 
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The first method made use of the Ke3 events collected 

in the run, along with a sample of pion electron scattering 

events collected with another experimental trigger. Showers 

were deposited in different sides of the LAC in the two types 

of events, since one involved electrons while the other 

involved positrons. This was very helpful in that a 

comparison of the position measurements tended to eliminate 

systematic effects. In this method the shower position(in 

each coordinate) determined by the photon reconstruction 

program was compared to the projection,at the Z position of 

the LAC, of the electron{posit~on) trajectory determined by 

the drift chamber system. The LAC position in X and Y was 

-
-
-
-
-
-
-
-
-

shifted to obtain the best agreement. It should be mentioned -
• 

that this method was sensitive enough to detect a 0.5 

milliradian tilt{X-Y plane) to the LAC. 

The second method was somewhat more heuristic but 

perhaps more germane to the physics. Ose was made of the 

thousands of K++w+wo events collected in the Rho trigger. 

Since· the process K++w+wo is a decay, intrinsically it takes 

place with a t of zero. A measurement of the actual 

distribution in t of these decays gives an idea of the 

resolution of the spectrometer. If the spectrometer has 

Gaussian resolution, the distribution in t of the K decays 
2 

should look like e-t/2a , where a is the resolution in p 
t• 

(See Appendix B for more details.) The second method 

.. 
-
-
-

-
-
-
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involved shifting the LAC position in X and Y until the 

resolution in t or Pt observed was a minimum. In Figures 3la 

and 3lb is shown the resolution observed as a function of L~C 

position (position shifts are measured with respect to the 

LAC positions obtained using the first method). A clear 

minimum is seen for a LAC position shifted in X by 30 mils 

from that determined by the first method, and in Y by 8 mils. 

For most of the analysis, the LAC position obtained by the 

second method was used. Physics results were checked with 

the position obtained by the first method, however, and were 

found to be consistent. (See Chapter VI.) 

B. Reconstruction 
• 

The "hits" and pulse height information recorded on 

magnetic tape were processed through a reconstruction program 

to determine the positions and energies of th~ particles in 

the events. The reconstruction process is described. below. 

B.l Charged Track Reconstruction 

The first step in the charged track reconstruction 

program was the conversion of the TDC counts to spatial 

positions in the drift chambers. This was done using the 

calibration constants described in Section A. Since there 

was no way to distinguish between the left and right side of 

. i 

D 

----·-~------·~---·------
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a wire in a single cell, two spatial coordinate candidates 

were generated for every "hit" wire. 

oownstrea• tracks were searched for using hits from 
I 

the P2, 03, and 04 chambers. (See Figure 11 for the location 

of individual chambers.) It was easier to start with the 

downstream. segments since multiple tracks would tend to be 

well separated due to the dispersion of the magnet. After 

finding hits in the X and O projections, hits in the V 

projection were predicted and searched for •. If a predicted 

hit was found, all of the downstream hits were fitted to a 

straight line. (A hit in a projection could come from either 

or both of the 2 staggered planes in that projection.) All 

possible combinations for which the hits were within 1.14 mm 

of the resultant straight line were considered and the fit 

with the best x2 was chosen as the initial downstream track 

segment. 

Once the downstream segments were def.ined, upstream 

track segments were searched for as follows. The BM109 

magnet deflected charged particles only in the horizontal 

direction. Since the magnetic fie1d of the SM109 was very 

uniform, the trajectory of a charged particle passing through 

the magnet could thus be approximated by two straight. line 

segments intersecting at the middle of the magnet and· having 

the same Y slope •. This approximation provided the starting 
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point for the search for the upstream track seg~ent. Another 

point, and hence the upsteam X slope, was provided by the 

hits found in the Pl chamber. Thus five parameters, the X 

and Y coordinates of the track at the center of the magnet, 

the X slopes of the upstream and downstream segments.of the 

track, and the Y slope common to both track segments, defined 

the trajectory at this point in the reconstruction process. 

A weight wi ~ e-<ri-ri
0 >12a

2 
was calculated for. each 

hit within 3.8 mm of th~ track hypothesis. In the weight, 

(ri-ri0 ) was the distance between the hit and the track and a 

provided a measure of the uncertainty in the fitting. 

Initially a was set equal to 6.4 mm. An iterative fitting 

procedure was carri~d out, with the value of a being reduced 

by a factor of 3/4 in each step. Also, in each step, a new 

set of track parameters was generated and the hits with low 

weights were discarded. The left/right ambiguity for each 

wire was solved by discarding the hit in the pair with the 

lower weight. In the final fit to define the track, the 

search radius was reduced from 3.8 mm to 1 mm. 

The beam track was defined using the hits in the Jl 

and J2 chambers. The interaction vertex was defined to be 

the point of closest approach of the beam track and the 

upstream track segment. Using K++rr+rr0 decays it was found 

that the K+ beam track could be linked with an outgoing track 



-107-

over 95% of the time. About 1% of the loss was due to 

chamber inefficiency, while the remainder resulted from the 

strictness of the program's track finding criteria. 

B.2 Photon Reconstruction 

Photon positions and energies were calculated from 

the LAC information py the photon reconstruction 

program(GAMREC). For every event, the strips with energies 

exceeding -100 MeV were· digi·tized, and the pulse height 

information was written onto magnetic tape. The first step 

in the reconstruction process was to subtract the appropriate 

pedestal level for each channel(determined· on a run-by-run 

basis) and to convert the remaining digital counts into 

energy using the conver&ion factors determined in· the 

calibration procedure. 

The next stage involved pattern recognition. The two 

views, X and Y, were treated separately at first. Groups of 

strips containing significant energy were searched for in 

both views. Each group was divided into individual peaks, · 

with two peaks being considered distinct if at least one 

strip between them had a smaller pulse height. The energy of 

each peak was determined by subtracting the tails of 

neighboring peaks. The tails were generated by using shower 

shape information from the calibration run. This procedure 
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was iterated until energies of all the peaks were stable. 

Each individual peak was called a "gamma". 

Positions of gammas were determined using a 3 strip 

algorithm. With P2 being the pulse height in the peak strip, 

Pl the pulse height in the strip to the left and P3 the pulse 

height in the strip to the right; the position ,in units of 

strip width, was determined using the following algorithm 

X-X
0 

c ±[0.4 + A(Cl ~ ~(C2 + C3/A2)) ] ( 3. 2) 

with A•(P3-Pl)/P2-C4 and X0 being the center of the peak 

channel strip. The constants Cl, C2, C3, and C4 were 

determined from calibration data. Note that because of the 

granularity of the detector strips, a simple energy weighted 

mean position algorithm would have led to errors in the 

position measurement. [45] 

Initially, the energy of ea.ch gamma was also 

determined using a 3 strip algorithm. In the later versions 

of the reconstr.uction program, a more sophisticated algorithm 

was employed that made use of up to 9 strips for the energy 

determination of each gamma. (The exact number of strips 

used depended on the energy of the individual gamma.) For 

both algorithms, corrections based on the known shower shape 

were made for· the energy contained in the tails. 
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After the energies and positions of all gammas in the 

detector were determined, gammas in the two views were 

correlated to form photons. The correlation was based solely 

on an energy matchup, since no U or v readout strips were 

employed in our detector. Since the X and Y readout boards 

were- interleaved, the LAC was in essence two semi-independent 

detectors, the resolution of each being approximately a 

factor of IT worse than the combination. The high 

correlation of the pulse heights in the two views is shown in 

Figure 32, which is a scatterplot of the X and Y gamma 

energies for positrons from Ke3 events. 

For two gammas to be correlated the quantity 

< o.s (3.3) 

,with Ex and Ey in GeV, was required to be less than a 

certain threshold value, which was increased in successive 

iterations of the search. Here, Ex is the energy of the 

gamma in the X view and Ey the energy of the gamma in the Y 

view. After each successful correlation, the successfully 

correlated gammas were removed from further consideration. 

Because of the high energies of the 1J0 •s involved in 

this experiment, it was quite likely for the two photons of 
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in one view 

other view. 

while 

After 

appearing as 

all isolated 

gammas were eliminated, the reconstruction program attempted 

to correlate the energy of two gammas in one view with a 

single gamma in the other view. If such a correlation was 

possible the positions of the two gammas in the merged view 

were redetermined with a fitting procedure that made use of 

the gamma energies found in the unmerged view. 

The energy in the back half of the LAC was determined 

for each gamma with another 3 strip algorithm. The front and 

back were added to determine the total photon energy. The 

position of each photon was determined solely from the front 

half of the detector, as described before. Before being 

written onto summary tape, photon positions were compared.to 

charged track positions. If a photon was within 2.5 cm of a 

charged track, the photon was labeled as a charged-photon 

overlap and flagged as an electron or hadron candidate. 

c. Run by Run Consistency 

In the reconstruction process, the reconstructed 

energies, positions, and charged particle trajectories were 

written, for each data type, onto a summary tape. During the 

processing, various quantities in each data run were examined 

to ensure that the quality of data was consistent throughout 
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the experiment. For example, chamber efficiencies and scaler 

rates were studied for each run to check for potential 

problems. 

One good check of consistency was the measured decay 

rate for K++~+no events. The number of these decays per data 

tape was sufficiently high that a ±10% run by .run comparison 

was possible. The runs that had a statistically low number 

of decays were left out of any further analysis. In this way 

seven ·data tapes, mostly from test runs, were rejected from 

further analysis. 

The minimum bias beam triggers mentioned in .Chapter 

II were useful to.check the alignment of- the scintillation 

counters in the experiment. It was discovered that two of 

the counters, BH and s, were misaligned during part of the 

running period. Correction factors, derived from the beam 

triggers, were applied to the data to correct for the 

misalignment (See Chapter V.) 

In our experiment, the LAC was the apparatus most 

susceptible to variation over time. The ~0 mass (from 

K++~+~o decays) was monitored from run to run to detect any 

change. As mentioned in Section A.2, the gains of the LAC 

amplifiers were monitored and found to be constant(to within 

a few percent) over the course of the running period. The rr0 



-113-

mass , however, was found to have increased by approximately 

30% over this time period. The increase, therefore, must 

have been due to an improvement in charge collection. Figure 

33 shows the relative collected charge(deduced from the 

observed n° mass) as a.function of time(using ~elected runs). 

A roughly linear increase with time is seen. Since the high 

voltage on the LAC was monitored and· found to remain 

constant, the increase in charge collection was interpreted 

as being due to the .freezing out of some electronegative 

impurity in the liquid argon. A simple time dependent 

correction was applied to the conversion factors of the LAC 

amplifiers so that the n° mass, in each run, was normalized 

to the correct value. Appendix A discusses charge collection 

in the LAC in more detail. 
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Chapter IV 

Comparisons to Monte Carlo Model 

The experiment was modeled in a Monte Carlo program 

so that the geometric and trigger acceptances of the 

spectrometer could be determined. By passing the Monte Carlo 

g·ener.ated events through the same reconstruction program used 

for the experimental data, the efficiency of reconstruction 

was also determined. In this chapter the Monte Carlo model 

will be described. Also the.resolution of the spectrometer 

will be discussed in more· detail and comparisons will be made 

between Monte Carlo results and data. 

A. Monte Carlo Model 

Events of the type shown below 

1T+ + (A,Z). + ( + (A, Z) ( 1.1) 

rr + rr0 

K+ + 1T+'lTO ( 4 .1) 

K+ -+ e+ lTO Ve ( 4. 2) 

-115-
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were generated with the Monte Carlo program and allowed to 

propagate through the spectrometer. The events were vetoed 

if any of the decay products left the geometrical acceptance 

of the spectrometer. For charged particles, hits were 

generated in the chambers along the particle trajectory and, 

for photons and electrons, electromagnetic showers were 

generated in the LAC. The various parameters necessary in 

the Monte C~rlo program were determined using real events. 

The procedure used to determine these parameters is outlined 

below: 

1. The angular divergence and transverse dimensions of 

the incident beam were determined from an analysis 

of beam. tracks. 

2. Positions of veto counters(BA,BV,VE,etc) were 

measured by looking for sharp cutoffs in charged 

particle distributions at the appropriate z 
positions. 

3. Efficiencies and noise levels of the chambers were 

determined from data. The beam region was 

desensitized to mimic the space charge effects seen 

in the experiment. 
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4. The logic signals TC and MBV were simulated using 

the generated hit distributions. 

s. Multiple Coulomb scattering in the targets was 

simulated using a Gaussian approximation for the 

effect. 

6. The transverse kick,f B•dl, of the BM109 magnet and 

its transverse dimensions were determined from 

studies of real data. 

7. Photon and electron showers were generated in the 

LAC by distributing energy to 
• 

using the shower shape 

the detector strips 

determined in the 

calibration. The energy deposited in each strip was 

smeared in a G.aussian fashion with a2 • { .141E) 2 + 

.003. The first term corresponds to the energy 

dependent resolution observed in the LAC using Ke3 

decays. The second term is a constant term added to 

each strip to mimic the noise effects seen in real 

data. The total energy was divided between the 

front and back of the LAC according to the 

distributions found in the calibration studies. 

8. Hadron interactions in the LAC were simulated using 

the characteristics discusssed in Chapter III. 
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9. The LAC signals EUP, · EOOWN, and ETOTAL were 

calculated with the strip pulse heights in the same 

manner as in the actual experiment. The Monte Carlo 

events were required to satisfy the LAC logic 

simulation. 

The events generated in this manner were then passed 

to the reconstruction program discussed in Chapter III. The 

degree to which the Monte Carlo successfully mimics the 

experiment will be shown by the agreement between 

experimental and Monte Carlo distributions. 

B. Comparison o.f K++'IT+'ITo decays-Monte _Carlo and Experiment 

The experimental trigger was sensitive to K++n+n° 

decays which occurred in the interval from approximately 1 m 

upstream of the target to 6 m downstream. The experimental 

data set contained a much larger sample of K+ decays than of 

p+ events. Topologically, the two types of events were very 

similar. This topological similarity was taken advantage of 

by using the normalization(number of decays expected/number 

of decays observed) of the K++'IT+To decay rate as a correction 

factor to the p+ cross section. This point will be discussed 

in more detail in the next chapter. The data sample of 

K++T+'ITo decays was large enough to allow a statistically 

significant comparison of the experimental distributions to 
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the Monte Carlo generated distributions. As will be seen in 

the following discussion, there was a fairly good agreement 

between the data and Monte Carlo, with the discrepancies not 

seriously affecting the analysis. The distributions below 

had restrictions,or "cuts", applied, whenever applicable, on 

the z vertex of the decay, the 2 photon mass, the n+n° mass, 

the total energy, and the reconstructed t. These cuts are 

described in more detail below and in Section C of Chapter v. 
Unless otherwise noted, the Monte Carlo prediction is 

indicated by a solid line~ 

In the Monte Carlo, kaons were allowed to decay 

uniformly in the region from l.25 m upstream of the target to 

6.25 m downstream of the target. A comparison, for K++n+no 

decays, between the experimental and Monte Carlo z vertex 

decay distributions is shown in Figure 34. The dip seen in 

the data near the target region is due to the presenbe of 

various veto counters. These counters were not included in 

the Monte Carlo model since the target region was avoided in 

any normalization procedure. The region that was used in the 

K+ decay normalization is marked in the figure by the arrows. 

Since kaons are spin O particles, the angular 

distribution of the charged pion from the K+ decay, in the 

helicity frame, should be flat. (The Gottfried-Jackson and 

helicity frames are defined in Figures 4c and 4d for the case 
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of p+ production.) A comparison of the Monte Carlo and 

experimental angular distributions is shown in Figure 35 •. 

The angle plotted here is the. angle of the charged pion 

relative to the flight direction of the kaon, in the rest 

frame of the kaon. Both distributions are cut off at forward 

angles. Events with the charged pion at forward angles 

tended to be eliminated by the M(BV) 2 , and the BA and VE 

counters. Also events of this type were lost due to .vetoing 

of the low energy n°•s in the AM counters and due to the 

threshold imposed on energy deposition in the LAC. The good 

agreement indicates that the trigger and geometric 

acceptances have been modeled correctly in the Monte Carlo. 

As mentioned in the last chapter, the beam region in 

the drift chambers was deadened due to the buildup of space 

charge. In Figure 36 is shown a comparison between data and 

Monte Carlo of the transverse distance between the charged 

pion track and the beam axis. The Z position of the plot 

corresponds to the PlX chamber. The agreement indicates that 

the chamber inefficiency did not cause any serious problem. 

The asymmetry distribution for the two photons from 

the K+ decay n°•s is shown in Figure 37. The asymmetry for 

the two photons is defined as 
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I
EPhoton 1 - EPhoton 2

1 Asymmetry • 
EPhoton 1 + EPhoton 2 

(4.3) 

The solid line in the figure is the Monte Carlo generated 

curve. Since the n° is also a spin 0 object, the asymmetry 

distribution should be flat. . The dropof f at higher 

asymmetries is due mainly to one of the photons from the n° 

falling below the 5 GeV minimum energy cut. 

The energy distribution for n°'s from K++n+rr0 events 

is shown in Figure 38. The n° energy spectrum, which in the 

absence of acceptance effects would be flat,is strongly 

shifted towards high energy. Events with high energy n+•s 

(and hence low energy n° 1 s) were vetoed since the charged 

pion was regarded as a noninteracting beam particle. This 

effect was mentioned before in connection with the angular 

distribution of the charged pion in the helicity frame. 

The separation R(•/cx2+y2)) of the two photons from 

the n° in the LAC is shown in Figure 39a. The separation in 

the LAC in one view(X ·or Y) of the two photons is shown in 

Figure 39b. The peak at zero separation corresponds to a 

complete overlap in that view. In the case of complete 

overlap in one view, photon energies and positions were 

assigned by making use of the information in the other view. 

This was discussed in some detail in Chapter 111. The solid 
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line in both curves is the Monte Carlo prediction. The point 

emphasized by the last tpree figures is that the average ~o 

energy in this experiment was high, and correspondingly, the 

average separation of the two photons was small. The 

presence of overlapping showers led to a degradation of the 

energy and position resolution for photons. 

K++e+~ove events were generated in the same region of 

the spectrometer as K++~+~o decays. Using the positrons from 

from these Re3 decays, the position and energy resolution of· 

the LAC, as generated by the Monte Carlo, were tested. A 

plot of a 2 
(• (ELAC-ESPEC>rms

2
> versus ESPEC is ·shown in 

Figure 40. For comparison, the resolution function observed 

for the data, a2 • ( .14/E') 2 + (. 55) 2 , is plotted as a dashed 

line. ·aeasonable agreement is seen. A comparison of the 

position resolution of the LAC observed in the Monte Carlo 

and in the experimental data is shown in Figure 41. For 

energies greater than.35 GeV, good agreement is seen. For 

energies lower than this, the degradation of the resolution 

observed in the real data is much stronger than the 

degradation observed in.the Monte Carlo data. The reason for 

this low energy discrepancy was mentioned in Chapter III. 

Having been bent by the analyzing magnet, low energy 

positrons entered the LAC at large angles. The large angles 

of incidence meant that fluctuations in the longitudinal 

development of the electromagnetic showers translated to 
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fluctuations in the observed transverse positions of the 

showers. In the general B272 Monte Carlo, shower 

· fluctuations were not introduced since the bulk of the 

data(all K++ir+n° and p+•n+no events) involved angles into the 

LAC of less than 10 milliradians. (As seen from the figure, 

no significant degradation is noticed for angles less than· 1 

GeV(size of momentum kick)/35 GeV ~ 30 milliradians.) As a 

test, longitudinal varfations in the shower development were 

inserted into the Monte Carlo for Ke3 decays(using a formula 

derived from Rossi's Approximation B [46]), and a degradation 

of the position resolution at low energies similar to that 

observed in the experimental data was seen. The position 

resolution at higher energies was unaffected • 
• 

The two photon mass distribution for K++ir+iro decays 

and the Monte Carlo comparison are shown in Figure 42. The 

Monte Carlo distribution is somewhat narrower than the data1 

for the Monte Carlo a• 4.7 MeV, for the experimental data 

a • 5.5 MeV. The cause of this discrepancy is not clear. It 

may have to do with the difficulty of using an 

electromagnetic shower shape determined at SO Gev over a wide 

range of energies. 

was used in the 

neighboring photons. 

As mentioned earlier, the shower shape 

reconstruction program to separate 

Since the Monte Carlo used the same 

shower shape for generation as was used in the reconstruction 

program, the resolution would necessarily be expected to be 
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better. The rr0 mass cut used in the data analysis is shown 

in the figure.by the two arrows. 

Figure 43 shows the rr0 mass resolution plotted versus 

the rr0 energy, again for K++rr+rr0 events. The dashed curve is 

the mass resolution expected using the position and energy 

resolution observed with Ke3 events. The solid curve is th~ 

Monte Carlo prediction. The mass resolution observed in the 

data was roughly a factor of 1.5 worse than was expected from 

the position and energy resolution~ found for single showers. 

The Monte Carlo predictions agree more closely. (The events 

in this sample have been .restricted to low asymmetry.) The 

discrepancy between the resolution found and the resolution 

expected points out the difficulty of working with two 

overlapping showers rather than single isolated showers. 

The rr+rro mass distribution, from g+ decays, is shown 

in Figure 44 along with the Monte Carlo prediction. The 

Monte Carlo curve agrees fairly well with the data, although 

it is a bit narrower due to the better rr0 mass resolution 

seen in the Monte .Carlo. The standard deviation for the data 

distribution is 8.5 MeV. The limits of the g+ mass cut for 

the data analysis are shown by the arrows. 

The rr+iro energy distribution is shown in Figure 45. 

The total energy of the event was reconstructed. Thus the 
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width of the distribution comes from two sources: the 

resolution of the spectrometer , and the momentum bite of the 

incident beam. The limits of the energy cut used in the 

analysis are shown by the arrows. 

One of the grea~est values of the K++~+~o decays is 

in the knowledge they give of the t resolution of the 

spectrometer. This point was discussed in Chapter III. If 

we assume a Gaussian resolution for the spectrometer, the t 

distribution observed for K++~+~o decays has the form 

2 
N(t) = N e-t/2cr 

0 (4.4) 

where cr is the resolution in in transverse momentum (Pt> of 

the spectrometer. (See Appendix B for more details.) The 

observed t distributions of K++n+rr0 decays for the three 

different targets,and for target empty, are shown in Figure 

46. The assumed exponential form works well at lower values 

of t. At higher values of t, the Gaussian approximation does 

not work as well. In addition, contamination from Ke3 and 

Ku3 decays begins to become significant. 

Multiple scattering in the target contributes a great 

deal to the observed t resolution. This is demonstrated by 

the much steeper t slope seen with no target present. The 

differences in slope among the three targets are due to 
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differences in target thickness. The slopes seen in the 

Monte Carlo for the three targets and for no target are shown 

by solid lines. Agreement between the Monte Carlo and data 

is good, but again the resolution obtained in the Monte Carlo 

is somewhat better. Since the Monte Carlo is used to 

determine the t resolution appropriate for p+ production, . it 

is important to take into account any discrepancy. It was 

assumed that the t resolution for K++w+w0 decays could be 

written in the form: 

2 2 2 
a Experimental • a Monte Carlo + a Residual 

A value 
• 

Table II.) 

for a 2Residual was obtained for every target. 
2 Furthermore, it was assumed that a Residual 

{ 4. 5) 

{See 

had 

the same value for p+ events as for K+ decays. The quadratic 

sum of the Monte Carlo p+ resolution and the residual term 

was used as the "experimental" resolution appropriate for p+ 

production. The effects of this assumption will be discussed 

in Chapter VI. 



Target 

c 

Cu 

Pb 

MT 
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Table II 

crMonte Carlo(MeV) 

8.9 

12.0 

9.8 

7.8 

croata(MeV) 

9.6 

12.9 

11.1 

8.6 

O'Residual(MeV) 

3.5 

4.8 

5.2 

3.5 



Chapter V 

Normalization 

A determination of the radiative width of the .p+ 

meson involves , to first order, the determination of the 

cross section for p+ production. This can be seen from 

Equation (1.51). As a matter of definition then, the 

accuracy to which the radiative width can be determined is 

bounded by the accuracy to which the cross section can be 

determined. This chapter discusses the procedures used for 

normalizing the p+ cross section. As mentioned in the last 

chapter, the Monte Carlo provided a measure of the 

geometrical acceptance and trigger efficiency of the 

apparatus. By feeding the Monte Ca~lo generated events into 

the reconstruction program, the reconstruction efficiency of 

the off-line analysis was also determined. Other corrections 

had· to be applied to take into account factors not inciuded 

in the Monte Carlo such as initial or final state absorption, 

Cerenkov counter contamination, and counter misalignment. 

The calculable corrections can be divided into two 

categories: those relating to beam normalization , and those 
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relating · to corrections to the final state due to 

spectrometer effects. Non-calculable corrections, such as 

equipment readout failures,etc., were accounted for by making 

use of the normalization of the K++n+no decay. Correction 

factors for both + + 0 production and for K +n n decays are 

discussed in this chapter. 

A. Beam Normalization 

The definition of the incident beam flux was 

discussed in Chapter II. The beam flux for each particle 
. 

type was further defined by requiring the appropriate signals 
-

from the Cerenkov counters. Misidentification·of particle 

type was possible, mainly due to electronic noise in the 

phototubes. An estimate of the misidentification was made 

using pressure curves (Figures 8, 9, and 10) and the beam 

counting scalers. The kaon content in the pion beam was 

estimated to be about 0.5% and the pion content in the kaon 

beam was estimated to be 1.5%. Correction factors were 

applied to the appropriate beam fluxes. 

Past experience in the Ml beamline has shown the muon 

flux to be approximately 1% of the pion flux. [471 This 

figure is consistent with calculations of pion and kaon decay 

upstream of the Cerenkov region. Since muons registered as 

pions in the K2 Cerenkov counter, a correction factor needed 
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to be applied to the pion beam flux. However, as discussed 

in Chapter II, approximately 2.2 m of beryllium was placed at 

the first focus in the beamline to enhance the K+ fraction of 

the beam. The presence of. the beryllium in the beamline had 

the side effect of enhancing the muon fraction of the beam 

since muons produced upstream of .the first focus were not 

attenuated to any significant degree while the pion flux was 

reduced by a factor of several hundred. The muon 

contamination in the pion signal was measured using the beam 

triggers from a "straight thru" run in which the BM109 was 

turned off. [48] Since no magnetic field was present, the 

beam particles were not.bent into the beam hole in the LAC, 

but instead intersected the active area. The beam intensity 

was reduced to avoid any saturation effects in the LAC 
• 

amplifiers. The number of proton, kaon, and pion absorption 

lengths presented by the LAC were calculated. Comparisons 

were made between the percentage of beam particles of each 

type that were expected to interact and the percentage that 

actually did interact. The proton and kaon measurements were 

consistent with calculations(see below about muon 

contamination in the kaon flux), but the pion comparison 

demonstrated 

non-interacting 

non-interacting 

the existence, 

component in 

component 

at the 6% level, of ·a 

the . pion flux. This 

was interpreted as muon 

contamination and an appropriate correction was applied to 

the pion flux. 
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Electrons in the beam will also have registered as 

pions in the Cerenkov counters. In Reference 47, the 

electron contamination in the pion signal was measured to be 

0.1%. Since the presence of the beryllium in the beamline 

caused no electron enhancement, the 0.1% figure was used as a 

correction in this experiment. 

Decays of incident kaons between the·Cerenkov region 

and the spectrometer were simulated using a Monte Carlo. The 

decay K++µ+vµ was estimated to reduce the kaon yield by about 

0.4%. (The only decays effective in reducing the flux were 

those in which the decay muon was inside the beam 

acceptance.) In the study discussed in the previous 

paragraph, a muon contamination consistent with 0.4% was seen 

in the g+ signal. A correction factor for this contamination 

was applied to the g+ flux. In a similar way the pion flux 

was reduced by the decay n++µ+vµ. The correction for this, of 

course, was included in the muon contamination factor 

·mentioned before. 

The amount of material downstream of the Cerenkov 

region, but upstream of the target, amounted to about 6xlo-3 

proton absorption lengths. A correction was applied for 

incident particle absorption in this material. Also, 

interaction of the beam with this material could have created 

more than one beam track. To prevent ambiguities, events 
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with more than one beam track were not considered for 

analysis. A correction was applied for this to the beam 

count. The effects discussed above are summarized in Table 

II Ia. 

Events, otherwise good, could have been killed due to 

the accidental firings of the va~ious veto counters in the 

e~p~riment. The veto counters could have fired because of 

random noise in the phototubes, delta ray emission from the 

charged particles in the event, or misalignment of the veto 

counters. (As mentioned earlier, the B counter was found to 

be misaligned dur~ng part of the run, vetoing events in which 

one of the particles in the final state happened to hit the 

counter.) A correction factor for this type of occurence was 

calculated using Beam trigger events. The Beam trigger was a 

minimum bias trigger, depending on none of the ve~o counters 

for its definition. The rate of firing of the veto counters 

for the Beam triggers was measured, and correction factors 

were applied for each target and incident particle type. 

The S counter was set up downstream of the target so 

that all charged particles in the events of interest would 

pass through it. A signal from the s counter corresponding 

to one or more charged part_icles in the event was required 

for the Rho trigger. During part of the run, the counter was 

bent slightly away from the beam region and it was possible 



-143-

Table Itta 

Correction Factors to Beam Normalization 

(effects independent of target) 

Cerenkov 
misidentification 

Muon 
contamination 

Electron 
contamination 

Decay of beam 
particle 
downstream of 
Cerenkov region 

Absorption of 
particle in 
upstream material 

Beam 

+ 
.JL 

.995 

.94±.015 

.999 

** 

.9995 

!m! 

K+ 

.987 

* 

.996 

• 

.9996 

*included in beam decay correction 

**included in-muon contamination correction 
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for charged particles from good events to miss the counter. 

This effect was also studied usi~g Beam triggers and the 

resulting factors were used to correct the normalization. 

The correction factors to the beam normalization due to the 

above effects are presented in-Table IIIb • 

. B. Spectrometer Related Corrections 

Event loss due to absorption of the initial or final 

state in the target was possible. For K++~+~o decays, only 

absorption of the incident K+ needed to be calculated since 

K+ decays in the target region (or upstream) were not 

considered in the normalization. For Reaction (1.1) ,a 

convolution of the absorption in the target of the incoming 

and outgoing states was necessary. For each target, the data 

of A.S. Carroll et al. [49] was used to calculate the number 

of absorption lengths present for each particle type. Photon 

absorption was calculated using the formula exp(-7/9t), where 

t is the thickness of the target in radiation lengths. (For 

high energy photons, the absorption length(determined by pair 

production) can be written as 9/7 t0 ~ where t 0 is the 

r~diation length. [50]) Correction factors for the above 

effects were calculated and applied to the cross sections. 

The spectrometer presented as much material, or more, 

as the different targets. Correction factors for final state 
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Table IIIb 

Correction Factors to Beam Normalization 

(effects dependent on target) 

Target 

Beam !YE! c Cu Pb 

,,.+ .694±.006 .733±.007 .730±.007 

g+ .692±.008 .748±.007 .742±.008 
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absorption were calculated in a manner similar to that 

described above. The material in the acceptance of the final 

state(helium bags, chambers, scintillation counters,etc.) 

was determined and the number of pion and kaon absorption 

lengths calculated, again using the data of .Carroll et al. 

The number of radiation lengths in the. above material was 

also calculated and corrections were applied for final state 

photon aQsorption. 

Hadrons ,interacting in the LAC,could sometimes mimic 

photons(although in general the characteris~ics of their 

energy deposition are sufficiently different to allow 

discrimination). As mentioned in Chapter III, showers in the 

LAC that had a charged track within 2.5·cm were designat~d as 

charged-photon overlaps and flagged as possible hadron(or 

electron) candidates. If a hadron shower did not have a 

charged track within 2.5 · cm, and its longitudinal energy 

deposition was consistent with that of a photon, it was 

called a photon. Large fluctuations in hadron shower 

development in conjuction with large entrance angles in the 

LAC made it possible for the reconstructed shower position 

and the charged track position to differ by more than 2.5 cm. 

A similar argument was applied to electron showers in Chapter 

IV. A study of g++n+n° decays found that 2.2% of the events 

contained an extra photon. Since both g++~+~o and p++~+~o 

events were constrained in the analysis to have only two 
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Table !Va 

Correction Factors to Cross Section 

(effects dependent on target) 

Incident K+ 
absorp~ion in 
target 

Incident ir+ and 
outgoing 11'+11'0 

absorptio~* 
in target 

c 

1.035±.0001 

1.13±.004 

*specific t~.K++ir+11'o 

**specific to p++1f+11'o 

Target 

Cu 

1.033±.0001 

1.431±.003 

Pb 

1.0054±.0001 

1.184±.003 
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Table IVb 

Correction Factors to Cross Section 

(effects independent of target) 

K+ absorptio~ 
in S counter 

+ absorption 1T ** in S counter 

no absorptio~* 
in S counter 

'IT+ absorption 
in spectrometer 

'Tfo absorption 
in spectrometer 

3 photon 
correction 

Dalitz decay 
of iTO 

* specific to g++ir+iro 

** specific to p++ir+~o 

1.00185 

1.0021 

1.0072 

1.024 

1.132 

l.022±.005 

l.0116 
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photons, the presence of a third photon resulted in the event 

being thrown out. 

data for this effect. 

A correction factor was applied to the 

Since the n° has a .0115 branching ratio to e+e-y 

(Dalitz decay), a 1.15% correction was applied to both 

K++~+n° and p++n+n° rates. The decay of final state charged 

pions in the spectrometer was investigated with the Monte 

Carlo and found to lead to a 0.35% correction for both the K+ 

and p+ events. The correction factors for spectrometer 

effects are summarized in Tables IVa and IVb. 

c. K+ Decay Normalization 

The above correction factors, and those obtained from 

the Monte Carlo, were tested by comparing the expected rate 

for the decay K++n+n° to the rate actually seen. The· 

comparison was carried out as follows. Using the incident 

kaon beam flux, the number of kaons expected to decay in the 

mode n+n° in the region 1 m to 3.2 m downstream of the target 

was calculated. The number of kaons reconstructed in this 

region was multiplied by the correction factors mentioned in 

this chapter and by_the correction factors determined by the 

Monte Carlo and reconstruction program. For both Monte Carlo 

and data K++w+n° events , the following cuts were applied: 
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1. Rho trigger 

2. 1 beam track 

3. Kaon Cerenkov 

4. 1 track in final state 

5. 2 photons in final state 

6. no charge-photon overlaps with E/p in the range 

0.9-1.1 (This was applied to eliminate contamination 

from K++e+n°ve decays.) 

7. Decay vertex in the normalization region 

8. Reconstructed energy in the range 192-212 GeV 

9. Reconstructed t less than .005 (GeV/c)2 

10. Reconstructed n° mass in the range .110-.160 GeV 

11. Reconstructed K+ mass in the range .450-.550 GeV 

Some of these cuts were discussed in the last 

chapter. Cuts 1,2,4,5,6,8 and 10 are common to the p+ 
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analysis. The g+ decay normalization factors for each target 

are shown in Table V. Within errors, they all agree. As 

will be seen in the next chapter, these factors were applied 

as a correction to the ~+ cross section. 



Target 

c 

Cu 

Pb 

-152-

Table V · 

K++rr+rr0 Normalization Factors 

Factor 

1.16±.03 

1.13±.02 

1.14±.02 



Chapter VI 

A. Introduction 

In this chapter·the data for the reactipn 

'II'+ + (A,Z) + p+ + (A,Z) 

L 'll'+'ll'o 

( 1.1) 

will be presented and- the results· of fits to the mass and t 

distributions will be discussed. -Comparisons of the data to 

the Monte Carlo generated distributions will be made and the 

overall normalization of the cross section will be discussed 

in more detail. 

Evidence that reaction (1.1) is dominated by p+ 

production is shown in Figures 47a·, 47b, and 47c where the 

'll'+'ll'o mass distribution is plotted for the lead,copper and 

carbon targets respectively. For these distributions, cuts 

have been applied to the total energy, interaction vertex, 

and rr0 mass. For each of the targets, a prominent peak is 
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seen in the p+ region. A secondary peak can also be noticed 

around .500 GeV. This peak is due to K++n+n° decays in which 

the incident K+ was identified as a n+ ~ue to inefficiencies 

in the Cerenkov system. To avoid the region of 

contamination, p+ candidates with a mass below .550 GeV were 

not considered in the analysis. An upper mass cut of .950 

GeV was also applied. The n+n° mass range used in the 

·analysis is indicated in Figure 47 by the two arrows. The 

loss of events (about 10%) due to the p+ mass cut was 

corrected for using the line shape of the n+n° mass 

distribution. This will be discussed in more detail in 

Section D. 

B. Data and Comparisons to the Monte Carlo Model 

Simulated events for reaction (1.1) were produced 

using the Monte Carlo model discussed in Chapter 4. The 

events were generated with a t of near O ( 1. Oxlo.-10 Gev2) and 

with a Breit-Wigner mass distribution using the world 

averages for the resonance mass and width. (Aga·in, for 

convenience's sake when discussing values of t, I'll refer to 

it as a l;>ositive number. Port, read ltl.) The events were 

generated with a t of near O both for the sake of simplicity 

and to calculate the expected resolution of the spectrometer 

for p+ production(as discussed in Chapter 4). The acceptance 

of the spectrometer for p+ production was checked and found 
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to be t independent up to a t of 0.1 Gev 2 • The events were 

also generated with a sin2e sin2$ angular distribution in the 

Gottfried-Jackson frame, as expected for a spin 1 resonance. 

The p+ mesons were produced at the target, allowed to decay, 

with the decay products propagating through the spectrometer. 

Events in which decay particles left the geometrical 

acceptance of the spectrometer were disregarded. Hits were 

generated in the chambers for charged tracks and showers were 

generated in the LAC for photons. Positions and. energies 

were smeared with the resolutions observed in the data. The 

chamber and LAC information was then passed to the same 

reconstruction program used for real data events. The Monte 

Carlo events generated in this manner were used to estimate 
• 

the geometric and trigger acceptances of the spectrometer ahd 

also the efficiency of the reconstruction programw As will 

be seen in Section C, these factors were used in the 

calculation of the p+ cross section. The Monte Carlo events 

were also useful in that a comparison of Monte Carlo 

distributions to data distributions showed the degree to 

which the experiment was understood. In the following 

figures, unless otherwise noted, the data appear· in histogram 

form while the reconstructed Monte Carlo results appear as 

solid curves. 

The reconstructed interaction vertex distribution for 

p+ events is shown in Figure 48a. Cuts on total energy,n° 
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mass, and p+ mass have been applied to the events in this 

distribution. The larger histogram shows the vertex 

distribution for the lead target while the smaller shows the. 

normalized(to the lead target beam count) distribution for no 

target present. From the figure it is apparent that most of 

the background from the target empty is due to interactions 

downstream of the target region. There are two reasons for 

this: more material is present downstream of the target and 

in~eractions upstream of the target tend to be eliminated by 

the target veto counters. To minimize the effect of the 

target empty subtraction, only those events in the region 

between the two arrows wer~ used for further analysis. This 

cut results in a loss of real events of about 13%. The loss 

was corrected for using the Monte Carlo. The lead target 

interaction vertex distribution, now with target. empty 

subtracted, is shown in Figure 48b and compared with the 

Monte Carlo prediction. The Monte Carlo distribution is seen 

to be somewhat broader than that found in the data. Since a 

severe cut on the interaction vertex is needed to reduce the 

target empty background, the Monte Carlo overestimates the 

loss of events by about 8%. This overestimation was studied 

and found to be the same for each target. A correction 

factor for this effect is included in Table VII. 

The distribution of the decay angle of the n+ from 

the p+ decay in the Gottfried-Jackson frame is shown in 
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Figure 4~a for the lead target. Cuts on energy, interaction 

vertex, rr0 mass, and p+ mass have been applied. In addition 

the events have been restricted to have t less than .002 

Gev2. The events in Figure 49a have also been corrected for 

target empty background and for geometric acceptance and 

reconstruction efficiency. The results are in· excellent 

agreement with the sin2e dependence (solid curve) expected 

for the decay of coherently produced p+ mesons. In Figure 

49b, the combined geometric acceptance and reconstruction 

efficiency is shown as a function of coseGJ • The rapid 

falloff at forward angles is due to the effects of the 

various veto counte~s in the experiment, as discussed before. 

The ~ distribution of the rr+ in the Gottfried-Jackson 

frame is shown for two different t cuts in Figures SOa and 

SOb. At small values of t the ~ dependence is dominated by 

the resolution of the spectrometer. This is demonstrated in 

the two figures where the expected sin2~ dependence is much 

more evident in the higher t region. 

The good agreement of the cos0GJ distribution with 

. 2e the expected sin GJ shape indicates that inelastic 

background is not a problem at small t. · The most . likely 

source of inelastic background would be from coherent 

A1++rr+rr0 rr0 production in which one of the rr0 •s was lost. 

Background from this source would introduce a cos2e component 
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to the coseGJ distribution due to the presence of 

contributions from the ~-exchange Deck diagram. [51] The 

good energy resolution obtained in our experiment enabled us 

to eliminate most of this type of background. The 

distribution of total reconstructed energy for p+ events is 

shown in Figure Sla for the lead target. Cuts have been 

placed on interaction vertex, ~0 mas.s, and p + mass, and the 

target empty contribution has been subtracted. The upper 

data have no restriction on t: the shaded region shows the 

effect of imposing a t less than .002 Gev2 cut. Some 

inelastic backgi;ound is evident in the low energy tail. Most 

of this background was eliminated by requiring the 

reconstructed energy to be in the range 192-212 GeV, shown by 

the two arrows in the figure. In Figure Slb, the shaded 

energy distribution above(t less than .002 Gev2) is compared 

to the Monte Carlo prediction. 

The two photon mass distribution for p+ events on the 

lead target is shown in Figure 52a, along with the Monte 

Carlo prediction. The target empty contribution has been 

subtracted and the events have been restricted to t less than 

.002 Gev2, in addition to the standard cuts described above. 

The good spatial and energy resolution in the LAC enabled us 

to achieve a very good mass resolution for the ~0 <a~s MeV). 

Candidates with 2 photon mass in the range shown by the two 

arrows (.110-.160 GeV) were used in the analysis. It should 
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be restated that the restrictions on the 2 photon mass and on 

the total reconstructed energy that were used in the P+ 

analysis were the same as those used in the extraction of the 

g++n+no decay normalization factor. 

In Figure S2b, the asymmetry distribution of the two 

photons is plotted for p+ events on the lead target. In 

addition to the restrictions outlined above, the events in 

the distribution also have the cut on n° mass. The· agreement 

between Monte Carlo and the data indicates that the Monte 

Carlo correctly estimates the loss of photons. 

events. 

The v0 energy spectrum is shown in Figure S3 for p+ 

The cuts applied are the-same as for the asymmetry 

distribution. The average v0 energy in this distribution is 

.120 GeV.(For + K decays the average is 130 GeV.) The 

distribution is somewhat similar to that seen for K++v+no 

decays- (see Figure 38), although not quite as skewed towards 

higher energies. 

c. Mass.Fittings 

The acceptance corrected v+v0 mass distributions are 

shown for the lead and copper targets in Figures S4 and SS. 

The cuts described in the last section on interaction 

vertex,total energy and v0 mass have been applied. The 
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acceptance as a function of mass, shown above the mass 

distributions, includes the effects of these cuts as well as 

the reconstruction efficiency and the geometric acceptance. 

The events in the mass distribution, in addition, have been 

restricted to t less than .002 GeV2 to enhance the Coulomb 

production component. 

Since the p+ is a resonance, the mass spectrum is 

described by a Breit-Wigner formula. Some distortion from 

this simple formula is observed in our experiment, however, 

since Coulomb production has an intrinsic mass dependence. 

This can be seen from Equation (1.48) in Chapter I. 

Integrating Equation (1.48) over t (and substituting in the 

appropriate numbers for p+ production), we obtain an 

expression for the differential cross section with respect to 

the invariant mass squared. 

t-tmin 2 
IF(t) I dt 

t2 
( 6 .1) 

Converting the expression in brackets to the relativistic 

form of the Breit-Wigner(and letting rtot•rnn>, and also 

converting the cross section to one with respect to the 

invariant mass, we obtain 
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1 m 2r r- e nn l 
1T (m2-m )2+(m r )2 

p p 7T7T 

IFCt>l 2 dt ( 6. 2) 

The integral over t is a function of the mass m due to the 

mass dependence of tmin• If we set l~Ct) 12 = e-bt (where 

b=400 for lead and b•200 for copper) and ailow tmax to go to 

infinity{integrating with a tmax of infinity instead of .002 

results in an answer that differs by a simple multiplicative 

constant), the above integral can be approximated 

f {m) -1.577-ln{btmin> {6.3) 

where ,again, the mass dependence is contained in tmin• 

Some addi..tional distortion from the simple 

Breit-Wigner shape occurs because of the mass dependence of 

the two widths r{p++'lf+y) and r(p++1f+1fo). If the two body 

decay of a resonance proceeds through a partial wave of 

orbital angular momentum t, the width for either of the two 

processes, with mass dependence included, can be written 

r [-
q]2t+l X(q) 

rcq> = 
o qo X(qo) 

( 6. 4) 
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where q is the 3-momentum of each particle in the resonance 

rest frame and the subscript o refers to the value at the 

resonance mass. [52] X(q) is an additional 

semi-phenomenological factor and for p+ production t•l. Table 

VI shows the different forms for r(p++n+no) and rcp++n+y) 

used in the mass fittings. Note that some forms of rcp++n+y) 

used involves the.square of the (k/k0 ) term instead of the 

cube.(To prevent confusion, I'll use k to describe the decay 

particle 3-momentum in the p++n+y case.) This was arrived at 

in analogy with the form of the width· used in photoproduction 

experiments. [53] 

Using the forms of the widths listed in Table VI, 

Equation (6.2) was used to fit the mass spectra for the lead 
• 

and copper targets. The three parameters in 'the fit were the 

total width r
0 

, the resonance mass me, and an arbitrary 

normalization. 

The results of the mass fittings are presented in 

Table VI. The best results are obtained with ry•ro(y) 

(k/ko>2(2ko2)/(k2+ko2) and rnn·ro(nn) (q/~)3(2qo2)/(q2+qo2> 

or rnv•ro(nv) (q/q0 )
3 m0 ;m. Two other solutions have somewhat 

higher x2 and the rest are prohibitively high. The twa 

solutions with the best x2 are compared to the data in 

Figures 54 and 55 (essentially they are described by the same 

curve). 
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Table VI 

Results of Mass Fits 

Forms of Mass Dependence 

(1) 
k 3 m 

(-) * 
ko mo 

k 2k 2 
(-) 3 0 

ko k2+k 2 
0 

( 2) 

k 2k 2 
(-)2 0 

ko k2+k 2 
0 

(3) 

* For simplicity's sake I have switche~ fiom q to k in 
describing the different forms for rep +n y). 

Target Form of --
ry rnn Resonance Mass(GeV) Width (GeV) x2/DOF 

Pb 1 1 • 7473±.0019 .1422±.0046 97.2/37 
1 2 .7473±.0018 .1430±.0053 97.8/37 
2 1 .7642±.0020 .1516±.0060 45.8/37 
2 2 .7642±.0020 .1516±.0060 44.9/37 
3 1 .7725±.0022 .1493±.0057 41.2/37 
3 2 .7726±.0021 .1492±.0058 41.4/37 
4 1 .7560±.0019 .1478±.0059 63.4/37 
4 2 .7560±.0019 .1480±.0058 60.8/37 

Cu 1 1 .7406±.0026 .1418±.0072 80.2/37 
1 2 .7406±.0026 .1427±.0072 77.0/37 
2 1 .7579±.0026 .1529±.0078 45.9/37 
2 2 .7571±.0025 .1528±.0065 45.2/37 
3 1 .7665±.0027 .1509:!:.0075 40.8/37 
3 2 .7665±.0027 .1507±.0075 40.8/37 
4 1 .7494±.0025 .1484:!:.0076 58.2/37 
4 2 .7494±.0025 .1486±.0075 56.5/37 
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The values obtained for the total width of the P+ are 

very similar for the copper and lead targets for the two best 

solutions. The fitted values for the resonance mass differ, 

however, by 6 MeV, about 2-3 standard deviations. This is a 

measure of the systematic error in the determination of the 

resonance mass. If we take the statistical error weighted 

means of the resonance mass and of the total width· obtained 

for the two targets, and add the systematic and statistical 

errors quadratically to get the total error, we obtain 

m0 =0.7697±0.0035 GeV 

r0 =0.1497±0.0048 GeV 

Again, these values are derived from the two solutions with 

the lowest x2. These results agree well with those .listed in 

the. Particle Data Book. [54] It should be noted that our 

determination of the mass and width of the p+ meson might be 

one of the cleanest since the production mechanism is well 

understood. Previous attempts to fit the charged p mass and 

width have used either OPE(One Pion Exchange) models [SS] or 

simply phase space [56] to describe the production mechanism. 

For simplicity's sake, no strong contributions have 

been considered in the mass fittings. Strongly produced p+ 

mesons have a slightly different mass shape since no Coulomb 

distortion is present in the production mechanism. However, 

as will be seen later, for t values of less than .002 Gev; 

the production is overwhelmingly Coulomb. 
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o. Calculation of Cross Sections 

The cross section per event can be written 

a(per event)=(A/N
0

pt)/(Normalized beam flux) . 

x Geometric and reconstruction losses 

x Absorption losses 

x K++n+no normalization factor 

A is the atomic weight of the target nucleus, N
0 

is 

Avogadro's number and pt is the thickness of the target in 

grams/cm2. The incident beam flux was defined as outlined in 

Chapter II and normalized using the correction factors 

discussed in Chapter IV (Tables IIa and IIb) • The p+ cross 

section was corrected for geometric and reconstruction 

losses, initial and final state absorption, and finally the 

K++w+~o decay rate normalization. The last two corrections 

were discussed in some detail in Chapter V and are summarized 

in Tables IV and v. The first correction, from geometric and 

reconstruction losses, was estimated ~sing the Monte Carlo 

and reconstruction programs as discussed earlier in this 

chapter. Note that reconstruction losses include the effect 

of the various cuts used in the analysis. The correction 

factors discussed above are summarized and the cross section 

per event is given for each of the three targets in Table 

VII. 
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Table VII 

Summary of Correction Factors for p+ Production 

Target 

c Cu Pb 

Absorption 1.372±."008 1.737±.009 1 • 4 3.7 ± • 0 0 8 
corrections 

Geomettric and 2.32±.026 2.326±.021 2.30±.02 
reconstruction 
losses 

Interaction 0.92±.02 0.92±.02 0.92±.02 
vertex 
correction 

K++ir+no 1.16±.03 1.13±.02 1.14±.02 
normalization 

Product of 3.40±.123· 4.20±.125 3.47±.100 
above 4 
factors 

Normalization 0.648±.012 0.685±.013 0.682±.013 
of n+ beam 

a(µb/event) .077±.003 .077±.0027 .330±.011 
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E. Extraction of the Radiative Width 

The differential cross sections (dcr/dt) for the three 

nuclear targets are shown in Figure 56. The cross sections 

were calculated as discussed in Section c. The data were 

subjected to the cuts on interaction vertex, 2 photon mass, 

and total energy that were discussed previously. Also, to 

eliminate background from K++n+n° decays, only events with 

rr+n° mass in the range .550-.950 GeV were used in the 

analysis. The correction for this mass cut will be discussed 

later in this section. 

The t distribution shown in Figure 56 displays the 
• 

characteristics described in Chapter I for coherent 

production. Coulomb production dominates at low t, as seen 

by the sharp forward peak which increases roughly as z2 for 

the three nuclear targets. The tails to the t distributions 

at large t indicate the presence of strong p+ production. 

The solid lines in the figure indicate the results of fits of 

the data to Equation (1.54). The fitting formalism will now 

be discussed. 

By making th~ narrow width approximation, we can 

write the total cross section in the form 

dcr 
= (6.5) 

dt 
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where Tc and Ts indicate the Coulombic and strong production 

amplitudes and ~ is the relative phase between them. The 

Coloumbic amplitude can be written explicitly as 

( 6. 6a) 

Fcoul(q)= 
Z m 3 
- c24na P 1112 
q2 (m 2-m 2) 3 

p 'IT 

(6.6b) 

where Fc(q) is the form factor of the nucleus. The model of 

c. Bemporad et al [57] has been adopted to evaluate the form 

factor. The basics of this model will be sketched here. 

More details are available in References 57 and 58 • 
• 

In this model, the form factor Fc(q) is divided into 

three regions, as shown in Figure 57. The form factor can be 

written 

F (q)•F int(q)+F extl+F ext2(q) 
c c c c (6.7) 

Each term can be expressed 

(6. 8) 

(6.9) 
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b 

Figure 57 
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(6.10) 

The form factor not only takes into account the nuclear shape 

but also the absorption of the incoming and outgoing states 

within the nucleus and the Coulomb phase added due to the 

nuclear charge distribution. The definition of some of the 

terms used in the form factor are provided below: 

1. cr'=a(l-ia) where a is the total n+ (or p+) nucleon 

cross section and a is .the ratio o·f the real to the 

imaginary part of the forward scattering amplitude 

of w+'s(or p+'s) on nucleons. For this analysis, we 
• 

have assumed that the incident n+ and outgoing p+ 

have the same values of a and a. [59] 

+a:1 
2. T(b)=A f dz p(b,z) is. the nuclear ·thickness 

defined in terms of the impact parameter b. p(b,z) 

is the density distribution of nuclear matter. 

+oo 
3. Xc(b)• -ze 2/hc f dz '([b 2+z 21112 > is the Coulomb 

-oo 

phase due to the nuclear matter distribution. 

'= f d 3r' g (t') I ( rt-t• I) is the Coulomb potential of 

the nucleus. 
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Most Coulomb production takes place outside the 

nucleus. (See Chapter I) Therefore the form used for the 

nuclear density distribution will not seriously affect the 

calculation. For calculating the Coulomb form factor above, 

we have assumed a nucleus with a uniform distribution and a 

radius of R=(c2+(7/3) Cna 2 >> 1/ 2 where c=l.12A1/ 3 fermi and 

a=0.545 fermi. R is the equivalent radius of the Woods-Saxon 

distribution of nuclear matter which was used in the form 

factor calculation for strong production, as will be 

discussed below. 

The amplitude for coherent strong production can be 

written 

(6.lla) 

(6.llb) 

Cs is a normalization constant and the other .parameters have 

been described before. Because of the Vb(b,z) term above, 

strong production is sensitive to the nuclear density 

distribution. The dominant contribution to the strong cross 

section, in fact, comes from the region near the nuclear 

surface. (This is the origin of the effective 
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dependence for the strong cro'ss section discussed in Chapter 

I.) Because of this sensitivity to the nuclear matter 

distribution, an explicit Woods-Saxon density distribution 

P(r)•P0 /(l+exp(r-c/a)) was used where c and a have been 

defined before. 

The differential cross section, Equation (6.5) ,can be 

decomposed, fo·r computational purposes, into the fol+owing 

form 

do 
-- •r (P++~+y) IF i<q> 12+CslPsCq)12 dt 0 cou 

[(F real(q)F real(q)+F imag(q)F imag(q))cos~ 
coul s coul s 

+(F imag(q)F real(q)-F real(q)F imag(q))sin~] 
coul s coul s 

( 6 .12) 

The four terms 

IFcoul(q) 12 (6.13a) 

IF
8

(q)! 2 (6.13b) 

(F real(q) F real(q)+F imag(q) F imag(q)) (G.l3c) 
coul s coul s 

(F imag(q) F real(q)-F real(q) F imag(q)) (G.l3d) 
coul s coul s 
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were calculated over the t range of interest, then corrected 

for the mass cut imposed on the p+ analysis and for the 

narrow width approximation that were made before. 

corrections will be discussed in more detail below. 

These 

To simplify the form of the Coulombic differential 

cross section, Equation (1.49), the assumption was made that 

r0 (total width)<<m0 •. By making this assumption, the 

Breit-Wigner term in Equation (1.49) simplifies to a delta 
. 

function, making the integration over mass trivial. The 

simplified form of the Coulomb differential cross section is 

shown in Equation (1.51). However, the total width of the p+ 

meson(l50 Mev) is comparable to the resonance mass (770 MeV). 

The explicit mass dependence in Equation (1.49) (and the 

implicit mass dependence contained in tmin> make it nece~sary 

for a correction to be applied to the terms (above) 

calculated with the narrow widto approximation. The ratio of 

Equation (1.49) to Equation (1.51) can be written 

Ratio•Coulombic correction term 

t-tmin(m) 

t-tmin (mp) 

(6.14) 
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or changing the form of the Breit-Wigner 

Ratio= 

(6.15) 

Here, r is the total width of the p+ and gp(m) contains the 

mass dependence of the radiative width. (The mass dependence 

of the two widths was discussed in Section B.) For the above 

formulas, the mass was taken to be .770 GeV and the total 

width was taken to be .150 GeV. 

To correct for the mass cut imposed in the analysis, 

the integration above was only taken between these two 

limits: (.550 Gev)2 to (.950 Gev)2. The mass dependences of 

the two widths were those most successful in fitting the line 

shape of the p+: (q/q
0

)3 2q
0

2/cq2+q
0

2) for the total width 

and (k/k
0

) 2 2k
0

2/ck2+k
0

2) for the radiative width. 

The interference terms are only partially Coulombic 

so they were corrected by 
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Interference correction term= 

1 m r 
[- 0 ] dm 2 
~ (m2-m 2)2+(m r>2 

p p 

( 6 .16) 

and since the strong term contains no explicit mass 

dependence, it was corrected only for the loss of events due 

to the mass cut. 

Strong correction term• 

( 6 .17) 

Before comparing to the data, the calculated cross 

section, Equation (6.12), had to be corrected for the t 

resolution of the spectrometer. The observed cross section 

da/dt is a convolution of the true production cross section 

- -da/4t with the resolution function R(t,t): 

da -= I dt R(t,t) 
da 

(6.18) 
dt dt 
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we have assumed that the resolution function can be 

parameterized as a two dimensional gaussian in transverse 

momentum 

(6.19) 

where and are the exact and observed transverse 

momentum, respectively, and a is the standard deviation of 

the resolution function. This hypothesis was tested with 

K++n+n° decays and found to work.well. (See Chapter IV and 

Appendix B.) The resolution, a , used for each target was 

the quadratic sum of the t resolution found in the Monte 
• 

Carlo for p+ production and a residual term determined· by 

comparing the Monte Carlo and data resolutions for the 

process K++n+n°. The Monte Carlo and residual terms are shown 

in Table VIII for each target along with the quadratic sum. 

Folding in th~ t resolution, the t dependent factors (6.13 

a-d) were calculated in t intervals for comparison to the 

data. The parameters r
0

(p++n+y); Cs, and ~ were varied to 

obtain the best fit. 

The results of the fits to the data, for the t ranges 

indicated, are shown in Table IX. For the global fit, Cs and 

~ were assumed to be independent of target material. The 

errors on the parameters are pure~y statistical. Some 
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Table VIII 

Resolutions for p+ t Fittings 

Target crMonte Car lo (MeV) crRes idual (MeV) · [ crMC 
2

+crRes 
2
1

112 

c 

Cu 

Pb 

9.0 

12.0 

10.l 

3.5 

4.8 

5.2 

9.6 

12.9 

11.4 
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Tab1e IX 

Results of Fits to t Distributions 

Target t range + + rep +rr r> cs 4> ·x2/DOF 

(GeV2) (KeV) (mb/Gev2 ) (degrees) 

c <.04 47. 30 ±6. 95 0.54±.07 0.0±92.8 0.7/4 

Cu <.01 59.49±1.88. 0.24±.08 15.30±39.60 14.2/13 

Pb <.01 59.30±1.64 1.43±.55 86.75±10.98 13.5/20 

Global <. 01 59.78±1.15 0.34±.13 41.26±23.62 35.9/40 
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Table x 

Integrated Cross Sections for p+ Production 

fat 1Fcl
2 f dt !Fsl2 2 Re f dt F0 

* F ei$ Target s 

(µb) (µb) (µb) 

--
c· 4.7±.69 1.23±.16 2.13±.28 

Cu 122. 9±3. 9 5.11±1.70 18.2±2.8 

Pb 848.0±22.6 _69.9±26.9 25.3±26.9 
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systematic effects were examined to check the stability of 

the solutions. Changing the t range of the fit results in a 

change of r
0

(p++w+y) of the order of ±1-2%, within the 

statistical error. As mentioned previously, the LAC position 

was · determined by two techniques: one using information from 

w-e scattecing events and Ke3 decays , and the other using 

K++w+w0 events and moving the LAC in order to minimize the 

observed resolution in t. The LAC position determined from 

the latter method was used in the analysis. (They differed 

by 30 mils in X and 8 mils in Y.) To check for any bias; the 

analysis was repeated , for data on the lead target, using 

the LAC position determined by the first method. Less than a 

1% change in the value of r was seen. A rather severe cut on 

the interaction vertex was used in order to cut down on the 
• 

target empty background. using a more liberal cut on the 

interaction vertex(-35cm ++25cm), the analysis was repeated 

for the lead data and the change in the value of the 

radiative width was found to be 1.5%. The line shape of the 

p+ meson was used in the t fits to correct for events on the 

tails lost due to the mass cut(.550-950 GeV). varying the 

values of the resonance mass and of the total width by ± one 

sigma(from the results listed in Section C) results in 

changes of the value of r
0

cp++w+y) of ±1.5% and ±1.0%, 

respectively. 
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In the p+ analysis, a residual resolution term, 

determined from K++~+~o decays, was added quadratically to 

the t resolution determined from the p+ Monte Carlo. The 

resulting resolution was u·sed in the t fits of the p+ data. 

As a test of the propriety of this measure, the data was in 

addition fit using other values for the t resolution, both 

l~rger and smaller than the quadratic sum of the Monte Carlo 

and residual terms. Increasing apt 
2 by 10% for both the. 

copper and lead targets results in an increase of the 

radiative width of approximately 1%. For 38 degrees of 

freedom, it also increase the total x2 of the fit by 3. 

Decreasing ap 2 by 10% results in a decrease in the radiative 
t . 

width of about 1% but,again for 38 degrees of freedom, causes 

an increase in the total x2 of about 4. Osing the Monte 

Carlo derived values for aPt 2 results in a decrease in the 

fitted value of rcp++w+y) of about 2.5% but an increase in 

the total x2 of about 23. The fact that the value chosen in 

the analysis for a 2 gives 
Pt 

confidence to the procedure used 

in the radiative width due 

estimated to be 1%. 

the best value of x2 lends 

to arrive at it. The error 

to the uncertainty in a 2 is 
Pt 

In Table X are presented the integrated values of 

!Fcl 2 , 1Fsl 2 and the interference term for t of less than .01 

Gev2 • The values are obtained from integrations over the 

fitted curves. 
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F. Conclusions 

Based on the global fit of the three targets 

presented in the last section, we quote a new value for the 

radiative width ,roCP++'lf+y) =60±4 Kev. The error is a 

quadratic sum of the statistical error of the fit and of the 

total systematic error. Some of the major sources of 

systematic error are: K+ decay normalization(±2%), muon 

contamination(±l.5%), and interaction vertex correction(±2%). 

The values for Cs and ~ are not very well determined since 

Coulomb production dominates, but are roughly consistent with 

extrapolations made from measurements at lower energies. 

[60] 

A previous measurement of our group [61] ,of the 

radiative width of the p-, obtained a value, r0 (p-+'lf-y)~71±7 

Kev. This value is somewhat higher than that quoted in this 

thesis(but consistent at about the 20% level of probability). 

The previous measurement was conducted at two beam energies, 

156 GeV and 260 GeV, with the bulk of the data being taken at 

156 GeV. Six-targets were used: carbon, aluminum and two 

thicknesses each of lead and copper. The value of 71 Kev was 

obtained from a weighted average of the global fits at the 

two different energies. 
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The spectrometer used was the same for the two 

measurements. For the measurement quoted in this thesis, 

however, certain modifications were made that led to an 

improvement in the spectrometer resolution. In addition, the 

data sample(of p events) was about two times larger for this 

measurement than for the previous one. The systematic error 

was also somewhat lower, leading to a smaller total error. 

If we consid~r the two quoted values , 60 Kev and 71 Kev, as 

independent measurements(assuming there is no significant 

production diffe~ence due to the different charges) , and 

calculate the error weighted mean, we obtain: 

r0 (P•WY) = 63±4 Kev. This value is in reasonable agreement 

with that expected from the VDM, S0(3), and non-relativistic 

quark model arguments discussed in Chapter I • . 
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Appendix A 

Charge Collection in the LAC 

Electrons produced by ionization in the liquid argon 

gaps were collected by the readout strips on the copper-clad 

G-10 boards. The amount of collectible charge produced can 

be written 

E 
O = fe (A. l) 

2•26.4ev 

where f is the fraction of energy deposited in the liquid 

argon (about 0.16 in this case), E is the energy of the 

incident photon or electron, and 26.4 ev is the ionization 

potential of argon. Only half of the produced charge can be 

collected in a reasonable time due to the low mobility of the 

positive ions. That is, half of the electron charge is 

frozen in order to image the positive ion charge. Figure 58a 

shows a schematic representation of one cell of the LAC and 

Figures 58b and 58c show the current and charge waveforms for 

the case of uniform ionization. Perhaps the most salient 

feature of the charge waveform is that 75• of the charge is 

collected in half of the total drift time. At high electric 

fields, the total drift time can be parameterized as [62] 

-203-



a) 

d 

b) 

c) 

-204-

Pb plate 
-HV 

EB 0 

f: -~ ! Q= Ne 
EB e 
EB 9 

G-10 board 

• Ne t 
I I=-r;-(1-tQ) 

Q 

Ne 
2 

to time-

( t drift) 

[
t I t 2] Q(t)=Ne ---(-) 
t 0 2 t 0 

t 0 ·time -

Figure 58 



-205-

gap width 

tdrift = 2.lxl04[E(v/cm)]1/3 
(A. 2) 

For a gap width of 0.2 cm and an electric field of 12.5 

kV/cm, the drift time is approximately 400 nanoseconds. 

Figure 59 shows the ratio of the charge CQllected to 

the total charge expected from Equation (A.l) as a function 

of electric field. The charge collection curve was taken 

during the 50 GeV calibration run. At the operating point of 

the detector, only about 41% of the charge expected was 

actually seen. In a paper reporting results from a liquid 

argon calorimeter at the ISR , Cobb et al [63] state that 

Equation (A.l) is correct for incident muons but gives a 

value approximately 30% too high for incident electrons. The 

additional loss for heavily ionizing showers is attributed to 

transition effects between the argon and lead. 

Part of the remaining discrepancy can be attributed 

to recombination of the electron-ion pairs. Studies using a 

B source have found the fraction of electrons that escape 

recombination to be 

1 
f = K=l.1+0.2 kV/cm (A. 3) 

l+K/E 
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For a field of 12.5 kV/cm, f=.92. Due to transition and 

recombination effects, then, only 64% of the charge given by 

Equation {A.l) can be· expected to be collected. 

still far greater than the 41% shown in Figure 59. 

This is 

The mean free path of an electron in liquid argon in 

the presence of oxygen can be written 

E cm2 ,ppm o2 s =·0.12- [ ] {A. 4) 
p kV 

The charge collected for a mean free path s can be written 

s 
0 = 0 f- [l-e-d/s1 

0 d 
{A. 5) 

where f, again, is the recombination factor and d is the gap 

width. If the remaining charge loss was attributed to the 

presence of oxygen, then the argon in the LAC would have had 

to contain about 6 parts per million of oxygen. {For E=l2.5 

kV/cm and p=6.0 ppm, s=.25 cm.) As mentioned in Chapter II, 

the argon was purif·ied before liquefication. The ar9on at 

the output of the purification system was monitored and found 

to contain less than 1 ppm-of oxygen. We thus feel confident 

that our oxygen contamination was negligible and that the 

loss in pulse height must be attributed to some other 
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electronegative impurity. During the course of our run the 

charge collected was found to increase by approximately 30%. 

The increase was approximately linear with time. This 

increase in charge collection efficiency was noted by a 

corresponding increase in the observed n° mass from K++n+Tio 

decays. Since the amplifier gains a.nd the LAC high voltage 

were monitored and found to remain constant, the increase in 

the Tio mass must have been due to an increase in the 

collected charge. We have attributed· the improvement in 

electron transport efficiency to a "freezing out" of some 

electronegative impurity during the course of the run. 

Figure 33 shows the increase with time of the collected 

charge. The roughly linear slope is consistent with a 

constant "freezing out" of an electronegative impurity. At 

the end of the run the level ·of charge collection was close 

to that predicted by Equation {A.l) with the transition and 

recombination effects taken into account. 



Appendix B 

A measure of the resolution of the spectrometer in t 

or was + + 0 provided by the decay K +n n • A large sample of 

K++n+no events w~re collected for each target over the course 

of the run. A derivation of the expected t distribution for 

these decays is given below and some of the assumptions that 

have gone into this derivation are discussed. 

The assumption was made that the measured transverse 

momentum pt had a gaussian distribution that was centered at 

the true transverse momentum ~t with variances in the x and y 

directions of a 2 and a 2 • It was further.assumed that 
Ptx Pty 

a •a ,that is, that the spectrometer had equal resolution 
Ptx Pty 

in the horizontal and vertical directions and also that a 
Ptx 

function and a were uncorrelated. 
Pty 

expressed in terms of transverse momentum can be written 

The resolution 

;;lo :i. • _:__ e- [ <P.t~t) 2/2a2] R(J:'t ,pt) 2 
2na 

(B. l) 

so the expected distribution of events in pt 2 is 
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Transforming from pt 2 tot, the above equation becomes 

dcr cose 
(t) - - fdt 

dt 2a2 

Since the process is a decay 

da da 
(t) • -(0) '5 (t) 

dt dt 

- -

da· _ 
-Ct) 
dt 

and since t•O, pt•O and cos0•l. Substituting, we have 

dO' l dO' -p 2/20'2 
-(t) • - -(0) e t 
dt 2a2 dt 

l dO' e-t/20'2 -- -(0) 
20'2 dt 

(B. 2) 

(B. 3) 

(B. 4) 

(B. Sa) 

(B. Sb) 

The observed event distribution can thus be parameterized 

2 
Events(t) • E e-t/2a 

0 
(B. 6) 
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'rhe above function was used in the fits of the observed K+ 

decay t distributions, to obtain the resolution cr. 
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