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ABSTRACT 

We have investigated for the first time the coherent 

productions of the Ai and K~~l430} mesons in the nuclear 

Coulomb field of Pb and Cu. The experiment was performed at 

Fermi lab using a high resolution forward spectrometer 

consisting of proportional and drift chambers plus a liquid 

argon photon calorimeter. The incident momentum was 200 

Gev/c. We found that at this momentum strong production 

mechanisms give very small contributions. The data were 

analyzed allowing for a small amount of hadronic background 

to interfere with the dominant electromagnetic production of 
+ + the A~ and K4 (1430) mesons. The results were used to 

extract values for the radiative decay widths of these 

mesons~ 
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CHAPTER I 

INTRODUCTION AND THEORY 

Electromagnetic interactions have been and are powerful! 

tools for studying the structure of hadrons since they probe 

the hadronic characteristics, but do not determine them. In 

addition, the photon is the best understood elementary 

particle and this makes it easier to implement experimental 

techniques in reactions involving photons. 

One such interaction is the radiative decay process of 

mesons. Any theory that describes the hadrons as composed of 

point like constituents should be able to predict the width 

for this process as does the quark model[!]. The predictions 

for the radiative decay of vector mesons ( L==O, S=l) to 

pseudoscaler mesons (L=O, S=O) and a 

photon [ 2] [ 3] , v _:..> p '(f , have been a main source of 

difficulty for the model based on single quark 

transition[4]. New measurements on the radiative decays of 

-J- and K~(890) improved the situation considerably[S]. 

There have been attempts to predict the same decay 

widths, along with the strong decay widths, for tensor 

mesons (L=l, S=l, Jp=2+) by combining the single quark 
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transition and vector dominance assumptions[6]. In 

particular, using the decay width value r (Aa..-->J'TT )=72 Mev 

as input, the partial widths r (A.,._--> 1Tcf' ) and 

r (Kt (1430)-->K '6 have been predicted to be 348 Kev and 

312 Kev, respectively[?]. 

~hese mesons · tena to have large hadronic 

widths, therefore their electromagnetic branching ratios are 

small. ·There are certain experiments sensitive to · the 

electromagnetic processes. One of them is the coherent 

exitation of pions and kaons into vector and tensor mesons 

in the Coulomb field of a nucleus[S], that is, the Primakoff 

effect. This thesis reports the first measurements of . the 
... 

radiative decay widths of A1(1310) and K•(1430) via this 

effect, specifically through the reactions 

"[('+A --> A A~(1310) 

followed by 

A~(l310) --> 1l+fl 

and 

followed by 

or 

or 

where A represents targets of different nuclear charge. · 

(1) 

(2) 

Another way of measuring the radiative decay width 

r (a --> b 0 is by direct measurement. But this is 
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feasible only if a sufficiently pure parent sample can be 

prepared in production experiments, if the branching ratio 

r (a-->b <S' >Ir <a> is not too small and if the decay 

a-->b1f° (or b'U is forbidden. Since separating radiative 

decays from background events with if (or 11_> decaying into 

two photons is experimentally very difficult, only the 

widths of U) and ¢ 
direct way. 

mesons have been measured in this 

A third way is the photoproduction of the vector and 

tensor mesons through the exchange of a virtual pseudoscaler 

meson between a nuclear target and an incident photon, as 

shown in Figure la. However, various hadronic exchange 

processes can contribute to this production process 

considerably and the extraction of the radiative decay width 

from the measurements becomes model dependent. 

The coherent Primakoff (or Coulomb) production, as shown 

in Figure lb, of the vector and the tensor mesons is by far 

the best method of studying the radiative decay widths of 

these mesons. The theoretical basis to describe this · 

production mechanism is discussed in this chapter. Section A 

is devoted to the characteristics of coherent productions on 

nuclear targets. In Section B, the Primakoff process is 

outlined and the hadronic (strong) background to this 

process is discussed in Section c. 



a) Photoproduction. 

I :p 
I 

b) Primakoff effect 

Figure 1 
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The experimental apparatus is explained in 

Chapter II. The calibration of the different components of 

the experiment and the data processing are presented in . 

Chapter XII. In Chapter IV, the resolution of the experiment 

and its Monte Carlo model are explained. The normalization 

of the cross sections is described in Chapter v, and in 

Chapter VI the analysis of the data for the reactions above 

and the extraction of r (A~--> '!l+o ) and r .<K··\1430)-->K~"!) 
values are presented. 

A. COHERENT NUCLEAR PROCESSES 

A process like 

"' a + A --> a + A 

where A represents a nucleus with atomic number A, is called 

coherent if the nucleus stays in its ground state or in some 

well defined, low-lying exited state after the 

interaction[9] (10]. The production amplitude is then the 

coherent superposition of the amplitudes from individual 

nucleons. Due to this superposition, the total yield of 

coherent processes is enhanced. 

The kinematics of such a process is illustrated in 

Figure 2. Defining the invariant four-momentum transfer 
2.. 2. I 2. 

square as -t=q =(p -P. )= (pA-pA) , one obtains the exact o! ~ T\ 

relations 

.. • .. · 



a) Laboratory System 

- --
PA = { 0 1 MA) 

P;=cq,EA) 

b) 

A A 

Fiqure 2 
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(3) 

m! .. _ m~ +qi. ( 1 -t- EA/MA) 

qt. 2- I °?o..l 

where qo =EA- ?\' the kinetic energy of the recoiling nucleus 

and 
...> -> ...> 

with q and q being the components of the q = qc + qT t; T 

three-vector momentum transfer in parallel and perpendicular 

to the beam direction, respectively. If the coherence takes 

place within the nuclear radius R=l .12A'h fm, the uncer tai.nty 

principle yields an order of magnitute estimate(q(~~/l.12AV3 

~0.2/A'h Gev/c, which is -o.035 Gev/c for a lead target. It 

follows from Equation (3) that q
0 

is of the order of couple 

of Kev and q~ ~c{--m~) /2 lPo.l =constant. 

On the other hand, the minimum possible four momentum 

transfer occurs for production at 

therefore it is defined that 
'l. 'l 

0° , where q =O and 
T 

tr\o.. .. - Mo. 

q1r_ =- .-i l 1 :: q Man 
.c. '? 0-

(minimum possible q) 

This quantity is almost equal to 5 Mev/c for A~ a~d K"+(l430) 

production by 200 Gev/c incoming Tf and K+. From the above 

equation it follows that 
'l. "\. )'l. 

(Mo..• - «lo.. 

+IPo..l'l. 
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Some selection rules apply to the processes that take 

place on a nucleus target coherently if the nucleus is to 

remain in its ground state. This can be used to suppress 

some of the exchange mechanisms and that is why nuclear 

targets are preferable to hydrogen targets for special 

purposes. 

9 -For instance, for pion and kaon (J =O ) induced coherent 

reactions on a spin. zero nucleus, parity and angular 

momentum conservation require that in the forward direction 

p - +· -only states with J =O , 1 , 2 , •••• 

the production amplitude 

Po!-s::(-1).:J PQ. [11]. Th~s 

has 

process 

parity 

is 

can be produced since 

of P= (-1? and thus 

called "diffraction 

dissociation" and can be considered to be taking place via 

•vacuum" or "Pomeron" exchange. Away from the ·forward 

direction, additional amplitude with opposite 

contribute and the states J p =1- , 2+ , 3-, 

parity can 

• • • • can be 

produced as well. co+ is forbidden at all angles because 

0- -->O+ implies no spin exchange but parity exchange, i. e 

exchange of a pseudoscaler particle. But the absorption of a 

pseudoscaler by a nucleon must imply spin flip and so the 

final nuclear state must be different from the initial 

one). For small t Ct<0.002), the contribution from this 

opposite parity term is small in comparison to other and 

hence the latter states are less abundant since usually an 

extra factor t is involved. 
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For a nucleus with isospin I=O additional restrictions 

apply. The cross section is proportional to (N+Z) for I=O 

exchange and to (N-Z) for I=l exchang~ (N=nucleon number, 

Z=proton number of the target nucleus). If isospin of the 

target is zero, which implies that N=Z, then I=l exchange is 

strictly forbidden. Photon exchange therefore contributes 

with its I=O component only, tO-exchange (I=O) mechanism 

dominates the A.z..-exchange (I=l) mechanism~ and the isospin 

change· in the process is zero. However, A~-exchange 

contribution can become appreciable compared to the 

W-exchange for heavy nuclei since there the neutron and 

proton numbers are not the same and in the coherent sum of 

these nucleons the isospins do not cancel each other 

totally. But, this I=l exchange is still greatly suppressed 

because the cross section is proportional to N-Z=A-2Z which 

is much less than A=N+Z, to which the I=O exchange cross 

section is proportional. Consequently, the JP =2+ particles 

Ai and K"'+(l430) can be produced coherently on a nucleus 

target via photon exchange (Coulomb production) o~ U) and 

AL-exchange (strong production) from a pion and a kaon, 

respectively. 

The Reactions (1) and (2) are shown in Figure 3a as they 

are seen in the rest frame of the produced Jp=2+ particles, 
+ At and K'(l430). Only the photons with helicity states 

+/- 1, but not 0 (approximately), can contribute to these 



(o) 

(b) GOTTFRIED-JACKSON FRAME 

x 
. incident 

Tr+orK• 

(c) HELICITY FRAME 

recoil 
nucleus 

y 

+ A2 or 
K*.(1430) 
system 

y 

Figure 3 

8 charged particles + . 
1 from A2 or 
I + . 
• K* (1430) decay 
I . 
I 

8 charged particle~ 
1 from A~ or 
I + 
:K* (1430)deco) 
I 



-11-

reactions[l2}. The incident particle can be regarded as a 

plane wave and be represented by spherical harmonic wave 

functions Yo L 
L r in +/-1 unit of 11 and L =O.' 

~ 
Then, the 

produced particle should have L~=l in the same or opposite 

direction as the spin of the incident photon in the 

Gottfried-Jackson frame (Figure 3b). Therefore the angular 

distribution of the. charged particle produced by the decays 

of A1, and K*~l430) should have an angular distribution of· 

l ' _, lt. ~ Y\ ~d 
Y~(&,¢>+Y~(&,9) - Sin~.Coso.Sinp. In Figure 3c we show the 

s-channel helicity frame that can also be used to describe 

particle decays. These two reference frames are nearly the 

same for high energy Coulomb production because of the small 

angles involved in the production process. 

B. COULOMB PRODUCTION 

Primakoff first suggested that the electromagnetic field 

of a nucleus could be used to produce and measure the 

life-time of the n° meson[l3}. This method was extended to 

investigate the radiative decay widths of vector and tensor 

mesons by various authors[8). 

'The derivation of the· formula for cross section to the 

Reactions (1) or (2) is discussed in the literature[l4]. It 

can be written as ~ 

dcr. = I Tc. II. - 'iht d. &'" (2. .S...•-t I) r ( o:' ..... 0..1') ' ~ ... ) ·\A..,,n l F i;,..cni (4) 
d.t (2..So. +•) \ Mo.•-Mo. t 't 



-12-

where o{ is the fine structure constant, Z is the atomic 

number of the nuclear target, So..,. and Sa.. are the spins, M~ 

and Mo., are the masses of produced and incoming 

particles, respectively, r (a*-->a ~ ) is the radiative 

decay width of particle a~ , t is the four-momentum transfer 

and F~~t) is the nuclear form factor, 

F&fq)= falr. exp(iq.~) J' (r) 

with j> (r) being the nuclear charge density. 

Some characteristics of the production mechanism are 

noted from Equation (4) as follows: 

• 1) The cross section vanishes at t=tM(I\ cG- =O): but 

reaches its maximum at t=2tft11\, and then falls as l/t. 

2) The peak position is almost independent of the target 

nucleus, however it becomes smaller for .higher values of 

incoming particle momentum, Jio.l· 

"' I-' '2.. 3) The height of the peak is proportional to z P~l· The 
t. 

Z dependence of the cross section makes the use of a heavy 

nucleus preferable to lighter ones, since the hadronic 

exchange mechanisms have contributions proportional to some 

power of A less than 1.5 (see the next section). 

4) The integrated cross section increases as 
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Z~logC\iJ>. Since the pomeron exchange stays roughly 

constant and lV .,.exchange decrease as 1/ l~o. \ [ 151 , the Coulomb 

production dominates the other coherent processes for higher 

incoming momenta, especially in the small t region. Even 

for pomeron exchange, the fraction under the Primakoff peak 

decreases with incoming momenta, because the t-distribution 

for the Primakoff effect becomes sharper. 

C. HADRONIC CONTRIBUTION 

The hadronic contribution to the JP =2+ meson production 

is dominated by W-exchange, as discussed earlier. The cross 

section for it can be written as[l6] 

{s) 

where A is the atomic weight number of the nucle'ar 

target, Cs is the ene~gy dependent normalization factor for 

the production and FH(t) is the absorption corrected 

hadronic form factor of the nucleus. Unlike the case of 

Coulomb production, the form factor FH(t) affe~ts, due to 

absorption, the total cross section and yields a total cross 

section proportional to A. In the forward direction, the 
'2-

square of the form factor behaves like exp(-R t/4) with R 

being the nuclear radius, therefore the cross section peaks 
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. . . .. 

· .. . . 

at t-4/R~. This value is almost independent of energy, 

therefore it is easier to separate the hadronic contribution 

from the Coulombic one at higher values of incoming 

energy. On the other hand, the integrated cross section 

falls with energy as 1/ IP.\ and consequently, it· is more 

advantagous to study the Coulomb production at high 

energies. 

In.Equation (S), Cs is taken to be A-independent. This 

is equivalent to the assumption that the hadronic production 

is dominated by W -exchange · (see Section A ) . and A,-exchange 

can be neglected. This is certainly true for a nucleus with 

equal numbers of protons and neutrons {I=O). It was 

su99ested[l7] that for heavy nucleus with non-vanishing 

(Z-N), C~ in Equation (5) should be replaced by 

C.S (Z, N) =Cs (Z=N) t 1- S (Z-N) /Al '2.. 

where O measured the amount of interference, and { Z-N) 

dependence was due to the A~-exchange with I=l, 
p ~ 

J =2. Whatever the nucler target is, at an energy of 200 Gev 
. 

the Coulomb production dominates at small angles, as 

discussed before, and it is practically impossible to see 

any I=l exchange even if it is present. 
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D. THEORETICAL COHERENT CROSS SECTION 

The theoretical differential cross section is written as 

(6) 

. where dcr /dt (inc) is due to incoherent production and (/; is 

the relative phase of the Coulomb production and the 

hadronic production. The incoherent production cross section 

is small compared to the coherent one. In addition, the 

tri99~r of the experiment was arranged to supress events 

with nuclear excitation. Therefore the incoherent term is 

not considered in further discussions. 

In Equation (6), writing 

Tc=[ r (a•-->a ~ ) ]'/2. fc (t) 

T =C •Ji f ( t) 
;s ;s .s 

yields the expression 

~ = r to..·~ o. ~ ) 1 f c. c +) I 'l + c.s 1 f .s L +) 1 '2 · + 
dt . •t 

'- [rl o." .... c..¥)] 1. ( l ~c [ fc L+)] it e. [f, C il] -+ Im [ fc (+)] 1.,. [f ,c+il} Co>.¢ 

. -t 11,., [ f c {+)) ~ [ fs {tl)-Rc [ .fe {+1] '"' ( f sC+)]} S1,.¢] { :i.) 
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The terms fc. ( t) and fs ( t) account for the nuclear shape and 

also for the absorption of incoming and outgoing states 

within the nucleus. Their explicit forms are[l8] 

.r ( +) ~ ~ lfcl 2.. (2.So..r. .. ,) Mo.• . ~ • F ( t ) U t. ( ),. ]'Ii. -> 

c. (2s .... ~1) ~-MO: 'T Et-\ 

~ ' Here, E(r) is the electric field of the nucleus, O' =(1-ix)C' 

where (J is the total "a-nucleon" cross section and x is the 

ratio of the real to imaginary part of the forward 

· scattering amplitude for "a-nucleon" collision, T (b) is 

the nuclear thickness as a function of impact parameter b 

and written as e0 

T (b) =Af!z .P (b, z) 

with J being the nuclear density. O' and x are assumed to be 

the same for incoming and outgoing states[l9J. 'Xe is the 

Coulomb phase created by the distortion of the wave 

functions of the incoming and outgoing sates by the Coulomb 

field of the nuclear target, and given by 

x. Ct>): - ~e'l. fd-c ,,_ (b,l:) 
e ~c r 

~,.. -Oi:> 
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9Cr') 

l ~ .a' l r- r 

is the Coulomb potential of the nucleus. 

Since the Coulomb production takes place predominantly 

outside of the nucleus, th~ form of the nuclear density does· 

not affect the calculations for fc seriously. Therefore it 

was assumed that the density distribution was uniform within 
. ~ '/ 

radius R= [C + ~ ( 1l a) J where C=l .12A 2. fm and a=O. 545 

fm (20] • These parameters yield the same average radius as 

the Woods-Saxon distribution, 

f (r) = f o 

Because of the strong absorption inside the nucleus, the 

outer layer of -1 fm thick of the nucleus contribute to 

FS. Therefore, the Woods-Saxon parametrization above is used 

to calculate f~(t). 

The data was fit to Equation (7) with the components 

calculated as explained above. The details of the fitting 

procedure are presented in Chapter VI. 





CHAPTER II 

EXPERIMENT AND EQUIPMENT 

In this chapter we describe tQe experiment and its 

goals, components, · construction and implementation. The 

performance of t~e equipment is discussed in Chapter IV. A 

schematic layout of the experiment is shown in Figure 4. 

A. PURPOSE OF THE EXPERIMENT 

The main objective of the experiment was to extract the 

radiative decay widths of various vector and tensor mesons 

by producing them via Primakoff process coherently on 

nuclear targets. The beam that was used for this purpose is 

described in Section B. The produced mesons, in particular 

"' + the tensor mesons AL and K~(l430), were studied through 

their decay modes that contained charged 

photons. Specifically, the decays 

A~ --> it+ 'Q_ 
followed by 

'l --> (S'({ 

or 

or 

mesons and 

(8) . 
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+ K+Ko (9) A --> .t. .s 

fol.lowed by 

K0 --> 1T+ 1T-
4 

andi 
:+ 

--> K+1io Kte(l430) (10) 

followed by 

no-->~~-

or 

"" ·11+ K0 K"(l430) --> (11) 
~ 

followed by 

K•--> 
~ 

ir+11-

are the subject of this thesis. 

Along with the reactions listed above, the kaon decays 

K+--> 1TT1TO 

K+--> 1i+1i+1l-

K+--> T{ 0 e+ )J 

were used as test to our analysis and calibration 

procedures. They were topologically similar to the decays 

(8) - (11) and helpful to investigate the behaviour of the 

spectrometer. This subject is discussed in detail in 

Chapter IV. 

A high resolution forward spectrometer was build to 

detect the final state charged particles and photons. The 

radiative decay widths were then determined by fits of 

Equation (7) to the t-distribution of these events. 
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The charged particles were not tagged, i.e not 

identified as pions, kaons etc., but momentum analized by 

drift chambers (Dl-04} and a BM109 magnet. These chambers 

and multi wire proportional chambers (MWPC} were used to 

determine particle momentum vectors. Energies and positions 

of photons were measured by a ~iquid Argon Calorimeter 

(LAC}. Section D discusses these detectors. The experimental 

trigger, sensitive to the above decay modes, is explained in 

Section F. 

. " 

B. THE BEAM 

The spectrometer was set up in the M-1 East beam line of 

the Meson Laboratory of Fermilab. The beam originated in 

the interaction of 400 Gev/c primary protons of the main 

ring with a 38 cm long (1.25 collision length) beryllium 

target. The production angle, which varied from 3.6 mrad 

to 1.9 mrad, was about 2.5 mrad during most of the data 

taking period. 

The M-1 beam is a three stage beam[21]. The first stage 

provides dispersion ·for 

the particles are focused 

momentum selection. In this stage 

at 137 m downstream of the 

production target and a collimator positioned there can be 

used to define the range of momenta transmitted to the 

experimental area. The second stage recombines the momenta 
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and the beam is refocused at 244 m. The third stage 

provides a 50 meter long parallel region for particle 

tagging by Cerenkov counters. Ray traces of selected beam 

particles along with a schematic of the beam line are shown 

in Figure 5. 

The M-1 beam, when operated at 200 Gev/c and produced 

by 400 Gev/c primary protons, is composed at its nominal 3.6 

mrad production angle of 2.5% K+ , 14.0% TI ... and 83.5% p at 

.about 400 meters downstream of the production target. ~he 

corresponding negative secondary beam contains 3.5% K-, 

95. 7% 1r and 0. 8% p. The experiment required an incident 
S" 

kaon flux· of greater than 10 per pulse. The nature of the 

final states and the spectrometer limited the incident beam 

flux to less than or equal to 10
6 

particles per 

second. Therefore neither the positive nor the negative beam 

as they were was satisfactory for the purposes of the 

experiment, and a beryllium filter was used to enhance the 

kaon fraction of the beam[22]. Because of the dif~erence in 

the total interaction cross section for pions, kaons and 

protons, such a filter produces a different attenuation to · 

the components of a beam consisting of all three. In 

particular, since kaons have smaller total cross section, 

passage through such a filter yields a beam enriched in 

kaons. 
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The K - In· intensity ratio in the negative beam is 

less than the K+ /n+ ratio in the positive beam, but 

K+ l<n+ + P> ratio is also smaller compared to 

K- /(1f+p). However, the. difference in the proton-kaon 

absorption cross sections is much larger than the difference 

in the pion-kaon absorption cross sections, therefore it is 

more efficient and easier to filter out the protons rather 

than the negative pions. Consequently, a positive beam was 

the choice for attaini~g an improved kaon beam fraction. 

The beryllium absorber was made of four metal blocks. 

Each was 10 cm X 10 cm in cross section and ranging in 

length from 15 cm to 125 cm, the total being 221 cm. Any 

combination of these four blocks could be inserted into the 

beam remotely at a momentum dispersion focus, to minimize 

the effect of the multiple scattering, 130 meter downstream 

of the production target. There the vertical divergence was 

+/- O. 8 mrad and the horizontal divergence was +/- o·. 4 

.mrad. Multiple scattering of the beam through two meters of 

beryllium contributed 0.2 mrad at 200 Gev/c. The effect of 

the multiple scattering could be seen· from the response of 

the downstream Cerenkov counters. The beam had to be 

retuned when the length ·of the beryllium absorber was 

changed. 

The beam fractions of the K+, li_. , p particles for a 
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production angle of 3.6 +/- 0.45 mrad (PT=720 +/- 90 Mev/c) 

are shown in Figure 6 as a function of the absorber 

length. Figure 7 shows the beam particle fractions as a 

function of production transverse momentum with no_beryllium 

and with 221 cm beryllium. Using 221 cm of beryllium 

filter, we could obtain a 14% K+ fraction in a beam with a 

s total flux of SXlO particles per second at our experimental 

target. The K+ /TI+ fraction in the beam was enhanced by 

about a factor of two. - The kaon tagging efficiency, as it 

will be explained below, was maintained at greater than 

97t[22]. 

The beam particles were tagged by two differential 

Cerenkov counters, Kl and K2, and one threshold Cerenkov 

counter K3. Counter Kl, which is 32.3 m long, accepted 

light radiated at a 7.5 mrad angle. Counter K2, being 16.2 

m long, had a Cerenkov angle of 15 mrad[23].· They had two 

rings of six phototubes each. The signals from adjacent 

phototubes of the inner ring were combined to obtain three 

signals and then the particles were tagged by requiring 

2-fold or 3-fold coincidence of these three. The outer ring 

of phototubes which was available for vetoing was·not used. 

R3 accepted light radiated at an angle less than 5 mrad 

with one of its phototubes and light at angles greater than 

5 mrad with the other[24]. Tagging the particles required . 
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signals from the inner phototube while vetoing on signals 

from the other one. 

The Cerenkov counters were filled with helium. The 

pressures were adjusted for Kl to define kaons, K2 to define 

pions, K3 to define protons. The plots showing the particle 

fractions as a function of pressure are presented in 

Figures 8, 9, 10 with 1.2 m beryllium absorber present. On 

these figures, B stands for the beam count "(see Section F ). 

In Figure 8 the pressure curve for Kl is shown for 

2-fold and 3-fold coincidences. While tuning the beam, a 

compromise had to be made between sensitivity to scattering 

in the beryllium absorber and a good Cerenkov tagging. As a 

result, the counter was somewhat inefficient. The efficiency 

was -97% for the 2-fold coincidence, almost independent of 

the absorber thickness. Requiring a 3-fold coincidence 

reduced the efficiency to -so% with 2.1 meter of beryllium 

absorber, to -90% without it. The pion contamination under 

the kaon peak was about 1.5% of the kaons even with the 

2-fold coincidence1 this was considered- adequate for the 

experiment. The K2 counter was %98 efficient with 2.1 m 

beryllium absorber present. The kaon contamination under 

the pion peak is found to be less than 0.5%. 

A direct control over various elements of the beam line 
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was available through a beam line computer. The beam spot 

size was monitored by the information provided by several 

integrating wire chambers located at certain positions along 

the beam line. The beam intensity was typically 2-5xl05 

particles per spill and this was adjustable by the 

collimators located at 50-270 m downstream of the production 

target. The main ring accelerator control provided a 

series of reference times to indicate the beginning and the 

ending of the main rin9 "flat-top", that is the time during 

which the beam was extracted from the main ring. These 

reference times were used for gating the electronics during 

the beam spill. 

C. THE TARGETS 

Two kinds of nuclear targets were used in the 

experiment. The properties of these targets are listed in 

Table I. 

The targets, 3.75 cm x 3.43 cm in transverse dimensions, 

were placed and glued in a thin· lucite box which was 

inserted inside the target-veto assembly (see 

Figure 15). The rate of the multiple Coulomb scattering was 

the criterion governing the choice of thicknesses of the 

individual targets. The multiple scattering limits the 

t-resolution (see Figure 35 for example) for the copper 

target, which was the thickest. 



TABLE I. PROPERTIES OF THE TARGETS 

Element Atomic Atomic Thickness(*) 
(gm/cm'» 

Number of 
Number Weight (cm) 

Copper (Cu) 29 63.54 0 .6 38±0 .oo 3 

Lead -(Pb) 82 207 .19 0 .124±0 .oo 3 

(*) Area : 3.43 cm X 3.74 cm 

(t) For proton 

Radiation length 

5.666±0.006 0.4406±0.0005 

1. 3 7 B ±0 • 0 0 2 0 • 216 3±0 • 0 0 0 3 

Number of (t) A/No,Jt 
Collision length (barns) 

0.0682±0.0001 18.62±0.02 

0.o12 3±.0.ooo1 249 .68±0. 36 
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D. PARTICLE DETECTION 

Charged kaons and pions as well as photons were to be 

detected in the final states of Reactions (8)-(11). Two sets 

of MWPC's, one set of drift chambers and the.LAC were used 

for this purpose. 

1. The Chambers 

The spectrometer contained two sets of MWPC's and one 

set of drift chambers (see Figure 4 ) . The proportional 

chambers just upstream of the experimental target, Jl and 

J2, were used to define the incident particle trajectory and 

in on line trigger logic explained in Section F. Each 

chamber had two X-planes and two Y-planes, with wire spacing 

of 1 mm. The X and Y-planes were staggered among themselves 

for an effective wire spacing of 0.5 mm. The angular 

resolution for the beam particle trajectory was +/- 0.015 

mrad. 

The proportional chambers PlX, PlY and P2· were also 

composed of two staggered planes, each with 2.5 mm wire 

spacing, for an effective spacing of 1.25 mm. PlX and P2 

measured the X-~oordinates, PlY measured the Y-coordinates 

of charged tracks. This information was used in track 

reconstruction and charged particle counting for trigger 



-35-

logic (see Section F ). 

The drift chambers had a total of 24 planes and were 

arranged into four groups named Ol, 02, 03, 04. The 

trajectories of charged tracks before and after the magnet 

BM109 were determined by these- chambers. 

System 01 contained two X-planes, two Y-planes and two 

U-planes, all in a common gas volume. U-planes were 

oriented at an angle of 30° with respect to the 

vertical. The system D2 was identical to Ol with one 

exception: the U-planes were replaced by V-planes which were 

oriented at . ~30°. with respect to the vertical. These two 

systems had active areas of 20.3 cm vertically by 61.0 cm 

horizontally to match the aperture of the analyzing magnet. 

The chambers D3 and · 04 were identical. Each had six 

planes with separate gas volumes. In each system two planes 

were rotated +18.5° (U-planes), another two -18.5° 

(V-planes) with respect to the vertical. 03 had an active 

area of 45.7 cm x 111.8 cm, and 04 of 61.0 cm x 152.4 cm· 

(25]. 

The maximum drift distance in these chambers was 1.0 

cm. This corresponds to a -200 nsec drift time. All planes 

had the same cell dimensions. One of the two planes in the 



-36-

same coordinate was offset by one half of a cell relative to 

the other. This is the standard method to resolve the 

left/right ambiguity, i.e to determine at which side of a 

sense wire the particle passed through the chamber. 

The signals from the sense ·wires were amplified and 

shaped by circuits mounted on the chambers. The outputs from 

these circuits were carried by 64 element flat cables to 

drift chamber digitizers. Each digitizer, Lecroy Research 

System (LRS) model 2770A, had 98 8-bit time-to-digital 

converters (TDC) in a triple width CAMAC module. 

A block diagram of the system that was used to record 

the informatiori from the drift chambers is shown in 

Figure 11. 

The TDC units were enabled at the leading edge of the 

amplifier signal· and halted at the leading edge of a stop 

pulse. The stop pulse was delayed by a programmable delay to 

assure the time distributions for real data to fall into the 

allowed range of the TDC units. Also, by varying this delay. 

relative to calibration start pulses a calibration of the 

TDC's was obtaine~. Between· spills, the on line program 

cycled the delay through four standard values for four 

calibration pulses and then reset it to the value used for 

real data. The four calibration data were used to determine 

the offsets and gains of the channels. 
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There were six calibration pulsers (one shown in the 

Figure 11 with one of the 16 output lines). Each line from 

these pulsers was coupled to eight 

the pulsers were triggered by 

amplifier channels and 

the computer one at a 

-time. The signals from these six modules were fanned in to 

generate one common stop for the TDC's which also was used 

to start the computer read-out. 

2. The Liquid Argon Calorimeter 

The energies and the positions of photons from 1t0 and 

'l. decays were measured by using a liquid argon ionization 

calorimeter (LAC). The theory and design of such 

calorimeters are well documented[26J, and they have proven 

to be very powerful and accurate instruments for detecting 

type of electrons, photons and even hadrons. This 

calorimeter has certain advantages over 

lead-scintillator systems. They are easy 

relatively inexpensive to build. Certain 

lead-glass or 

to segment and 

problems, like 

phototube instability, which is unavoidable in other types 

of photon detectors, do not exist~ They have energy and 

position resolutions comparable to and sometimes better than 

those of other detectors. They are, however, somewhat 

complicated and sophisticated devices be·cause of their 

cryogenics requirements. The one that was built for this 

experiment was composed of 61 lead plates and 62 copper-clad 
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G-10 boards. Figure 12 shows two cells of the detector. 

The 2 mm thick lead sheets were separated on each side 

by a 2 mm wide liquid argon gap from 1.6 mm thick G-10 

. boards. The boards were clad with 0.025 mm thick copper. 

The gaps were defined by spacers along the edge of the 

detector; small button-like spacers scattered randomly over 

each G-10 board ensured homogeneity of each gap across the 

whole detector surface.· All the plates, boards and spacers 

~were · held together and attached to a cradle by stainless 

steel bolts. The insert in Figure 12 shows this 

configuration. In this arrangement the detector was 24.5 

radiation lengths and 1.6 proton-interaction lengths thick. 

The G-10 boards were s~gmented into 1.27 cm wide strips 

which extended along the X and Y directions on alternate 

boards. Furthermore, the Y boards were divided into left 

and right sections, and the whole assembly was separated 

into front and back halves. 

sections, X-front, . X-back, 

Y-back right, Y-back left. 

Thus, there were 

Y-front right, 

six separate 

Y-front left, 

Within each section, the strips· 

on all boards reading out the same coordinate position were 

connected to a single amplifier. This way the detector was 

made up of 480 amplifier channels, 224 for X, 256 £or Y 

coordinates. 
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The sensitive area of the whole detector was 140 cm 

horizontally and 81 cm vertically. Each plate and board had 

a 1.9 cm diameter hole at the center for the direct beam to 

pass through. This region was filled with an evacuated 

quartz tube in order to minimize the beam interaction inside 

the detector. 

The whole detector was suspended from a steel cover 

plate inside a cylindrical cryostat. The top and side views 

of the cryostat-detector assembly are shown · in 

Figure 13. The section of the cryostat in front of the 

detector was filled.with a pot which contained hollow glass 

microspheres. The wall of the c·ryostat, the microsphere pot 

and about 3 cm of liquid argon between the detector and the 

pot contributed -o.9 radiation length of material along the 

beam direction. 

The detector channels were led to feed-thrus at the top 

plate and then to six amplifier crates by flat cables. These 

cables were two 0.025 mm thick copper layers separated by 

0.13 mm thick mylar. The back layer was used for ground. The -

top layer was segmented into 0.64 cm wide strips, one for 

each channel. In this configuration the equivalent impedance 

of the cables was -10 ohms and therefore, as a precaution, 

each cable was back· terminated by 10 ohm resistors at the 

connection points to the detector strips. 
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There were six resistor-heaters attached to the 

cradle. They were also led to the top of the cryostat to a 

·separate feed-thru. An argon level indicator, made from a 

3 cm wide G-10 board with 16 temperature sensitive resistors 

attached to it, .was monitored through cables that were led 

to the same feed-thru. Similar temperature sensitive 

resistors placed at six locations on the detector were used 

to monitor its temperature during cool-down and warm-up, and 
. 0 

keep the temperature gradient 10 C across the detector. 

About 3000 liters of liquid argon were required to 

submerge the_ detector. The argon could be transfered between 

the cryostat and a storage dewer through transfer lines. The 

amount of the argon inside the cryostat was monitored by the 

ievel indicator. A liquid nitrogen line circling inside the 

cryostat was used to cool the argon to liquid argon 

temperature. Commercially provided argon had to be pu~if ied 

to less than O.l part/million oxygen contamination, since 

studies showed that the presence of oxygen inside the argon 

reduced the charge collection and therefore pulse height 

drastically[27]. 

Figure 14a shows the block diagram of the electronics 

for a single channel in the LAC system[28]. _The charge 

generated by the electromagnetic shower was integrated by 

amplifiers matched to the detector's capacitance of -sooo 
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picofarads. The rise time of -200 nsec was basically 

determined by the drift velocity of the electrons inside the 

liquid argon. 

The inductance L and the capacitance 
I c of the lead 

cables were significant enough to contribute to the the rise 

time. Since any sign~l with rise time less than - LC, 

C=capacitance of the detector system, could not pass through 

without any distortion,. the shape and the length of the 

cables were important. With the structure described 

above, the cables had an inductance of 25 nHy and a 

capacitance of 900 picofarads. For the detector with 

capacitance of 5000 picofarads this corresponded to a lower 

limit of -120 nsec on rise time which was small enough not 

to worry about the limitation due to electron drift velocity 

in the argon. The decay time constant of the amplifiers was 

about 400 microsec. Thus the output of the amplifiers ~t 

point (a) in Figure 14a was a series of step pulses as shown 

in Figure 14b. Each step pulse corresponded to one 

interaction. For the event of interest, the levels of the 

step pulse just before and after its arrival were sampled_ 

and the difference of these levels, proportional to the 

energy deposited in the detector, was digitized. The 

amplifiers around the beam hole had a shorter decay time 

constant of 20 microsec to prevent saturation caused by a 

high interaction rate. 
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The signal at (a) was inverted and added to the same 

signal at (b) after a delay of 200 nsec to obtain. a fast 

output. These signals, crudely proportional to the energy 

deposition, were used for the Y-channels in the trigger 

logic as explained in Section F. 

Four amplifiers were placed on one card, and twenty 

cards, together with a crate scanner, were mounted on one 

CAMAC crate. Scanners in each of the six crates were 

connected to a master controller with a 24-bit 

analog-to-digital converter (ADC). When the trigger was 

set, the master controller scanned all the amplifiers 

through the crate scanners and digitized the levels of the 

channels if they were above the preset threshold of - 600 

Mev. These values along with the channel information were 

transmitted to a camac buffer memory which the on-line 

computer could access. A schematic diagram of this read out 

system is shown in Figure 14c. 

A system was implemented to check, test and calibrate 

the LAC channels, too. Between spills, the pedestals and the 

gains of the channels were determined for each data run. For 

the gains, a pulse with known amplitude was fed into the 

inputs of the amplifiers. For the pedestals, the threshold 

was set to zero and then the LAC was read. Because of the 

buffer memory size limitation, only one crate was read out 

at a time during calibration between spills. 
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E. THE MAGNET 

The magnet BM109 was used to determine the momenta of 

charged particles. It had an aperture of 61 cm 

horizontally, 20 cm vertically. The length through which 

the charged part~cles were deflected was 187 cm. The data 

were taken with the magnet current set to 2900 amps. This 

corresponded to a integrated field length cf B.dl) of 

36.12 KGm or a transverse kick of 1.07 Gev/c. By determining 

the path of the charged particles before and after they were 

deflected by the magnet, the radius of the curvature of the 

particles and consequeritly their momenta. could be 

calculated. 

F. THE EXPERIMENTAL TRIGGER 

Various trigger logic circuits sensitive to the 

interactions under study were designed. They were called 

RHO, Al, VEE and BEAM triggers. The basic requirements of 

these triggers could be listed as follows: 

1) RHO: One charged particle leaving the target and one 

or more photons in the LAC. 

2) Al : Three charged particle leaving the target and 
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any number of photons in the LAC. 

3) VEE: One charged particle leaving the target, two 

more charged particle counted downstream 

of the target. 

4) BEAM: Series pf hits registered by the counters along 

the beam trajectory. 

The above requirements had to be complemented by .the 

definition of the beam, existence of an interaction at the 

target, insurance that all the produced par~icles ·went 

through the magnet and the right number of charged tracks 

were counted downstream of the · target, and finally 

indications that the energy in the LAC was due to photons 

(or electons) but not hadrons. 

Figure 15 shows the schematic diagram of the counters 

used in the trigger, and Figure 16 shows the generalized 

diagram of the trigger logic. 

The beam was defined in the vicinity of the target by a 

coincidence of two scintillator counters B2 (5 cm x 5 cm x 

0.16 cm) and B3 (3.8 cm x 3.8 cm x 0.16 cm). The leading 

edge of the signal from BJ was used as the reference time 

for all coincidences. Two more counters, BO and Bl, located 
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at either end of the parallel section of the beam where the 

Cerenkov counters were located, were required to be in 

coincidence with B2.B3 to define the beam track. This track 

was, in addition, required to pass through a 1.6 cm diameter 

hole of a veto counter BH located 38 cm upstream of the 

target. Thus a beam particle was defined by the coincidence 
...... 

B=BO.Bl.B2.B3.BH. The coincidence of this signal with the 

signals from the Cerenkov counters determined the identity 

of the beam particles •. For instance, B.Kl identified the 

kaons and B.K2 the pions. In order to eliminate the kpon 

contamination of the pion beam, an anticoincidence of the Kl 

signal was required and therefore the pion identification 
.... 

was made by the signal B.K2.Kl. 

The system was capable of handling only one hit per 

drift wire per trigger. The drift time interval of 200 nsec 

after a hit had to be cleared from another hit in order to 

prevent any confusion during ·reconstruction of 

events. Therefore the beam particles were required to be 

separated in time by · at least 200 nsec by implementing a 

dead-time of +/- 200 nsec using the B2.B3 coincidence. This 

caused about 10% 
s 

intensities of 3xl0. 

B2.B3 and gated 

dead-time in the trigger ·for B2.B3 

Fast logic signals, obtained from 

properly, were used to latch the 

proportional chamber signals, activate the LAC logic and 

strobe some of the scalers. 
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· Various veto ·counters were utilized to reject 

noncoherent events, events producing particles outside of 

the physical acceptance region, elastic scattering events 

and events composed of uninteracted incoming particles (see 

Figure 15 for the counter locations). 

For coherent interactions, the nuclei stay in their 

ground states and recoil· with momenta of less than 100 

Mev/c. ·Thus they do not leave the target. Four V-counters 

that surrounded the target were used to veto all 

interactions involving nuclear exitation as well as the 

interactions with multiparticle production. They were 

consisted of NEllO scitillator sheets interleaved with lead 

plates for a total thickness of 5.2 radiation length. The 

inner walls of this veto system were covered with 0.25 mm of 

copper to absorb the low energy delta-rays which might have 

been generated by the charged particles passing through the 

target. 

The H-counter just downstream of the target was a 

sandwich of lead and scintillator sheets. It had a 3.2 cm 

diameter hole in the center for the beam pass through. Any 

interaction that produced particles spread wide enough to 

hit it was rejected by this counter. The signals from the 

V-counters 

to separate 

guides. 

and the H-counter were collected and transmitted 

Amperex 56-AVP phototubes by plastic light 
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The veto counters AO, Al, A2 and AM were used to reject 

events with charged or neutral particles outside of the 

geometrical acceptance which was limited by the aperture of 

the analyzing magnet. Al and A2 were placed around the decay 

pipe at both ends. Two AO counters were just in front of 

the pipe. The AM counters were located around the upstream 

aperture of the magnet. They were made of lead and 

scintillator layers and viewed by RCA 8575 phototubes. Each 

of these counters were about six radiation length thick. 

Most of the beam particles passed through the targets 

without interacting. To avoid any confusion, events that had 

charged particles in the region of the beam were vetoed by 

the BA counter. It was a 2.9 cm diameter and 0.16 cm thick 

scintillator placed just in front of the LAC. 

The signals from these veto counters were combined to 

form the signal 

VETO LOGIC=B2.B3.BH.B°A. (Vl+V2+V3+V4).(AO+Al+A2+AM+H) 

which was common to all triggers. It basically defined an 

interaction in the target with all reaction products going 

through the magnet aperture and the target nucleus staying 

inside the target. 

The number of charged particles leaving the target was 

det.ermined by the S-counter located 20 cm downstream of the 
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target. Its scintillator had dimensions 3.8 cm x 3.8 cm x 

0.16 cm. Various discriminator levels called SO, Sl, S2, SJ 

were set to select events with one, two or more charged 

particles emerging from the target. The pulse height of the 

S-counter was also digitized for off-line studies of the 

discriminator levels. 

The chambers and counters downstream of the target along 

the beam line presented 0.034 collision length of 

interacting material to a passing hadron. The BA counter and 

the veto logic alone could not have been sufficient to 

eliminate the events created by the beam particles 

interacting with this material. To suppress such events , a 

matrix between the signals from the chambers Jl, J2 and PlX 

was formed. Signals from one of the X-planes in each of the 

Jl and J2 chambers and from the central 3 cm region of both 

planes of the PlX chamber were put in coincidence to form a 

Matrix Beam Veto (MBV). As it was set up, the matrix would 

be satisfied for any outgoing track that deviated by less 

than 0.3 mrad from the beam track defined by Jl and 

J2. Since MBV involved only X-chambers, it detected only the 

X-projection of the deviation angle. Therefore good events 

that contained charged tracks scattered straight up would 

also have been vetoed. To prevent this, a 2.5 cm diameter 

0.6 cm thick counter, called BV, was placed downstream of 

the PlX chamber. The signal from this counter was put in 



-ss-

cofncidence with the MBV signal and the resultant 

signal, MBV2=MBV.ay, was used as veto in event trigger. The 

efficiency of the MBV was about 90% and limited by the 

efficiency of the proportional chambers. 

The number of charged tracks downstream of the target 

was determined by . the track counting logic TC. This was 

formed by the signals from PlX, PlY and P2 proportional 

chambers. A track was defined by the presence of signals on 

a continuous group of adjacent wires in ~ny 

chamber, separated from other groups by at least one blank 

wire at both ends of the group. The signals from each 

chamber were analyzed individually by processors designed 

and built at Fermilab[29]. They provided logic levels, for 

up to five tracks, proportional to the .number of groups seen 

in the chambers. These signals were also latched for 

off-line comparison with the MWPC information. They agreed 

at better than a 90% level. The logic signal TC(rho) 

required one or two tracks from the PlX-PlY system and the 

P2 system: TC(al,vee) required two or three tracks from the 

PlX-PlY system, three or four tracks from the P2 

system. These requirements were choosen this loose because 

of the noise signals, delta-rays and ambiguities due to the 

large angle tracks in P2 which were the low momentum 

·particles bent by the magnet. 
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The LAC was included in the trigger logic for the RHO 

trigger. Figure 17 shows the logic diagram associated with 

it. 

Although the charged hadrons had totally different 

characteristics in terms of their energy deposition into the 

LAC (see Section A. in Chapter III ), they frequently 

interacted in the detector and caused serious background 

problems. For instance, elastically scattered beam particles 

interacting with the LAC could satisfy the RHO trigger logic 

and therefore had to be suppressed. For that, use of 

momentum conservation was made in decays like a --> b 1T0 

(orb~). As discussed in Chapter I, the Coulomb production 

of nan was essentially along the beam direction. Therefore 

if the charged hadron nbn hit the LAC below the center plane 

of the spectrometer, the 1T° (or <l ) snould have stayed 

above it, and vice versa. The active area of the LAC was 

covered with a wall of three UP (Ul, U2, U3) and three DOWN 

(Dl, D2, D3) counters to determine whether the charged 

particle hit above or below the center plane. The signals 

from the fast outputs of the LAC amplifiers for the upper 

and lower front Y-channels were added up to define the 

signals E(up) and E(down). The LAC logic was then satisfied 

for E(up) in anticoincidence with any one of the signals 

from UP counters or for E(down) in anticoincidence with any 

one of the signals from the DOWN counters. The logic was 
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vetoed if more than one of all the UP or DOWN counters 

fired. Also, partly to eliminate various noise 

contributions, a minimum amount of total energy 

(E(tot)=E(up)+E(down)) was required to be registered by the 

LAC. E(up), E (down) and E (tot) were also digitized for 

off-line studies. 

With the arrangement described above, charged particles 

hitting the LAC close to the median plane could trigger the 

logic because energy would be deposited both above and below 

the median plane. An attempt was made to eliminate this 

effect by the VE counter (5 cm vertically, 10 cm 

horizontally and O. 16 cm thick ) which was placed to cover 

the beam region near the median plane. Using the signal from 

VE as a veto caused only a small loss of good events, but 

eliminated most small angle elastic scattering events. 

In summary, the RHO trigger was defined as: 

RHO=B.(VETO LOGIC).SO.TC(rho).MBVi.vE. (LAC LOGIC) 

the Al trigger was defined as: 

Al=B.(VETO LOGIC).S3.TC(al,vee) 

the VEE trigger was defined as: 

VEE=B.(VETO LOGIC).(SO.Si) .TC(al,vee) .MB'Vi 

and the BEAM trigger was defined as: 

BEAM=B.(VETO LOGIC).B2.B3.BH.BA 

with the magnet on and as: 

DEAM=B.(VETO LOGIC) 
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with the magnet off. 

The trigger logics were gated on during the beam spills 

and when the on-line computer was not busy reading. 

G. ON-LINE DATA ACQUISITION AND MONITORING 

Whenever the trigger was satisfied, the logic was gated 

off and the information was collected through the read-out 

and recording system shown in Figure 18. 

The drift chamber signals were digitized by 11 TDC 

modules. The analog signals from various counters and the 

E(up), E(down) and E(tot) si9nals from the LAC system were 

converted and stored by two AOC units. The information from 

the MWPC's and the LAC were stored in two separate buffer 

memories. Six crates were used for this CAMAC read-out 

system and they were controlled by one branch ·driver. A 

PDP-15 computer, interfaced with the.system, transfered the 

data to magnetic tapes and carried out limited on line 

checks on the apparatus performance. 

There existed the possibility to transmit a sample of 

the events to the central CDC Cyber-175 computer through a ~ 

special system called BISON-NET[30]. A PDP-ll computer 
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controlled the transfer of the data just. read out to 

BISON-NET. This feature enabled the off-line programs to be 

run on the data at all times and monitor details of the 

experiment, both hardware and software. 

As stated before, calibration pulses were sent to the 

drift chamber and the LAC amplifiers between spills and the 

responses were read out for testing and calibration. These 

responses and a portion of the real data were analyzed by 

the on-line program and various quantities, such as pulse 

heights, number of hits, etc, could be displayed to monitor 

the equipment. 

About 300 tapes were written during October and November 

of 1979. They included data taken with various targets and 

with no target present. Some straight-through beam data were 

also collected with the magnet on or off to align the 

chambers. A separate set of data with SO Gev/c electrons was 

taken to calibrate the LAC. Alignment and calibration 

procedure and the results are presented in Chapter III • 



CHAPTER III 

DATA PROCESSING 

In this chapter the calibration ~nd data reconstruction 

procedures are described. The resolutions of the detectors 

obtained from these procedures are also 

discussed. Calibration · and alignment of the drift chambers 

and the LAC are explained in Section A. The reconstruction 

of the data is presented in Section B. Run to run 

consistency of the data is discussed in Section C. 

~. CALIBRATION AND ALIGNMENT 

1. Drift Chamber Calibration and Alignment 

The calibration and the alignment of 

chambers[31] required determination of the 

describing the electronics, drift velocities of 

and the sense wire positions. 

the drift 

parameters 

electrons 

The calibration system for the electronics was described 

in Chapter II. The calibration data-which were accumulated 

between spills and before each run were used to determine 
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the gain and the bias of each of the 1056 digitizer channels 

of LRS 2770A TDC units. The calibration involved recording 

the number of counts for four calibration pulses separated 

from each other by a known interval in time. The four points 

of time-count distribution were fit to a straight line. The 

slope of this line was called the gain and the time-axis 

intercept was called-the bias. The mean deviation of these 

four points from the best fit straight line was less than 

1 nsec: this corresponds to 0.05 mm in space. Therefore the 

contribution of calibration errors to chamber resolution was 

negligible • 

. The calibration constants mentioned above were 

determined separately for each data run. In Figure 19 their 

variation during the period of the entire run is shown for 

two typical channels. 

In addition to these constants, the zero point in time 

scale, the position of each sense wire relative to a 

standard coordinate system and the drift velocity of the 

electrons in the chamber gas had to be known in order to 

convert the drift time intervals to coordinates in 

space. Beam particles were recorded with the target out and 

the analyzing magnet off, and their tracks were used for 

aligning the chambers relative to each other and the beam 

axis. It was assumed that all the planes were perpendicular 
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to the beam and the wire spacing was uniform over all 

planes. (During the construction and set-up of the chambers, 

necessary precautions were taken to validate. these 

assumptions as well as possible. For instance, the wire 

spacing was accurate to+/- 0.03 mm}. Therefore only one 

parameter, the transverse position, was necessary to know 

for each plane. The position of each chamber was determined 

temporarily with respect to a coordinate system established 

by the Jl and J2 chamber information. Initial .estimates were 

made for drift velocities and time offsets from the widths 

and cut-off values of the time distributions. 

In the next .stage, the alignment parameters, drift 

velocities and time offsets were varied in an iterative 

procedure to optimize the chambers' 

resolutions. Finally, fixing the alignment parameters, the 

drift velocities and time offsets were redetermined by using 

the RHO trigger events. RHO trigger events covered larger 

area than the beam particles did and therefore the 

parameters determined this way were more realistic. 

The results of the best fit indicated that the drift 

velocities 
-3 

were ~.13xl0 cm/nsec for the chambers upstream 
-3 

of the analyzing magnet, and 4.90xl0 cm/nsec for the 

downstream chambers. The small difference can be attributed 

partly to the fact that fewer field shaping wires were used 

in the downstream chambers. 
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The TDC times versus the positions as determined from 

the Jl and J2 chambers are shown in Figure 20 for upstream 

and downstream chambers separately. The dashed lines were 

obtained assuming a linear relationship between time and 

distance with the above velocities. Except near the edge of 

the drift cell, -1 cm away from the sense wire, the linear 

approximation seems to be valid to within 0.2 mm. 

Using the data for K+ --> 1T+iro the average resolution of 

the chambers were determined to be er =0.18 mm (standard 

deviation per plane) for the tracks outside the beam .region 

and CJ =O. 26 mm for the tracks in the beam reg ion, a 

cylindrical region with radius 0.75 cm. The resolution was 

worse in the beam region because the larger space charges 

modified the electric field there. This was not a serious 

problem since in most of the data the charged tracks were 

located outside of the beam region (See Figure 32). 

• 
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2. LAC Calibration and Alignment 

Calibration procedure of the LAC involved determining 

two types of constants. First, electronic pedestals and 

gains, as defined to the response of the amplifiers to the 

calibration pulses, had to be known for each run~ second, 

factors that convert· the digital counts to the energies for 

each channels had to be determined. 

~he pedestals and the gains were measured and recorded 

between spills during data ·taking. For every run, average 

·values of the pedestals for each channel were. determined 

from· these records and subtracted from ADC counts. The 

pedestal levels varied with event rates. This variation 

amount was determined as a function of beam intensity and a 

correction for this effect was applied to the channels 

around the beam hole where the event rate was higher-

An attempt was made to apply a correction for time 

variation in amplifier gains. It was realized that the gains 

fluctuated by less than 2% over the course of the experiment 

and the attempt made very little if any difference. The run 

by run correction for .11° mass (see Section C) which 

indicated the variation in the gain of the whole system, was 

more significant. 
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The conversion factors were dependent on physical 

characteristics of the channels such as their capacitances, 

equivalent resistances, the amplifiers connected to 

them, argon purity etc. A 50 Gev/c negative beam was used to 

determine these factors for.each channel which represented 

the absolute gain of the LAC system. The electrons in the 

beam were tagged by the Kl Cerenkov counter. They were _bent 

by the magnet BM109 to determine their energies which were 

then compa·red with the energy read out by the LAC. Several 

scans, both in X and Y directions, were done. The X-scans 

for two different Y coordinates were obtained by moving the 

detector on air pads along the X direction. The Y-scans for 

two different X coordinates in left and right portion of the 

detector ·were made_ possible by sweeping the beam vertically 

using the dipole magnet ElPM (see Figure 5 ). 

The procedure to determine the conversion factors from 

these data can be outlined as follows: 

First, the unwanted events, like pions that were 

misidentified as electrons by the Cerenkov counter and 

electrons that emitted a photon {Bremsstrahlung effect) 

before hitting the LAC, had to be eliminated. About 16% of 

the data were discarded this way. The rest of the data were 

used to minimize the quantity L (E.o - .2. where the E. ) ' 
~ 

., c. 

summation all events. In this expression 0 was over E. was a .c. 
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reference energy (see below) and E. was the energy measured o«, 

+\i 
by the LAC for the i event. E. was taken tq be .... 

where 

E. =~a. n~ 
~ • \S (, 

3 -th 
a· was the conversion factor for the j channel, and 

.J 

n~ was the number of ADC counts recorded by that channel .... 
after pedestal correctiori. 

This procedure could have been followed for X or Y views 

in the front or back portion of the detector. But, for the 

photon or electron events , the typical energy deposition at 

the back of the detector was about 13%. Therefore the 

factors for the back half of the LAC were neither crucial 

nor practical to determine on a channel by channel basis. A 

~ 
constant value a. =13 Mev/count was assigned to the back 

'3 

factors. It was determined, by iteration and along with the 

calculation of the front factors, for the best overall 

energy resolution. 

To determine the front factors, five channels around the 

shower maximum 
0 . 

were added to calculate E· • E. was taken to ' .... 
be (P~/2 -E~) with P~ being the electron momentum and 

being the energy at the back of the detector. E .ea was • 
calculated as E. above, but the conversion factors a~ were 

~ . 
taken to be the . constant 13 Mev/count for the reasons 

explained before. 
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Determining the front factors took a number of 

iterations of the minimization. For the beginning, the back 

factor of 13 Mev/count was substituted for every front 

channel. Running the calibration program on the data for 

x, Y-right, Y-left scans individually replaced the old 

£actors for the corresponding coordinate with the newly 

determined ones in the front half. The final conversion 

£actors are shown in Figure 21. The central (beam region) 

factors were -20% higher than the rest: the special 

amplifiers in the beam region were modified to have shorter 

-decay time to prevent the saturation in this high rate 

region (see Chapter II.D). This modification changed their 

gains. The central back factors were also assumed to be 

larger by 20%~ 

The parameters in the energy and position algorithms 

used to reconstruct the real data events (Section B ) were 

obtained by studying the 50 Gev/c electron data with these-

factors. 

The response of the LAC to· the electrons as a function _ 

of their momenta was studied by using Ke3 (K+--> TI0 e).)) 

decay electrons. Figure 22a shows the energy registered by 

the LAC for electrons of various momenta. The electron 

momenta were measured by the drift chambers and the 

analyzing magnet. The linearity of the response is better 
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than 5% over the momentum range from 20 Gev/c to 80 

Gev/c. The energy resolution is presented in Figure 22b. The 

dashed line indicates a resolution relation of the form of 

0 1 ~ 
=a + bE with a=0.2 Gev and b=0.0196 Gev. 

The same data were used to determine the position 

resolution and to ·align the detector with respect to the 

rest of the spectrometer. In Figure 23a we show the 

distribution of the difference between the centroid of the 

energy shower in the LAC and the position of the electron 

determined by extrapolation of the track from the drift 

chambers.· Assuming the drift chamber position resolution 

to be +/- 0.2 mm, the data on Figure 23a indicated a 

position resolution in the LAC of better than 1 mm (standard 

deviation per projected coordinate). The centroid of the 

distribution gave the LAC position relative to the other 

equipment. 

The IT
0 

mass distribution from the decay K"°--> lT.+11° was 

another indicator to the LAC performance. Figure 23b shows 

the mass spectrum of two photons from the TI0 meson of these 

events. The origin of the Tf' was the vertex of the K+ decay 

and determined as the point where th~ trasverse distance 

.between the beam (incoming K+ ) and the outgoing charged 

particle ( n+) trajectories was minimu~.· Each photon was 

required to have an energy greater than 5 Gev. A gaussian 
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fit to the distribution in Figure 23b indicated a 

~ resolution of 7 Mev/c • 

0 Tl .mass 

The electromagmetic shower shape obtained from 50 Gev/c 

electrons is shown in Figure 24 together with the hadronic 

shower shape for comparison. It was determined later by 

using photons with v~rious energies that the electromagnetic 

shower shape was independent of energy within 3-5%. The 

shower shape was used in the reconstruction program to 

separate overlapping photons from each other. 

The response of the detector to hadrons was investigated 

by - -t- ++-using the TT 's from the decay K -->1T il TT. Since they 

were bent by the analyzing magnet in opposite direction with 

respect to rr+•s and there were no photons in the decay, the 

Tl- 's were isolated from any other particles. It was 

det~rmined that -36% of the hadrons did not interact with 

the LAC at all. The relative energy distribution 

(LAC energy/momentum) of the interacted hadrons with energy 

deposition of greater than 5 Gev is shown in Figure 25a. 

Figure 25b shows the distribution in the ratio of the energy 

deposition in the back of the LAC to the total LAC energy, 

both for hadrons and electrons. As seen from it, hadrons 

interacted mostly at the back of the detector. The 

requirement of having less than 20% of the energy at the 

back distinguished electrons and photons from hadrons. This 
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information and the hadronic shower shape obtained from this 

study were used to simulate the response of the detector to 

hadrons in a Monte Carlo model of the experiment (see 

Chapter IV). 

The distribution of the difference between the positions 

as determined by. the LAC and the drift chambers, 

X(lac)-X(dc), for the hadrons is shown in Figure 26 and to 

be compared with the same distribution for the electrons in 

Figure 23a. As seen from the Figure 26, the position 

resolution of the LAC for the hadrons was better than 1 cm. 

B. DATA RECONSTRUCTION 

Raw data as recorded on magnetic tapes by the on-line 

program were processed to determine the positions and 

energies of various particles that were detected. The main 

aspects of this process is presented below. 

1. Charged Track Reconstruction 

In Section A we described the determination of the 

calibration constants of the drift chamber system. As a 

first step of charged track reconstruction, these constants ·· 

were used to convert the digital data from drift and 



I() 

r-. -r<> E 
0 -

I() (/) . z C\I 
0 
a:: 
Cl 

I() <( 
C\I :c . 

LL. 
0 

ID 

0 0 N 

0 Q) 

)( "4 
::s 

I "' ·r-4 
JZ.t 

I() 0 
< C\I ...J . 

)( -
I 

I() . 
C\I 
I 

I() 
r-. 
r<> 
I 

0 0 0 0 0 
0 0 0 0 0 0 

I() ~ r<> C\I 

SJ..N3/\3 .:10 ~38v.JnN 



-81-

proportional chambers to spatial coordinates. At this 

stage, because of the left/right ambiguity, there existed 

two equally likely coordinates for each hit in a drift 

chamber. 

Using the hits from P2, 03 and D4 chambers, a search for 

tracks downstream of-the magnet was initiated. After finding 

hits in the X and U projections, hits in the V projection 

were predicted and searched for. When a predicted hit was 

found, all hits were fitted to a straight line. (A hit in- a 

projection was considered to exist if at least one of the 

pair of staggered planes in that projection had a hit). All 

possible combinations for which all hits were within 1 mm of 

the fitted line were con~ideredi and the fit with the best 
~ 
~ was chosen as the initial downstream track segment. 

Next, the upstream track segment was searched for. The 

analyzing magnet BM109 deflected the charged particles 

horizontally and its magnetic field was very 

uniform. Therefore, the trajectory of a charged particle 

passing through the magnet could be approximated by two 

straight line segments that intersected at the ceriter of the 

magnet and had the same vertical slope. This approximation 

provided a starting point for the search for the upstream 

segment of the track. Another point, hence x-slope, was 

provided by the hits found in Pl chamber. At this point of 
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the procedure, than, an initial track hypothesis for the 

whole trajectory was defined by five parameters~ X and Y 

coordinates of the center of the magnet, the Y-slope that 

was common to both upstream and downstream segments, and the 

x-slopes to those segments. 

Before the next stage of the reconstruction, a weight 
'1. 2. 

W.c.= exp[-(r4.. -r
0

) /2 CT ] 

was calculated for each hit, including the ambiguities, 

which fell within 4 mm radius of the initial track 

hypothesis. In this expression, (r~-r0 ) was the distance 

between the hit and the track hypothesis and O' was equal to 

6.4 mm initially. Then, an iterative fitting procedure was 

carried out, in each time the 0- was reduced by a factor of 

3/4 , a new set of parameters were determined and the hits 

with bad W~ were thrown away. The left/right ambiguities in 

each pair were resolved by eliminating the hit that had the 

smaller weight. The search radius was reduced from 4 mm to 

1 mm and a final fit was performed to define a single 

track. 

The beam trajectory was calculated by using the hits 

from the beam chambers Jl and J2. During the analysis, the 

vertex of the interaction was defined to be the point where 

the beam track and outgoing charged particle track 

trajectories were closest to each other. The efficiency of 
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combining a K ~ beam track of a K+ --> W1T 0 decay with the 

outgoing it+ track was greater than 95%. About 1% of the 

tracks were lost because of the inefficiency in the chambers 

and the rest of the losses was due to the tight requirement 

for finding the downstream trajectories. 

2. Photon Reconstruction 

The positions and the energies of the photons were 

calculated by the gamma reconstruction program. The raw data 

contained counts for any of the 480 channels. The pedestal 

levels were subtracted in each channel and the results were 

multiplied by appropriate conversion factors to determine 

the energy deposited in each channel. A minimum energy of 

450 Mev was required to be registered in any . channel for 

further considerations. 

During the initial reconstruction stage, the X and Y 

views were treated separately. First, groups of ·peaks and 

valleys were searched for in the front half of each 

view. Using the information about the shower shape, each 

peak in a group was separated from others to form 

•gamma"s. The energies and the positions of these gammas 

were calculated by a three channel algorithm in the 

following way: The pulse heights Pl, P2 and P3 around the 

peak (P2 being the peak) were used to calculate the energy 
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for that gamma using the expression 

E=a[Pl+P2+P3+b(Pl+P3)] 

The constants a and b were determined emprically using the 

calibration data. The position of the same gamma was 

determined from the formula 

X=XO + [C,+C~A + (C3+C~A )] 

with A=(P3-Pl)/P2 - c5 and XO being the position of the 

center of the peak channel strip. The constants C1 , c 2 , 

c3 , C~ , c5 were also determined from the calibration 

data. Gammas with energies in one view less than 2.4 Gev 

were not considered in the later stages. 

The next step was to correlate the gammas in the two 

views to make photons. For correlation, the criteria was 

the difference in energies of the two views. Since the LAC 

was finely segmented in the Z-direction and the X and Y 

p1anes were interleaved, one could expect the energy in X 

view, E~, to be almost equal to the energy in Y view, E~. 

Therefore, for the correlation, the quantity 

)E~-E~\/CE~+O.S+0.03E!)Y2 

was required to be less than a threshold which was increased 

in each of several searches. In each turn of the search, the 

correlated gammas were removed from consideration for the 

next search. 

In some cases, two showers were separated in one view 
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but overlapped in the other. The single peak in the 

overlapping view was split if this improved the overall fit. 

After all the possible correlations were made, the 

energies in both views and the corresponding back energies 

that were calculated by another three channel 

algorithm, were added to · form the photon energies. The 

photon positions were assigned as the positions of the 

gammas which were determined only from the front part of the 

LAC. Before the results were written into summary tape , the 

photon positions were compared with the extrapolated charged 

track positions on the LAC. The ones that matched up with 

the charged track within 2.5 cm were called "photon-charged 

overlaps" as 

hadrons. The 

canditates for electrons or interacting 

ratio of the back to front energy determined 

whether such a particle was called a hadron or an electron. 

C. .RUN TO RUN CONSISTENCY 

As each raw data tape was processed, the reconstructed 

energies , positions and charged track trajectories, along 

with a copy of the raw data, were written into a. summary 

tape. During this. processing, various quantities were 

examined for each run to ensure that the apparatus worked 

well and consistently throughout the experiment. 
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The chamber efficiencies and scaler rates were studied 

for each run to check for potential troubles. A good 

overall test of the apparatus was provided by the decays 

which topologically resemble 

the decays {8) - {11). The number of these decays on each 

processed tape was sufficient to obtain a run to run 

comparison accurate to +/- 10%. The runs that had a 

statistically significant low rate of these decays were left 

out from further analys_is. This way, seven tapes, which 

were mostly test runs, were eliminated. The behaviour of 

the LAC was monitored by the ~ mass. The average value of 

the reconstructed n° mass from K+ --> 1T+1io decays of each 

run is plotted on Figure 27 with error bars on a few typical 

points. The 1-2% fluctuation did not look too 

serious. Therefore, empirical and run dependent correction 

factors were applied to the data to compensate for the 

fluctuations. 

The degree of accuracy · of the calibration and the 

reconstruction is reflected by the resolution of the 

spectrometer and the agreement between the real data and 

predictions of a Monte Carlo model which is made up 

according to the knowledge of the experiment. This subject 

is discussed in the next chapter. 



"' .... 
• 

.. 

-.... v 

-o--• •lo _. 
,.._, 
n •• 

• • . ., 
• • • l ·. : 

• • , .I. .,.. .. "' •/ .. .. . . . . f I • . 
• ,f I 1"-• f . : •.. ·,,, .. 

• 1•• I•,.. •••I l..!1- .. • • • •• 
.- ••• • J.·· • 

ti) ... • • 
ti) ....... ., 

< ;,:: 
0 I I") 

~"? .... 

en 
N 

-
V) 
N 

•••• •• • • • 

. -1 • 00 33. 00 

~...... . . . . 1.·-· . ··. .. .. ••••• ·- • • -·:iv • • - .,, .... ,,, • .. •• 
:,•,,:I • :• • •: ¥• •:.; :.. • f •.••: • ,,,: \ • • 1 • 

• 

' ss'.oo 

•I •••• . - . 

I I • I I I . . . 
97.00 12s.oo 1s1 .oo 193.oo 22s.oo 2sr.oo 2a9.oo J21.oo 

RUN NUMBER 

Figure 27 



CHAPTER IV 

RESOLUTION AND MONTE CARLO MODEL 

The performance of the spectrometer as 

discussed in this .chapter. A Monte Carlo 

a whole is 

model of the 

experiment is described and various measured quantities are 

compared with the predictions of this model. 

A. MONTE CARLO MODEL 

In order to obtain information about the geometrical and 

trigger related acceptance factors, a Monte Carlo model of 

the spectrometer was constructed and used to generate events 

of the reactions under study. Its parameters were 

determined from and adjusted to the real data as follows: . 

1) The angular divergence, the transverse dimensions and 

the focus of the beam were determined from the reconstructed 

beam tracks. 

2) The transverse positions of the counters BA, BV and 

VE were determined from the sharp cutoffs seen in spatial 

distributions of the charged tracks at the Z-positions of 

these counters. 
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· 3) The logic signals MBV2 and TC were simulated by 

generating signals for proportional chambers. The 

efficiencies and noise levels of the chambers as determined 

from the real data were imposed onto the generated signals. 

4) The behaviour of the various counters as observed 

from the real data were simulated. 

5) · The multiple Coulomb scattering of the charged 

particles passing through the target was simulated by u&ing 

the Gaussian approximation for this effect. 

6) Using the known angular resolution of +/- 0.04 mrad 

of the drift chambers, a Gaussian error was imposed on the 

charged track trajectories. 

7) The magnetic field value and effective length of the 

analyzing magnet BM109 were determined from the real 

data~·The magnet aperture limits were established by 

studying the cutoffs in the distributions of reconstructed 

charged tracks at the Z-positions of the both ends of the 

magnet. Similarly, the edges of the chambers were determined 

and implemented in the Monte Carlo. 

8) The photon energies for front and back portions of 

the LAC were distributed to the channels according to the 
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shower shape that was obtained by the LAC calibration. The 

ratio of front to back energies was chosen to have the same 

distribution as in the real data. The energy in each channel 

was smeared by using the energy resolution determined from 

the real data (Chapter III ) and a random energy level was 

added to simulate amplifier noise. 

9) To simulate the LAC logic, E(up), E(down) and E(tot) 

were calculated the same way as in the experiment and the 

requirements for the minimum energy and energy on opposite 

side of the charged track trajectory were imposed. 

10) The hole in the center of the LAC was simulated by 

rejecting any photon hitting at actual hole coordinates. The 

energy leakage of photons impinging near the hole was also 

simulated. 

11) The effects of hadron interactions with the LAC were 

introduced into the Monte Carlo model, simulating the 

distributions described in Chapter III. 

12) A random noise in the LAC due to the beam, as 

observed in the real data, was also simulated. 

Events that were generated by this Monte Carlo model 

were processed by the same reconstruction program as the 
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real data. They could then be compared with the real data 

by analyzing them with the same kinematics program. The next 

section presents the results of these comparisons. The solid 

curves in the figures are the Monte Carlo 

predictions, normalized to the number of events in the 

histograrnrned distributions of the real data. 

B. SPECTROMETER RESOLUTION 

1. K+ Decays 

As stated earlier, the decays 

resembled the reactions of interest. Large 

statistics data were available on these well established 

decays. Consequently, the behaviour of the spectrometer for 

these reactions was a good indicator of the quality of the 

experiment. In this section, a detailed comparison is made 

between data obtained on the above decays and with Monte 

Carlo model predictions. Agreement between measured and 

predicted quantities is essential to show the accuracy of 

the Monte Carlo model and our level of understanding of the 

spectrometer. 

The decay K.f.--> 11+ TI 0 was topologically identical to the 

RHO trigger mode React.!,~:ms (8) and (10). This decay is 
. . . .~. 
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defined primarily by the existence of one charged track and 

two photons. The kaon, before it decayed, was identified by 

the Kl Cerenkov counter. To ensure that only free kaon 

decays were being considered, we required that the decay 

vertex, the intersection of the incoming K+ track and the 

outgoing n+ track, occures inside the decay pipe downstream 

of the target. Other requirements, like correct total 

energy, n° and 11+1T<> mass values, further defining the 

decay are discussed below. 

The K+-->~~u+u- decay resembled the Reactions (9) and 

(11) • Both Al and VEE triggers were sensitive to this 

decay. The data collected with VEE trigger was then used to 

study the behaviour of the spectrometer for the Reactions 

(9) and (11). 

2. Monte Carlo Comparisons 

Figures 28a and 28b show the vertex distributions for 

the K+ decays. The Monte Carlo distributions are shown for 

the intervals in which the real decays were selected. The 

falloff at the downstream end of the decay pipe was 

primarily due to the MBV2 requirement in the 

triggers. Losses near the origin (target area) were caused 

by the target vetoes and (especially in K•--> 11-t11+11- ) by 

the S and H counters. To avoid the problems ·that might be 
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associated with these signals, only data with a vertex 

between 90 cm and 340 cm downstream of the target were used 

in the Ki---> 1l+T\ o decay. For the K-t --> lT-t11-trr;, decay the 

vertex cut was between 140 cm and 400 cm. These cuts are 

indicated by arrows in the Figures 28a and 28b. 

The total energy. distributions for these decays are 

shown in Figures 29a and 29b. If the trT\0 
mass and n+trf'Tl-

mass were restricted to be between 0.46 
. 'Z.. 
Gev/c and 0.54 

1.. 
Gev/c , the events in the shaded region would be 

removed. These low energy events in the 

distribution were mostly K-t-->e~Ti 0JJ decays with missing 

JJ -energy, and in the K"'"--> 1ft'n-t 1T- distribution were 

K+ --> 1i+1io decays followed by lt0 --> e1'"e-¥, with ¥ not 

detected. The arrows indicate the limits used for the total 

energy to define the decays. 

The 2-photon mass distribution as obtained from the 

K+-->lftTf~ decays is shown in Figure 30 •. As stated in 

Chapter III, the photons had an energy of at least 
2.. 

5 Gev. The mass resolution is 7 Mev/c • The arrows indicate 

the limits used for 2-photon mass cuts for further 

analysis. 

The 1T+lfo and li+Tl+tr• mass distributions are shown in 

Figures 3la and 3lb. The cuts on the total energy and on the 

·. 
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two photon mass were applied to the data before plotting. 

Mass resolutions are 8 
'2. 

Mev/c for mass and 

mass. The arrows indicate the 

mass cuts applied to the data. 

The distribution for the square of the transverse 

distance of the charged 
. -+ . 

particle Tl+ of the K --> n-t 1T 0 

decay from the beam axis at z position of PlX chamber is 

shown in Figure 32a. The agreement between the real data 

and the Monte Carlo model indicates that the chamber 

inefficiency in the beam region did not cause any serious 

problem. 

Figure 32b shows the 

K+ --> 1T~li0 decays in the 

angular distribution of 

helicity frame. The angle 

the 

is 

that of the charged pion relative to the flight direction of 

the kaon. Since the kaon has zero spin, the angular 

distribution must be isotropic. But the charged tracks with 

small 9 were vetoed by the MBV2, BA and VE counters.and the 

low energy Tf0 's tended to be eliminated by the AM counters 

and the minimium photon energy requirement of the LAC. Thus 

the acceptance was a strong function of Cos 9 as shown in 

the plot. 

The Dalitz plots for K+ --> 11+n+n- decays are shown in 

Figure 33 for the real data and the Monte Carlo model 
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events. The point densities seem to be uniform, except at 

the tails where the low energy events described earlier are 

app~rent, as expected for spin zero particle decays. 

In Figure 34a we show the distribution of the. energy 

asymmetry, I ElS, -E~J; (Eli, +Elil) • Here, E ¥\ is the energy of 

the one photon and E ~2. is that of the other photon from the 

Ki'--> ift TIO decays. Cuts on total energy, n+no 

mass, 2-photon mass and decay vertex were applied to define 

the K+--> Ti+11° decays in this plot. The only restrictions 

on photon energies were those imposed during. the 

reconstruction. The agreement between the data and the Monte 

Carlo model prediction is quite good. The distribution for 

the transverse distance between the charged particle and the 

nearest photon of the same decays at the Z-position of the 

LAC is presented in Figure 34b. The lower cutoff of 2.5 cm 

is apparent. The good agreement between the data and the 

Monte Carlo prediction is an indicator to how well the 

hadrons were accounted for as far as their interference to 

photon reconstruction is concerned. 

In Figure 35, the t-distributions of K+ --> 1T+11° are 

shown for the lead, the copper and the empty (MT) targets. 

The effect of the multiple scattering for different targets 

is clearly seen. With a perfect resolution spectrometer, 

all of the events would appear at t=O. The finite 
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t-resolution is seen from the figure. A Gaussian fit to the 

plot indicated a pT resolution of 8 Mev/c for the MT, 10 

Mev/c for the lead and 12 Mev/c for the copper targets. 

The t-distr ibutions for Kot---> rr+TTf1T- are shown in 

Figure 36. There the difference between targets are less 

obvious and the pT r~solution is seen to be 12 Mev/c for the 

empty target (MT) 13 Mev/c for the lead and 15 Mev/c for the 

copper.targets. During fitting the t-distributions of 

Reactions (8) - (11), the p resolutions above were used in 
T 

the fitting program. 

In summary, the excellent agreement 

Carlo model and the data for 

between the Monte 

the K-+ --> n~n ° and 

x•-->ir4n+n- decays gives us confidence that the same model 
-+ 

will be accurate for the Ai and K~(l430) decays. For these 

decays the low statistics of the data limits our ability to 

compare directly the data and the Monte Carlo model. 
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CHAPTER V 

DATA NORMALIZATION 

It is explicit from Equation (7) that the radiative 

r (K-\1430) -->K"*'~ ) are decay widths and 

directly proportional to the Coulomb production cross 

sections of the Ai and K"'+(l430) mesons. There are however 

some uncertainties concerning the measurements of these 

cross sections. The absolute efficiencies of the components 

of the spectrometer are difficult to determine. There may 

be dead time and possibly other effects which affect the 

overall trigger efficiency. These effects may not be 

detected by comparing the Monte Carlo predictions on various 

distributions with data on the K+-->TI ... 1\" 0 and K+-->n+n+n-

decays, although the model itself agrees very well with the 

data. To compensate for all the uncertainities one can and 

can not think of, a factor averaged over the entire running 

period was needed to normalize the cross section data before 

the widths could be calculated. The kaon decays, collected· 

simultaneously with the A1_ and K_.+(1430) events, were used 

for this purpose. In this chapter, we describe the 

determination of the corrections and the normalization 

factors. Section A discusses the correction factors applied 

to the data. The normalization procedure as derived from 
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the kaon decays is explained in Section B. 

A. CORRECTIONS TO DATA 

There are many ways that particles produced by 

interactions in the target could be lost without being 

detected by the spectrometer. For instance, the secondary. 

charged particles could be absorbed. The photons could be 

converted into ~epairs by the target or by the material in 

the spectrometer. Some events were vetoed by the random 

firings of various counters. These and other similar 

processes required some corrections to be applied to the 

data. 

The correction factors for photon conversion into 

pairs can be calculated from the approximate formula[32] 

+ -e e 

where t is the radiation length of the absorbing material. 

The effect of the absorption of charged particles was 

estimated by using the data of A. S. Carroll et ·al[33] on 

absorption cross sections. 
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The corrections can be categorized in various groups: 

1) Spectrometer Related Corrections 

The various components of the spectrometer could produce 

by absorption a loss of charged particles and photons. The 

material in the chambers, the counters and others amounted. 
-2 -1 

to 3.42xl0 proton collision length and 8~44xl0 radiation 

length. The correction factors for the charged particle 
,, 

absorption and the photon conversion by this material are 

listed in Table IIa. As seen from the table, the absorption 

corrections for charged particles are different for the 

different trigger modes. This is so because some of the 

material in the spectrometer did not interfere in the VEE 

trigger events. 

The beam particles, as well as the produced secondary 

charged particles, could be absorbed by the target. The 
0 

photons from TI or Cl decays inside the target ·could be 

converted into :e pairs. The correction factors for these 

effects are listed in Table IIb. 
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2) Beam Related Corrections 

The incident beam flux was measured with the procedure 

outlined in Chapter II.F. Corrections were applied for 

misidentification of beam particles by the Cerenkov 

counters, and for decays and interactions of the beam 

particles along the beam line. 

Misidentification of the beam particles by the Cerenkov 

counters was caused mostly by electronic noise. The 

pressure curves (Figures B, 9, 10) and particle counting 

scalers were used to estimate the correction factors. The 

kaon contamination in the pion beam was about 0.5%. The 

pion contamination in the kaon beam was about 1.5%. 

The pion beam also contained -o.5% electrons and 

muons[34] that were recorded by the Cerenkov counters as 

pions. 

Kaons and pions could decay before they reached the 

target. Via a Monte Carlo program, the decays Tf+ --> )J-"t l). 

1..1+ -t and ~-->)A').) were determined to reduce the effective pion 

and kaon beam fluxes by 0.4%. 

The material like the Jl and J2 chambers, He bags and 

beam pipe windows in the beam line, 4 m upstream of the 
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-3 
target, amounted to about 5.7xl0 proton absorption length. 

Correction for the absorption of the beam by this material 

was estimated to be less than 0.5%. The interaction of the 

beam particles with this material caused an increase in the 

number of beam tracks for some events. Some of the events 

had no beam track information at all. This could create 

ambiguities and therefore triggers with no or more than one 

beam tracks were disregarded~ a correction was applied for 

that effect. 

Also, any of the counters, Vl-V4, AOL, AOR, Al, A2, H or 

AM, could have fired on occasion, killing good events. This 

could happen when a scattered beam particle hits any of 

these counters or by a production of 8 -rays at the target. 

To estimate an overall correction factor for these effects, 

beam particles of the BEAM trigger events were tracked 

through the spectrometer until they hit the BA counter. A 

signal from any of these counters in coincidence with the 

beam was searched for. The existing signals could have been 

created by S -rays (if they were from Vl-V4), by random 

firings of any counter or by a misaligned H counter. The 

rate at which these ccincidences were taking place was used 

to determine the correction factor for their effects. 

Ideally, a signal from the · S counter should have been 

present for every beam trigger. As a matter of fact, at 

some point during the experiment, the S counter was 
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discovered to have been accidentally bent away from the beam 

line. The rate at which the beam tracks missed the S 

counter was used to correct for the effect of this accident. 

The results of all these corrections, combined for the 

runs of each targets, are listed in Table Ile. 

3) Other Corrections 

The hadronic interactions within the LAC were discussed 

in Chapter III.A. Sometimes, pulses generated by hadrons 

were reconstructed as photons. Therefore, some ·of the three 

photon events were actually two photon (RHO or Al trigger) 

events, some of the one photon events were no photon (Al 

trigger) events. By studying the K•-->1T+~ 4 events that 

contained an extra photon, a 2.2% correction was determined 

to be applied and RHO and Al trigger mode events. The study 

on K+-->1T~1i'1'1i- events with one extra photon showed that a 

7.2% correction should be applied to the events.in the Al 

trigger mode. The VEE trigger events did not need any of 

these corrections because the LAC had no part in these · 

events. 

The thresholds determining the discriminator levels of 

the S counter signals necessitated a 0.6% correction to the 

RHO mode events and a 10% correction to the VEE mode events. 
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The Dalitz decay of 1l
0 

-->e+- e °6 implies 

correction for the reactions involving a TI
0

• 

B. NORMALIZATION 

If all losses of real events could 

a 1.15% 

be exactly 

determined, one could obtain accurate corrections for each 

types of events. In practice this is hard to achieve. In 

order to check the corrections we determined, they were 

applied to the reactions that were understood well, namely 

+ -.+ + -and K --> 11 · TI TI • The results of the the decays K+ --> n+n~ 

analysis of the A!_ and 
+ 

K4 {1430) data were normalized to the 

observed rates of these decays. 

The normalization factors were determined as follows: 

The numbers of kaons in the bea~ expected to decay 

inside the decay pipe were calculated for the above two 

modes. For these calculations, the decay intervals were 

taken as the ones shown in Figure 28 by arrows. Then the 

numbers of kaon decays observed in these modes were compared 

with the expected numbers after the above corrections and 

the acceptance corrections were applied. The acceptance 

corrections were determined by using the Monte Carlo model 

of the experiment {see Chapter IV) and included both the 

geometrical and trigger acceptances. The ratio of the 

expected to the observed number of decays is identified as 
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the normalization factor. This procedure was followed for 

each target and the results are listed in Table III. 

Both normalization factors would be equal to the unity 

if all the losses were accounted for. The deviation from 

the unity in the. K+--->Tl~TltTI- normalization factors is 

larger than the others. That means there are more events in 

this decay that we could not account for. This is expected 

since the K~-->U~ntTI- events are more complex and difficult 

to reconstruct compared to the K+-->ntrro events. The 

chamber inefficiencies are more effective in three charged 

particle events and tracks can easily be lost. In addition, 

the decay vertex definition gets more dubious when it 

involves three outgoing charged particles. 



TABLE Ila 

Spectrometer Related Correction Factors 

Trigger 

RHO I Al VEE 

ir+ Absorption in 
Spectrometer 1.0270 ± 0.0008 1.0246 + 0.0007 -

K+ Absorption in 
Spectrometer 1.0242 ± 0.0007 1.0220 ± 0.0006 

it° (q_) Conversion 
in Spectrometer 1.1403 + 0.0028 -

TABLE IIb 

Target Related Correction Factors 

Target 

cu PB 

ir+ Absorption in . 
Target 1.0176 ± 0.0030 1.0028 ± 0.0005 

K+ Absorption in 
Target 1.0163 + 0.0030 1.0027 ± 0.0005 -

1T°C"t) Conversion 
in Target 1.3815 + - 0.0027 1.1776 ± 0.0030 

. • ... 
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TABLE Ile 

Beam Correction Factors 

Target cu PB 

RHO , VEE Al RHO , VEE Al 

,,+ 1.381-t. 0.027 1.562 "±,0.031 1.389 ± 0.027 1.474± 0.029 

K"' 1.366± 0.029 1.531'!:0.030 1.351 ± 0.026 1.427± 0.028 

RHO 

VEE 

TABLE III 

K+-Decay Normalization Factors 

cu 

1.036 ± 0.020 

1.164 ± 0.033 

PB 

1.051 ± 0.021 

1.108 ± 0.026 



CHAPTER VI 

.. 
A+ AND K~(l430) DATA a.. 

In this chapter we discuss the analysis of the data on 
+ 

the Primakoff productions of Ai_ and K•(l430) In Sections A 
and B, we present the decay modes of the A"" and 2.. 

... 
K*(l430) 

mesons which were investigated. In particular, we study the 

reactions 

1f" A --> A 1T~ 1L 
~~" 
4 n•11- tr~ 

tr A-> A K~K o 
~ 

L.,. Ti+n-

tc1' A -> A K~ lt+ 

4 n+11-

(12a) 

(12b) 

(13) 

(14) 

(15) 

where A represents the target nucleus. We also compare the 

results with the Monte Carlo model predictions to check the 

reliability of the normalization procedure. In ·section c, 

we present the results of mass fittings and in Section D, we 

fit the t-distribution and extract the radiative decay 
+ 

widths of A+ and K~(l430) • 
.a, 



-117-

The details of the Monte Carlo model of the experiment 

have already been discussed in Chapter IV. To simulate 

Reactions (12) - (15) , the corresponding particles were 

generated at the target with t - o. The acceptance was 
2. 

found to be nearly t-independent for t < 0 .1 (Gev/c) • Then 

the decays of these particles were simulated using a 
2. 2. 2. 

Sin8"Cosesin¢ decay distribution in the Gottfried-Jackson 

frame and the produced particles were traced through the 

spectrometer. Events that were outside of the geometrical 

acceptance of the spectrometer or those that did not satisfy 

the simulated trigger logic were rejected. In the following 

figures the predictions of the Monte Carlo. model are 

indicated by solid curves. The real data are shown by 

histograms. 

Comparing the data and the Monte Carlo predictions the 

following cuts were determined to define Reactions 

(12)-(15): 

i) Total energy within 195 and 212 Gev for Reaction 

(12a) , and 192 and 212 Gev for the others. 

ii) Interaction vertex within +/- 28 cm of the target. 

iii) Two photon mass in the range 0.51-0.58 ·cev/c~ to 

define the 1l meson for Reaction (12a). 

iv) Two photon mass in the range 0.11-0.16 
'Z. 

Gev/c to 

define the 11° meson i.n Reactions (12b) and (14). 

v) 1f+tC1l0 mass within 0.50 and 0.59 Gev/c2 to define 

the yt meson for Reaction (12b). 
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'l. 
vi) n+n- mass in the range 0.46-0.54 Gev/c to define 

the~~ meson for Reactions (13} and (15}. 

These cuts are indicated by arrows on the corresponding 

figures below. 

The ir+'l. mass distributions shown in Figure 37 for the 

lead and the copper targets indicate that Reaction (12a}· is 

dominated by A1, prod.uction. The data were required to have 

the cuts (i), (ii) and (iii) on total energy,· interaction 

vertex and mass described above. 

The main source of background is the production of the 

B°" (1235} particle that decays into wrr"' followed by W--> 

tt°lf and 1f0
--> ~~. Missing one of the three photons makes 

this decay look like Reaction (12a). A tighter energy cut 

was applied to eliminate the B~(1235) decays. Figure 38 

shows the total energy distribution of the events in 

Figure 37 without the cut (i). The low energy tail is due 

to the background events just mentioned. The shaded 

distributions are obtained if the data are required to have 

a lt~'l_ mass cut of 1.20 - 1.44 Gev/c~. This requirement 

eliminates most of the background events since the missing 
+· 

photon lowers the B (1235) mass further down. 
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Figure 39a shows the reconstructed interaction vertex 

for Al. candidates from Reaction {12a) with the lead target. 

The cuts {i) and {iii) above have been applied to the data. 
'1. 

In addition, a requirement of t~0.005 {Gev/c) was imposed 

to ensure the coherent Coulomb production (see Figure 58 for 

t-distributions of these events) •. The data have also been 

corrected for empty · target background. The Monte Carlo 

prediction is in good agreement with the data. 

Figure 39b shows the angular distribution of the · Ai_ 
decays in the Gottfried-Jackson frame. Data were required 

to satisfy the conditions (i),(ii) and {iii) and have a 

n~fl. mass between 
~ "l. 

1.20 Gev/c and 1.44 Gev/c • The data 

and the Monte Carlo prediction are in good agreement with 

S1. n1..n ·cos1..n 
Q ~ dependence as expected for the decay of 

coherently produced A1 (see Chapter I.A). The fall off for 

small values of ET (Cose- 1) is due to MBV2 and BA vetoes. 

The S in2. ¢ dependence could not be resolved by the 

spectrometer. The production plane is poorly known because 

of the finite t-resolution. 

The two photon mass distribution for the same events is 

shown in Figure 40 for. the lead target. The cuts (i) and 

(ii) were imposed on the data. The Monte Carlo prediction 

agrees well with the data. For comparison, the two photon 

o+ n4 o mass distribution obtained from J --> li decays is also 

shown in the same figure. 
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In Figure 4la, we show the 1t~1'f"tC1i0 mass distribution 

as an indication to the dominance of Reaction {12b) by Ai 
production. The lead and the copper data were combined to 

improve the resonance with better statistics. The data were 

required to have the cuts {i), {ii), {iv) and {v) on total 

-+ - ':) energy, interaction vertex, two photon mass and 1l 1l Ti mass. 

Figure 4lb shows the reconstructed total energy for the 

events described above without the cut ( i). The 

· distribution of the interaction vertex is presented in 

Figure 42a for the same events. The data were imposed the 

cuts (i), (iv), (v) and corrected for empty target. Again 

the Monte Carlo prediction is in good agreement with the 

data. 

The angular distribution of the Ai decays in the 

Gottfried-Jackson frame is shown in Figure 42b for the 

events of Figure 4la that have n+n+1f11° mass in the range 

1.16-1.54 Gev/c"l... The Sin2tfcoi9 dependence is app~~ent_ and __ ·-~·:·· 

in reasonably good agreement with the Monte Carlo model. 

Figure 42c shows the two photon mass distribution for the 

same data without the cut {iv). The Monte Carlo prediction 

is consistent with the data. 

.., - 0 
In Figure 43, we present the 1t 1\ 1l mass distribution of 

the 1T'~11~11-11° events. The data have the cuts {i), (ii) and 
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(iv) mentioned above. Both the "'l. peak and the w peak, 

which is due to B+(l235) decaying into I are seen 

clearly. The Monte Carlo prediction agrees well with the 

real data. The tail on the higher side of the 'l peak is 

mostly due to pions from o.) decays interfered with the 

1r+irn" formation fo~ ~· This effect does not of course 

present in the Monte Carlo prediction as strongly as in the 

real data. It was simulated by mixing the events generated 

for both types of decays. A small t or Tl""~rr+n-TI
0 mass cut 

eliminates this background considerably. 

We have also studied the decays of A~ into two kaons via 

the Reaction (13). The K+K.: mass distributions shown in 

Figure 44 for the lead and the copper targets indicate that 

Reaction {13) is dominated by the production of A1(1310) and 

possibly by another state at about 1440 Mev/c~ (see 

Section C for more details). Cuts (i), (ii) and (vi) on 

total energy, interaction vertex and n\-mass were imposed on 

the data. Also, K! was required to decay in the decay tank. 

Figure 45 shows the reconstructed total energy of these 

events without the requirement (i). The total energy was 

defined to be the summation of the energies of three charged 

particles. Therefore the lower tail in the distributions 

are the events with three charged particles with any number 

of photons. They can mostly be eliminated by an A1 mass cut 
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2. 
in the range 1.20 - 1.38 Gev/c • The shaded histograms show 

the events surviving the mass cut. 

The interaction vertex distribution is shown in 

Figure 46a for the lead target. The data were corrected for ,_ 
empty target and required to have t ~O. 005 (Gev/c) , to 

ensure the coherent Coulomb production of A~, in addition to 

the cuts (i) and (vi). The Monte Carlo prediction is 

observed to be in good agreement with the data. 

The angular distribution of the decays of the 

candidates in the Gottfried-Jackson frame is presented in 

Figure 46b. 

an A"'" mass 
2.. 

expected, we 

decays. 

The data 

within 

observe 

have 

the 

a. 

all the cuts mentioned above plus 

1.20 - 1.38 
- ?. 

range Gev/c • As 
't. '2. 

Sin & cos& dependence of these 

Figure 46c shows the ni~- (K:) mass distribution for the 

lead target data. The events in this distribution survived 

the cuts (i) on total energy and (ii) on interaction vertex, 

two pions were also required to form a vertex inside the . 

decay tank. 

So far, we did not make any distinction between the two 

peaks of the histograms of Figure 44. This, after all, did 

not manifest itself while we were discussing various 
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parameters of the Reaction (13) such as total energy, 

interaction vertex, K; mass and angular distributions of the 

Ai decays. In other words, there are no indications that 

the second peak with higher mass value is an artifact of 

some error in the kinematics of the analysis or a source of 

background that we do not understand. However, the events 

in this second peak were studied thoroughly for all possible 

errors. They were made sure to contain K~ 's that decay in 

the decay tank, to have no missing energy, to be originated 

at the target, and observed to have an angular distribution 

in the Gottfried-Jackson frame like Jp=2+ particles. We 

should point out that the first peak is at the same place as 

the resonances observed in the Reactions (12a) and (12b) 

(see Figures 53 and 54) and remind that there are earlier 

experiments reporting observations of similar higher peak in 

the same mass distribution[35]. 

The results of mass fittings and further tests on the 

reality of the second peak are discussed in Sections C and 

D. 
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+ 
. B. K411 (1430) DATA 

The Primakoff production of K~~(l430) was studied via 

Reactions (14) and (15) •. The K...+(890) meson is produced 

simultaneously and decays in the same modes. We observe 

them together in mass distributions (see Figures 47 and 50). 

Their mass values are sufficiently different to separate 
~ 

them. For the discussions in this section, K~(l430) is 

defined in Reaction (14) with K+n° mass and in Reaction (15) 

Kolr" "l 'L 
with £ mass within 1.22 Gev/c and 1.64 Gev/c • We 

4 
discuss here only the K""'(l430) production, the details of 

4 
found elsewhere[31J. the analysis on K .. (890) can be 

The K+n.,, mass distributions shown in Figure 47 are clear 
4 

indications of the production of Ky(l430) (and K (890) too) 

in Reaction (14). The data were required to have the cuts 

(i), (ii) and (iv) on total energy, interaction vertex and 

two photon mass, respectively. 

'The reconstructed total energy is shown in Figures 48a 

and 48b for the data from the lead and the copper targets 

with the cut (i) removed. The interaction vertex 

distribution is presented in Figure 48c for the lead target 

events. The Monte Carlo prediction is in 9006 agreement 

with the data. There, the data have the cuts (i) and (iv) 
,_ 

and in addition, the requirement t ~ 0. 005 {Gev/c) to ensure 
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the coherent Coulomb production. . The data have been 

corrected for empty target effects. Figure 49a shows the 

decay angular distribution of the events of Figure.47 on the 
:+ 

1ead target, with a K*(l430) ma~s in the range 1.22 - 1.64 

Gev/c~, in the Gottfried-Jackson frame. The Monte Carlo 

prediction is in good agreement with the data. Figure 49b 

presents the two photon mass distribution of the events 

obtained from the lead target. Again the Monte Carlo 

-correctly predicts the experimental distribution. 

~The 
0 • -(K --> ll \11 ) .s mass distributions shown in 

Figure 50 indicate that Reaction (15) is also dominated by 
~+ + 

the production of~ (1430) (and K-(890)). The data were 

required to have the cuts (i) on total energy, (ii) on 

interaction vertex and (vi) on K: mass. The two pions of K; 

are also required to form a vertex in the decay tank. 

Figure Sla and Slb show the reconstructed total energy 

distributions of these events without the cut (i). The 

total energy was defined as the sum of the energies of all 

three charged particles in these events. The low energy . 

tails are therefore due to the events with three charged 

particles and any number of photons. + A K•(l430) mass cut 

within 1.22 and 1.64 Gev/c~ eliminates most of these events 

and the shaded distributions are obtained. 
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The interaction vertex distribution is presented in 

Figure Slc for the · lead target events with the cut (ii) 

removed. Again, the data have t~0.005 
'1. 

(Gev/c) and been 

corrected for empty target. The Monte Carlo prediction 

agrees fairly well with the data. The angular distribution 
+ 

of the K~(l430) decays in the Gottfried-Jackson frame is 

shown in Figure 52a for the lead target. In addition to the 

cu ts ( i) , ( ii ) 

required to have 
2. 

Gev/c • 

and (vi) mentioned above, the data were 
:+ 

a K~(l430) mass within 1.22 and 1.64 

Figure 52b presents the mass distribution of two pions 

that form a vertex in the decay tank. The data which were 

obtained from the lead target, were imposed the cuts (i) and 

(ii) • The Monte Carlo prediction seems to agree reasonably 

well with the data. 

1i-
The results of the mass fittings for K4 (1430) is 

discussed in Section c. 
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C. MASS SPECTRA 

The cross section for the Coulomb production of a system 

of Mo..t in the reaction a + A --> A + • is given a mass a 

by[36] 

1- 2.ot ~(Ho.:) 
t.. 

JO' t- tMil\ lFEflJ\(t)] (16) 
clltlM~. 11 (Mo..:-M~) t 'Z.. 

where Z is the nuclear charge, FE~t) is the effective 

nuclear form factor, containing absorption of incoming and 

outgoing states in nuclear matter (look Chapter I for 

details) • ()2' CM!) represents the cross section for the 

reaction ¥a --> a-¥1:. at a center of mass energy M°'" and given 

by 

(ll) 

Here, So.. and So.-- are the spins of the incident and the 

produced systems, respectively~ q~ is the momentum of the 

" photon in the center of mass system of a : 

q":. 

Integration of Equation (16) over t, and substitution of 

Equation (17) for O't yields 
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(It) 

where ttn~ is the maximum range of integration. - 'l F(M ) is a 

slowly varying function and comes from the integration of 

the electromagnetic form factor over t. It accounts for the 

mass dependent absorption of the a• system and calculated by 

using the optical model as described in Chapter I. The 

value t...:0.01 (Gev/cf was chosen to emphasize the Coulomb 

contribution to A1 or K*~(l430) production. 

The T-matrix in Equation (18) has a D-wave Breit-Wigner 

resonance form[37]: 

(\~) 

where r ~ and rlSO... are the mass dependent partial decay 

widths, and M0 is the mass at resonance. 

The phenomenological forms of the partial decay widths 

that we used for our data and yielded the best fits to 

statistically more significant data on _p+ + 
and K"' ( 890) of 
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where q and k are momenta in the rest frame of the a~ and 

~a systems, respectively. Values at resonance are 

subscripted with a zero. ro is the total decay width of the 

resonance state, J is its total angular momentum. R is the _, 
range parameter and set to 1 fm =5 (Gev) • 

-+ . ~ 

In the data we analyze, a~ system is Tt<t or K K: for 

+ + 0 0 -+ ¥.+ the resonant state A
4

, and K ~ or K~TI for K (1430). Their 

mass distributions are shown in Figures 53 - 57 with, in 

addition to the cuts discussed earlier, a small t of t~ 0. 01 
'l. 

(Gev/c) • For a better statistics, the data for the lead 

and the copper targets were combined. The data were 

corrected for empty target and geometrical acceptance of the 

spectrometer. The acceptance, as a function of mass, is 

shown by solid curves above the spectra. Using the fitting 

program MINUITS of CERN[39] the data were fit to the D-wave 

Breit-Wigner form of Equation (19) plus a linear background: 

The accuracy of the fits is limited by the low statistics of 

the data. The following is the results we obtained: 

l) A:. --> 1i4 "l. 
ro =98 

( 't--> ¥~ ) mode: 

+/- 14 

M =1312 +/- 9 
0 

Mev, 
"L 

Mev/c , 
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~ _, 
~ =26.0/30 (degree of freedom=dof) • 

"" li"" 2) A2. --> l "l -+ - 0 <tL -->TI TI TI ) mode: 

The data on this mode had a very low statistics and an 

unclear background. Also, separation of these events from 

more redundant, and topologically similar, events of 

B"" (1235) --> 1l~W (followed by c.O --> TI""117i 0 
) decay was not 

certain. These facts are reflected by the fitting results 

presented below. 

ro=140 +/- 82 

M0 =1302 +/- 14 
~ 

-,_ =7. 9/7 

Mev, 
'l. 

Mev/c , _, 
(dof) • 

0 + -(Ks--> lT 1i ) mode: 

For this mode, we fit the data to single and double 

resonance forms of Equation (21). In the double resonance 

fit, the higher mass state is represented by subscript x. 

a) Double Resonance Fit: 

r..,=85 +1- 46 

M0 =1309 +/- 9 

rwc=52 +/- 32 

M-=1447 +/- .15 
1. 
~ =2. 5/5 

Mev, 
"L 

Mev/c , 

Mev, 
"l 

Mev/c , 
-1 

(dof) • 
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b) Single Resonance Fit: 

ro =99 +/- 48 

M
0

=1314 +/- 11 
"l. x. =14.0/10 

Mev, 
'l. 

Mev/c , 
_, 

(dof) • 

+ 
4) K~(l430) --> K~n° (TI

0
--> °'6}!) mode: 

r0 =105 +/- 14 Mev, 

M0 =1434 +/- 7 

'l. 
;t =15.6/14 

2. 
Mev/c , _, 
(dof) • 

5) K .. ~(1430) --> Koli't (K0 -->Tf+1l-) mode: 
.s .! 

r~=94 +/- 28 Mev, 

M
0

=1423 +/- 10 
~ x =6. 7/9 

These fits are shown 

1.. 
Mev/c , 

_, 
(dof) • 

by solid curves in the 

corresponding figures. Arrows indicate the mass cuts used 

in t-distribution fits. 

We see that the single resonance fit to Reaction (13) 

has a -20% confidence level. The confidence level of the 

double resonance fit to the same data is -75%. P.it to the 

data from Reaction (12a), where we have a single peak only, 

has a confidence level of -so%. Therefore the double 

resonance fit to Reaction (13) is more consistent with the 

fit to Reaction (12a) data where we do not see a second 
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peak. Expressed in a different way, the ratio of the area 

under the double resonance curve within the mass range of 

1.42-1.46 Gev/c~ to the corresponding area unde~ the single 

resonance curve is 3.67 +/- 1.70, which is more than one 

standard deviation away from unity. The width of this high 

mass peak, however, is latger than the one seen by K. J. 

Foley et al[35]. 

D. FITS TO t-DISTRIBUTIONS 

The cross section for one interaction can be written as 

O' (per event) A c.F 
N0gt loc.iO.ell+ flv.x 

where N
0 

is the ~vogadro number, pt is the thickness of the 
,_ 

target in gm/cm and A is the atomic number of the target 

material. The incident flux is determined by the_Ceren~ov 

and the scintillation counters as described in Chapter II.F. 

The correction factor (C.F) includes the geometric 

acceptance (averaged over a mass range of a particular 

reaction), the K+ decay normalization factor and the· 

corrections due to various losses explained in Chapter v. 
These correction factors ·are listed in Tables IVa, b, c, and 

d for-the different targets and for the reactions we 

studied. The values of the cross section per event are 

added to these tables after a double line. 



TABLE IVa 

Correction Factors for the Process 
11+A --> A 1T'°"'L ( 'l. --> ~~ ) 

Cor~~ cu PB 
f o 

Counter Vetoes 1.381 ± 0.027 1.389 + 0.027 -
Beam Absorption 
at Target 1.0176 + 0.0030 1.0028 + 0.0005 -
n4 Absorption 
at Target 1.0176 + 0.0030 1.0028 + 0.0005 - -
l1. Absorption 
at Target 1.3815 + 0.0027 1.1776 + 0.0030 - -
tr" Absorption at 
Spectrometer 1.0270 + - 0.0008 1.0270 + - o.aoo8 

'l Absorption at 
Spectrometer 1.1403 + 0.0028 1.1403 + 0.0028 - -
S-Counter 
Threshold 1.0060 + - 0.0006 1.0060 + 0.0006 

3-Photon 1.022 + 0.005 1.022 + 0.005 -
ir• Decay 1.0035 + 0.0004 1.0035 + 0.0004 -... 
K - Decay 
Normalization 1.036 + 0.020 1.051 + 0.021 - -
Geometrical 
Acceptance 5.952 + 0.354 5.952 + 0.354 - -
Mass Cut 1.080 + 0.020 1.103 + 0.020 

Total 15.897 + 1.087 13.713 ± 0.941 

Finite Width 1.087 ± 0.020 1.087 + 0.020 

(j <pJ>/event) 3.245 + 0.349 14.968 ± 1.607 



TABLE I Vb 

Correction Factors for the Process 
ltA --> A K+Ko 

~ 

Car~~ cu PB 
f o 

Counter Vetoes 1.381 ± 0.027 1.389 + - 0.027 

Beam Absorption 
at Target 1.0176 ± 0.0030 1.0028 + - 0.0005 

K+ Absorption 
at Target 1.0163 ± 0.0030 1.0027 + - 0.0005 

K; Absorption 
at Target 1.0163 + 0.0030 1.0027 + 0.0004 - -
K+ Absorption at 
Spectrometer 1.0220 ± 0.0005 1.0220 +~ 0.0005 

n4n- Absorption 
at Spectrometer 1.0490 + - 0.0050 1.0490 ± o.ooso 
S-Counter 
Threshold 1.0984 + 0.0108 1.0984 ± 0.0108 -
211 Decay 1.0070 + 0.0006 1.0070 + 0.0006 -
g+ Decay 1.0038 + 0.0005 1.0038 ± 0.0005 

~ 

K - Decay 
Normalization 1.164 + 0.033 1.108 + 0.026 - - . 
Geometrical 
Acceptance S.464 + 0.318 5.464 ± 0.318 -
Mass Cut 1.075 + 0.020 1.138 ± 0.025 

Total 11.735 ± 0.839 11.489 + 0.808 

Finite Width 1.087 ± 0.020 1.087 + 0.020 

0- C]J.b/event) 9.718 ± 1.084 49.056 + 5.456 -



TABLE IVc 

Correction Factors for the Process 
K-t A --> A K+ 1f0 

Corr~ cu PB 
f o 

Counter Vetoes 1.373 ± 0.027 1.358 + 0.025 -
Beam Absorption 
at Target 1.0163 + 0.0030 1.0027 + 0.0005 - -
K+ Absorption 
at Target 1.0163 + 0.0030 1.0027 + 0.0005 -
1T9 Absorption 
at Target 1.3815 + 0.0027 1.1776 ± 0.0030 

K+ Absorption at 
Spectrometer 1.0220 + 0.0005 1.0220 + 0.0005 - -
1r° Absorption at 
Spectrometer 1.1403 + 0.0028 1.1403 + 0.0028 

s-counter 
·Threshold 1.0060 + 0.0006 1.0060 + 0.0006 

3-Photon 1.022 + 0.005 1.022 + 0.005 -
K.. Decay 1.0038 + 0.0005 1.0038 + 0.0005 

1t0 Dalitz Decay 1.0115 + 0.0005 1.0115 + 0.0005 - -
+ K. Decay 

Normalization 1.036 + - 0.020 1.051 + - 0.021 

Geometrical 
Acceptance 3.289 + 0.164 3.289 + 0.164 -
Mass Cut 1.050 + 0.010 1.050 + 0.010 -
Total 8.527 + o.~99 7.100 + 0.416 -
Finite Width 1.064 + 0.015 1.064 .. ± 0.015 

CJ" Cpn/event) I 1.845 + 0.097 7.490 + 0.348 - -



TABLE IVd 

Correction Factors for the Process 
K-t A --> A Ko 1lt 

~ 

Corr~ cu PB 
for 

Counter Vetoes 1.373 ± 0.027 1.358 + 0.025 

Beam Absorption 
at Target 1.0163 ± 0 .. 0030 1.0027 + 0.0005 -
it"' Absorption 
at Target 1.0176 + 0.0030 1.0028 + 0.0005 

. -
Kl Absorption 
at Target 1.0163 + 0.0030 1.0027 + 0.0004 

311 Absorption at 
Spectrometer 1.0756 + 0.0015 1.0756 + 0.0015 

s-counter 
Threshold 1.0984 + 0.0108 1.0984 ± 0.0108 

3T1' Decay 1.0105 ± 0.0010 1.0105 + 0.0010 

K+- Decay 
Normalization 1.164 ± 0.033 1.108 + 0.026 

Geometrical 
Acceptance 9.124 ± 0.456 9.124 + 0.456 -
Mass Cut 1.050 + 0.010 1.050 + 0.010 

Total 19.219 ± 1.148 17.351 + 1.015 
-

Finite Width 1.064 ± 0.015 1.064 ± 0.015 

() Cp.b/event) l 4.825 + 0.227 20.698 ± 0.934 
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We have shown the mass intervals over which the 

geometrical acceptances were calculated in 

Figures 53 - 57. The corrections for the events outside of 

these limits, i.e the mass cut corrections, were estimated 

from these acceptance corrected mass spectra. 

An additional correction is needed in calculating the 

radiative decay widths. This is because Equation (4) (and 

also Equation (7)) in Chapter I is obtained by assuming a 

narrow width resonance that can be approximated by a 

S -function in mass[40J. This is not fully adequate for the 

line shapes of the A.i_ and K~Cl430) mesons. Therefore, we 

corrected the values of the radiative decay width for the 

assumed narrow width approximation. This was done by 

inserting into . Equation (16) the parametrization of 

Equation (19) and (20), and integrating numerically over the 

mass cut range of a particular reaction. These "finite 

width" correction values are also shown in Tables IVa-d. 

The t - distributions of· Reactions (12) - (15) are shown 

in Figures 58 - 61 for the lead and the copper targets~ The 

cuts on total energy, interaction vertex, two photon mass 

and K! mass applied to the data are described in Sections A 
2 and B. The sharp 'forward peaks, increasing roughly as z 

for different targets, are seen clearly as expected. The 

long tail at larger t values are indication to the presence 
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of strong coherent production of 

mesons. 

the A~ 
L 

+ 
and ~ (1430) 

We fit these distributions to Equation (7) described in 

Chapter I. D. .The t-resolution of the spectrometer had to be 

taken into account. We assumed that the observed cross 

section, dO" /d 1: , i.s 

cross section, dO'(d:f. 
a convolution of the true production 

-, with a resolution function R(t,t): 

illr - fd~ ~ l-t,t) ~ 
dt ~t 

and that this resolution function can be expressed as a two 

dimensional Gaussian distribution in transverse momentum: 

In this expression, 
..,) 

and q 
T 

] 
are the exact 

resolution smeared two dimensional transverse 

and the 

momenta, 

respectively. .1 is the standard deviation of the Gaussian 

distribution. Its value for any particular target and 

reaction was determined from the ·t-distribution of the 

corresponding Kr decay data (see Chapter IV.B for all the 

values). 

The t-dependent factors fe(t) and f~ (t) were then 
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TABLE Va 
Results of Parameterization of A; Data 

Reaction 
Type 

Target t-Range r (Kev) 
{Gev /c)'l 

¢ 'L 
X./dof 

61 n•A ->All-+q_ Cu 

'-)1\+ A - >A~+(; Cu 

c) it A ->AK+~~ Cu 

d) 1TtA ->A li+'l. Pb 

e) lfA ·->A K+K.! Pb 

f) it1A ->A~i~~ Pb 

Global Fit Cu+Pb 

{Degree) 

0.010 286 t 52 3.1±o.7 109 ~ 19 4.3/~. 

0 • 0 0 8 3 5 5 t 16 6 0 • 5 :t 0 • 8 -2 9 :! 10 3 3 • 4 /2 

0.008 442~187 0.5±1.3 -63±166 2._2/2 

0.010 164 :! 67 3.4 :!" 1.5 -15 t 11 2.1/6 

0 • 0 0 9 2 4 7 ± 7 7 1. 5 :!: 2 • 4 -14 0 ~ 4 0 2 • 6 /2 

0 • 0 0 9 3 21 : 10 7 5 • 1 :t 3 • 0 14 3 ~ 3 3 4 • 3 /2 

' 
0. 010 2 4 6 ± 3 5 1. 9 ± 0 • 5 - 7 8 :t 21 2 7 /2 8 

a) 71 events in the specified t-range 
b) 27 events in the specified t-range 
c) Second peak included, 37 events in the. specified t-range 
d) 73 events in the specified t-range 
e) 18 events in the specified t-range 
f) Second peak included, 25 events in the spec~fied t-range 

TABLE Vb + . 
Results of Parameterization of K"(l430) Data 

r (Kev) C [Mb 1 ¢ '\. 
Reaction Target t-Range X./dof 

Type {Gev /c}'2. " Gev'i (Degree} 

c.)K+ A ->AK .. 11° Cu 0.010 210 + 39 0.9'±0.7 63:!' 57 5.7/6 

l)K•A ->AK~Tli' Cu 0.010 146 + 36 1.1 j-0. 4 7 1' 79 3.5/3 

. c)K+ A ->AK+1io Pb 0.010 255 :t 40 1.6±0.6 -79 ! 23 4.6/7 

cl) I(" A ->A ~TT+ Pb 0.010· 196 + 64 2.2:-1.0 -58: 50 2.5/4 

Global Fit Cu+Pb 0.010 227 + 25 1.1~0.3 -68 ±. 20 23/32 -
a) 106 events in the specified t-range 
b) 40 events in the specified t-range 
c) 149 events in the specified t-range 
d) 54 events in the specified t-range 
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calculated and the three parameters, r (a• -->a~ ) , C..s and 

¢, were varied to achieve the best fit of Equation (7) to 

the data. The !·esults are summarized in Table V. The 

uncertainties in these values are the diagonal errors 

calculated by the fitting program as the change in one 
'L 

parameter which increases the 7- by one; during this change 

the other parameters are reoptimized. 

:+ 
The K"'(l430) radiative decay width values obtained from 

its decays into K~TI
0 and K!TI~ are consistent with each 

other. Among the A~ results, the n""Pb --> Pb 'l. 1T+ . ("(. -> o'lf) 

decay width is low compared to the others. The fit to the 

data from this reaction also indicates a higher strong 

production background and this causes the fit to yield a low 

Coulomb contribution. If we fix the parameter Cs to a value 

of 1.5 mb/Gev4, the fitted dacay width becomes 220 Kev with 
'L _, 

a X. of 5.2/6 (dof) • This discrepancy could be explained 

by the statistical fluctuations in one or more points in the 

t-distribution (Figure 58) of this reaction. 

In the analysis of the data on Reaction (13) the mass 

cut was chosen narrower to exclude the peak with higher 

mass. If the lead and the copper data are combined, this 

peak contains 30 events with t~0.010 
't. 

(Gev/c) and 22 of 

these events have t ~0.003 
~ 

This (Gev/c) • is an indication 

to the Coulomb production of the events in this high mass 
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peak. We also fitted the data including this second peak. 

The resultant radiative decay width values r (Al--> nt~) are 

also listed in Table Va and are about 30% higher. 

The data on Reaction (12b} were not sufficient to yield 

a value for the decay width r{A~-->Tl~~ ), but the upper 

limit we could get was consistent with the values listed in 

Table v. 

E. CONCLUSIONS 

We have presented the results of the analysis on the 

first Primakoff productions of the Ai and K4i{l430} mesons. 

The obtained widths are in both cases slightly lower than 

the theoretical predictions given in Reference 6, but within 

experimental errors and theoretical uncertainties the 

deviation is not substantial. 

To check the stability of the solutions, we varied the 

ranges of t used in the fits. We also included a background 

t:erm of the form B0 exp{-B1 t}, where B0 and B1 are constants. 

In all cases, the fluctuations in the fitting results, with 
'L 

acceptable it values, were within the statistical errors. 

Fits were performed using different t-resolution ( ~} 

values. A 20% change in l1 produced a -s% change in the 

fitted values of the radiative decay widths. In the global 
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fits, we assumed that Cs and ¢ were independent of target 

material. 

We quote a value, r (A~--> Ti-+~ ) =246 +/- SO Kev, for the 

radiative decay width of A+ 
:J-' 

and a value, 

r {K.,.+(1430)-->-K.-tY ) =227 +/- 45 Kev, for the radiative decay 

width of 
... 

K• (1430) •. These values are obtained from the 

global fits and are similar to the weighted average of all 

the fits on individual modes and targets. The uncertainties 

include a -10% error due to t resolution and a -10% error 

estimated for the overall normalization which can be caused 

by some reaction independent effects. The radiative decay 

width of Ai that we quote is somewhat lower than the results 

of previous measurements. For instance, an application of 

one pion-exchange model to a photoproduction of A2.. in TI+1(_ 

decay mode yields a value r (A.2..--> lf ~ ) =450 +/- 110 Kev 

(41]. The values for C,s and ¢ are not well determined but 

are consistent with the the expectations based on strong 

production experiments [ 42]. Varying ¢ between -90° and 90° 

keeps the radiative decay width values within their 

uncertainty ranges quoted above. 

Although the evidence discussed earlier suggests that 

the events in the high mass peak are not just a result of a 

statistical fluctuation, the low statistics limits our 

ability to claim anything conclusive. Assuming that these 
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2. 
events belong to a state with a mass M =1440 Mev/c , we can 

quote a value of about 30 Kev for (2J+l)x(Radiative decay 

width)xBranching Ratio to K+Ko of this state if we neglect 

the strong production of this state. 
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