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A systamatic study of the coherent axcitation of high energy
plons and kaons by nuclear targets has been completed at Fermilab
(Experiment 272) with the intent of extracting the radiative decay
widths of the various vector and tensor mesons. This work was
initiated to furnish experisental results for comparison with
theoretical predictions based on unitary sysmetry schepes, gquark
models, and woctor dominmance models with the hope of shedding light
on the structure of the quark-antiguark system.

The work presented here deals with data collected during the
second running period of E272 on the sxcitation of incident 200 GeV/c
k* by copper and lead targets for the purposs of precisely determin-
ing the radiative width for the transition k**(890) + x'y.

The expariment was parformed in tha MLE secondary beam lina of
tha Moson Lab utilizing an enhanced, Cherenkov tagged, positive kacon
beam, a forward charged particle spectromoter consisting of drift and
proportional wive chambers, and a liquid argon calorimeter for photon
dstection. ‘

A Primakoff type analysis of sxcitation in the nuclear Coulomb
field incloding a strong comtribution to the coberent production pro-
cess from iscecalar exchangs was applied to data for both the K 1°
and Kn" decay modes of the k**(890). The production differential

crofs section can be written as 40/dt" = |.'¢ * 1“l;.|:, whare A.

wi

the Coulombic asplitude, and A_+ the strong amplituds, are propor-
tional to the square roots of I, the radiative partial width, amd
'l:‘- the elementary strength of the w exchange process on noclecns,
respectivaly. The angle O measures the relative phase between the
two coherent amplitudes.

This thres-parasstor fit to the data gave very contistent re—
sults over the range of targets and final states previously men-
tioned and yielded weighted averages of:

Foc*teso) + x*y) =51 2 324 kev

&

<, - 3.220.7 nb /CeV

L] = B4 2 14 degreos

where the errors on [ are statistical and systematic, respectively.
The result for F(k**(8%0) + k'y) is in reasonable agreement

with thaoretical predictions, but the value for El doas not agree

with extrapolation from lower energy data.
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INTRODUCTION

& Introduction to Quantum Chromo-Dynamics

In recent years, the non-Abelian gauge theory of Quantum Chromc-
Dynamies (QCD) hnl.amrgtd as the best candidate for a description
of Mature's styong interacticn. The succasses of the local gauge
theary of the unified weak-slectromagnetic interaction give credence
to tha assertion that strong forces can also be understoocd in terms
of a local gavge invariance and hint that all forces may sScon be
describable in terms of matter and gauvge fields invariant under an
appropriate group of local gauge transformations.

According to QCD, the hadronic bullding blocks of nuclear mat-
ter are plctured as mﬂiﬁ ayﬂtema_ constructed from a fundamental
n-tuplet of colored quarks (g}, and a corresponding conjugate n-tuplet
of antiguarks IIE:I.'1 Thess composite systems are envisioned to be
bound by the influence of the axchange of colored gluonle gauge
bosons among the constituent guarks, and can be phenowonclogically
grouped inte sultiplets of the ynitary symsetry group SU(n).

Exparimentally, thare now exists direct evidence for fiwve {o=5]
types of flavors (labels of guark identity) of quarks (i.e. up (ul,

dovn (4), strange (s}, charmed {c), and botvom (bP with a sixth

flavor (top) highly suspected on the grounds of a symmetry of

correspondence between guark and lepton ganerations as implied by
the 5U(2) ® U(l) electro-weak unified field theory.” This suspi-
cion ensues from the constraint of renormalizability which demands
that in order for currents coppled to gauge fields to be free of
t:ian?h anomalies, the number of £lavors must be ildentical to the
numbar of leptons.

Par the purposes of this work, only the "old" (i.e. pre 1974)
gquarks (u, 4, 8) need he considered and any discussion of SU({n) Piavor
will be reskricted to the case n = 3,

The notion of color as a dynamical variable was introduced to
axplain many puzzles inherent to the original uncolored scheme "
First of all, it was required to solve the triality puzzle concern-
ing the experimentally observed baryons and mesons. The fact that
baryons could only be constructed from quark triplets (ggg) and the
mesons from guark-antiguark pairs I:qi:l indicated a despar sSymmetry
of Hature. The triality puozzle eould be understond if hadrons were
manifestly ecolor singlets.

Color symmetry also :Expla.inaﬂ the riddle of the existence of
the low=lying baryons (e.g. A} whose spin structure, in principle,
should forbid their existence by the Pauli Principle. Because the
constituent quark wavefunction is symmetric in spin and isospin,
color antisymmetry was reguired to ensure overall antisymmetry of
the wavefunctions.

Color also provided a means for bringing the current algebra

caleulation of the o ¥y decay rate into agreement with experiment,



and for explaining the experimental ratic R = 0 (e ® = hadrons}/
ﬂh'; - H‘u‘l -
The local syssetry grogp of the stromg interaction is taken to

be Iuﬂlm The QCD gauge bosons exhibit éxact SU(1) color sym~

lor®
matry and are grouped into an ﬂﬁlmlﬂ ectet, These boscns couple
enly te color charges and are incapable of flavor discrimination.

Of the experimentally accessible systems for testing some of
the basic precepts of this theory, mesonic systems prosent ohe of
the sinplest. The slectrossgnetic interaction between the Guark
and antiquark constituents of pesons is especially asenable to

Laboratory study in 3 high energy experissnt.

B. Theoretical Models of Vector Meson Radiative Decays
P
Radiative dacays of the sort M tJi 11 - Ilf\t,..lr !'.i 4 Y, where

i §
HL.I are the initial and finmal meson states of spin Iy,¢ and parity
Fl.! are particularly enlightening probes of electromagnetic struce
ture, Spaciflecally, this radiative decay proceeds by means of the
emission of l-tuple electromagnetic radiation according te the

selaction rules

Idt - 11[ = L (1)
I' - -[-I..J'tl'l eleckric transition ()
or --{-ntr-i magnetic transition (1)

% -

Much theoretical investigation has been dewvoted to radiative
decays of the sort V(J =1 } =+ PII =0 ) + ¥ within the framswork of
SU(3) unitary syrmetry ubuu.s simple quark Hﬂ-tl-"?'. and

vector dominance -:uhu-g"u Here V represents the SU(3) vector

meson nonat and P are the members of the pseudoscalar nonet. Accord—

ing to the Rules (1)=(3), this reaction procesds via a magnetic
dipole (M1) transition.

The unitary symmetry scheme relates transition matrix elements
V|m|Fy> among 1ike multiplets of the SU()) classificstion, but its
prodictive power falls in the case of decays linking singlet wo
octet statesd Or vice wersa. A few specific relations relevant to
this work are

<plm|wr = <xe*[ajxy>
= - % E‘[-Eiﬁﬂ
= L aw_|m]ny>
3 B
Hera |w.: reprogents the pure octet membar of the Hﬂtﬂl’l nonet pos-
Fessing zerc isospin (I) and zero hypercharge (Y).

The naive or simple quark model model makes identical predic-
tigns to the above, but also allows extension to decays uatreatable
by unitary syssetry technigues.

In this sodel, the Ml transition satrix element is taken to be
of the form <v[i°B|PY>, and the transition occurs via a spin Flip

of a constituent quark with magnetic moment ;L in the presence of
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Fessing zerc isospin (I) and zero hypercharge (Y).

The naive or simple quark model model makes identical predic-
tigns to the above, but also allows extension to decays uatreatable
by unitary syssetry technigues.

In this sodel, the Ml transition satrix element is taken to be
of the form <v[i°B|PY>, and the transition occurs via a spin Flip

of a constituent quark with magnetic moment ;L in the presence of



i

of the magnetic field [ genarated by the emitted photon. This is

clearly a semi-classical treatment of the radiation field. Also,

the additivity wli

e =
""'-'::"i [4)

whers the susmatiocn index | runs over the comstituent quarks, has
been invoked. Furthermore, the g pairs in both the final and
jnitial states are taken to be in the relative S-wave (i=0) and, en-
listing S0(6) lr-ntrr." the space parts of the meson wavefunctions
[?.rl;’ are taken to be identical.

Using standard spectroscopic notation (i.=. e

Lg+ vhere J is
the total mngular momentum, 2J+l gives the number of magnetic sub-
states, L L8 the orbital angular momentum, and s the spin angular
momentum) in spin space the radiative decay V =+ F + y can be ex-
prossed as Jﬁl - lln 4 ¥: d.e. the triplet state transforms to &
singlat atate with tha emission of a photon,

A semi-classical treatmant of the radiation field takes the
magnetic field B in the tramsition matrix element to be a conse-
guence of tha wector potential 1 generated by the emittad mm.“
The normalized form of the wvector potential of a photon in the

pelarization atate A is given by

&
A= -1—51-"""‘ (s
Fr
whare € is the unit polarization vector and i is ths wave vector of
the photon. Here, natural units of fi = ¢ = 1 have been chosen and

will be used throughout this thesis unless otherwise noted.

Fivst, iu order to calculate puserical valwes for pertinent
transition vates using the quark model, the quark wavefunctions
of the involved states are required. The states of interest in-

clude the K*¥(390) and X' mesons, 2s vell as the w, o', x°*,

™, 1"', and K° mesons, required for later discussions; thase

waveflunctions are listed in Table 1. In this table, u, 4, and
s are the flavor labels of the spin one-half spin states a, and B,
the basis states with spin up and down, respectively. Also, Iulh-
represents the I=Y=0 purely singlet mesber of the vector nonet.
nly thes I.H.l states of the vector mesons are given.

Using Bguations (4) and (5), the matrix element of the intar=

th

action Mamiltonian for the i gquark with emission of a photon in

the polarization state A is written as

In the rest frame of the parent vector meson,

=

For x*' - l.*"r decays, k = 309 MaV/c.

<

Taking -;1 - "i.;' wihi® Ew E are the Pauli matrices, swming over
conatituent quarks and photon polarizations, and averaging over

initial spin states of tha vector meson, we¢ have the reduced



TABLE T

Duark Wavafunetions of Pertinent Vector and Pseudoscalar

Helons

. = %
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> 1 + 4 ¥
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=0, 5 =0:
=
7% = 3 o By = af) - (@ B8y - o8 1)

Jx"> = L (o By uaﬁulf{'ﬂ

|K+=’* m :li to B

ELEE I.I} fir)

o 1
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:;IE wwim [oy>| %) o = [<v|mley>]
spin

These are tabulated in Table II for the decays of interest.
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Redyced V <+ Py Transition Rates
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With the exception of the result for the decay w, = tﬂ*f. the

1
results tallied in Table IT are all related through SU(3) symmetcy

pradictions, if it is assumed that the 1.:1 are simply proportienal
o the quark charpes. In the cage of the «, the quark model prediction is

1
< [m|5%y> = = < |m|n®y>,
i B ot
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In deriving these results, the overlap integral / u’rr;u':?: £, )
has been set to unity. Actually, the integral of interest is
o
f d’rqt?}-“"r,t?r - d’:t;:?:m{i?—?} r,i?h“' As both initial

and final states are g-waves, only the cwven part
i
ik*r

R - -
of ¢ contributes. This givea J 4 rfvlr]‘nﬂlﬂ*l}trlrl =1+

2 17=1%

k26’ » otd er®>). Teking «?> | = 0.26 £ 0.07 ta°,

we have for k*' + K'y decays Hifi#tlf- 0.11 # 0.03. So, the static

or long wavelangth approximation of setting this integral to unity

(l.e, vhere recoll effects are neglected) is only partially valid.
Esploying Fermi's Second Golden Rule,’C we get for the V + PY

decay widths

v =y = 200 <v|alry>|?

wharea p L8 the density of accesaible final states.
It ramains unclear whether a relativistic or nonrelativistic
treatmant for the density of states is appropriate. Both forms

will b¢ inveatigated. They are:

i
p = i'-—"'] :—" (non=-relativistic)
-
am
P — [relativistis)
{2m)

where =l" - {ll: + til"” is the energy of the final state pseudo-

scalar meson.

S0, finally, we have,

L #
=10~
2 E
Fiv + Py) = kT |<v]a|ref ;3 (non-relativistic) 163
v
X2 2
= 5 |evimloys] (relativistic) N

Of the decays under study here, only the tramsition @ + ¥y
is offected by problems associated with octet-singlet mixing. The
physlical vector nonet isoscalars w and ¢ are taken a8 & linear

conbination of the pure singlet (|w,>) and pure cctet (|ug> states.

W= m&ﬁ'i lhﬂﬁ
ﬁ-r--inﬁh* mﬂﬁ

Were O, is the vector nonet mixing angle.and has been determined
to be 40 + 1° from the quadratic mass formula,

1f ideal mixing {E“ = 1:|.n'1 1/¢¥2 = 35,3%) is assumed, the
strange guark content of the w wvanishes,and the ¢ becomen populated

solely by strange quarks. (Again, only the s,~1 states are given.)
) -
> = — (e o + a0, )f(r)
|4> = a e fir)

This assumption shall be adopted in the remainder of this dis-

cussion and gives rise to the final entry im Table II.
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€. Theoretical Predictions for Radiative Decay Rates

There are many avenues of approach in utilizing the quark model
formalism to make numerical predictions for decay rates. One can
calculate raw rates without any reference to other exparimentally
determined radiative widths. One technique is to sssume that the
quark magnetic moments are proportional to the quark charges (i.e.
that the photen {s a U-spin scalar). As deduced from measurements
ﬂhmmﬂmmmmwu.nmui- [;% "'p'
whare up--%'—u ths proton sagnetic moment, » I8 the electron
charge, u’ht.hllunithemtm,lﬂilmthmm
(e

u,d,s
tions (6) and (7) to make predictions of widths. This approach

= 1/3a, =1/3 &, =1/3 e}. This result is then used in Egua-

Assumos exact BU(]) symnetcy.

Alternatively we may use experimentally derived values for My

a1

as deduced from measurements of baryon magnetic moments. This

mothod rests on an implicit assumption of BU(3) symmatry breaking
which may be phenomenolegically understood by asslgning different
masses ©o the different qln:ht..ﬂ Experimentally, u“-l.l!-il Moy
ud--u.ﬂ: s and u‘-tﬂ‘ﬁu.‘_‘u*-DﬂS Py whare My is the nu:l.-:: mag-
.H-“ These results izply, through the relation y = 4

"1.1

(assuming quarks are point-like Dirac parecicles), that n = n, ¥ = -
There are also indications that higher order (CD corrections

ol L

to the simple quark spin flip picture presented so far may be im-
portant. In the absence of a reliablg calculation of thase cor-

rections, one can assign effective magnetic moménts to the guarks,

=13=

and in this manner modify the relations between quark magnatic
momants prescribed by exact SU(3) symmetry presented m.ﬂ.lmr.r"'-""IB
Predictions for V + Py decay widths from these alternate ap-

proaches are given in Table ITI.?Y

The latest exparimental numbers
ara also listad for comparisen.

Another approach is to use one well-determined radiative width,
such as for w = 11°'r.. and extrapolate it to other decays via the pre—
viously developed formalism. This works best for kinematically
similar decays such as for the p + WY decay when the width T'(w -+ z"y)
is used as the starting valoe. DUnder such circusstances phase space
factors and other kinematic corrections can be ignored due to the
near identity of masses of the w and p. In this case, the prediction
is F(p + wy)/Fiw + 5%y) = 1/9 for unviclated SU(Y).

It is apparent that in the non-strange sector of vector meson
radiative decays, the theoretical predictions are in reasonable
agraement with experimentally derived results, and a reasonably self-
conglstent picture of these decays has emerged. This can be con-
trasted to the state of confusion existing a few years ago before
our group‘s meoasuremant of I'ip + I'fl.'“"

Extending the previous technique to decays of the strange
Vector mosons, we have im the limit of exact SU{)) symmetry
TIIF- :_"\-uru-" + K'Y) = £.0. For broken SU(3}, and using mon-
relativistic phase space, this ratic becomes 1.864. Carithers et al
found TOC" = i.“‘ﬂ =75 % 35 m.‘“ This measurement implies a

value of 19 & 9 keV for I'(k*"(890) + K*Y) in the Limit of exact



Experimental
Tates
789 £ 92 heV
71 £ 7 kev
51 £ § kevt
75 & 35 keV

1.21 Mev
110 keV
122 kaV
204 keV

Broken SU{3)
relativistic
phase space

626 keV
57 kav
8l keV

133 kaV

TABLE III
mon-relativistic
phase space

Exact S0{3)
relativistic
phase space
1.18 MaV
123 keV
689 keV
282 keV

613 kaVv
B4 kaV
96 keV

183 keV

non=-relacivistic

Quark Model Predictions for Widths of Pertinent Radiative Decays
phase space

-1y
- Ky
K"+ %

B

W - ‘I'ln‘r
*As reported in this work.

‘i

S0(3) symmotry, and a value of 46 = 2] keV if SU(3) wvioclation is
tstizated from measuresents of baryon magnetic moments. In Table IV,
predictions for the pertinent radiative widths are presentsd using
the expsrimentally detarmined widehs for w < 17y and 0° » v’y as
input, and extrapolating by means of the guark model formalism to
the other decays.

This thesls reports a meaasurement of rm-*{m} - l*"r',l = 5] £ 5

keV, Discussion of this result and its implications will be post-

poned unti]l Chapter VII.

D. Outline of Thesis

In Chapter II, an introduction to the theory and phenomenclogy
of coherent production processes on compleX nuclei are presented.
Both the electromagnetic and strong production mechanisms contribut-
ing to coherent :**IIE!HJJ production are discussed, and their rela-
tion to the experimentally measured differential cross segtions is
dascribed,

In Chapter III, the experimental spparastus and technique are
described. First, the beam, the ksaon enhancoment mochanism, and the
targats used are slucidated. Following thim are descriptions of
the target counter arrangsmant, the charged particle wire chamber
spoctromster; and the ligeid argon photon calorisster [(LAC). Finally,
the intricacies of the trigger logic for each of the detectsd final
states resulting from 1"“'.'“('!} decay, and the beam sampling triggers

sot-up to monitor variations in beam flux are explored.



3 keV
Bl £ 9 kaV
135 * 16 keV
768 = 76 keV
79 £ 8 keV

132 % 13 keV

Ta e

Broken SU(3)
phase space

732 9 kaV
104 £ 12 keV
172 £ 20 kaV
101 = 10 keV
167 & 16 kaV

nor~-ralativistic relativistic
767 £ 76 kaV

TABLE IV
phese space phase space
kv |
)
84 £ 10 keV
47 . § kaV
190 + 22 keaV
670 * 66 kaV
40 & 4 kaV

162 = 16 keV

Exact SU(3)}
B4 2 10 kaV
5 keV

60 £ 7 keV

242 £ 28 kaV
S1 =

669 = 66 keV

non-relativistic relativistic
205 & 20 kaV

phase space

{using Tiw = ¥ y) = 789 + 92 keV as

Extrapolated Predictions for V + Py Partial Wideths Using Experiméntal Inmput
L ,ﬂ‘lr
" » %
- ‘t"

Decay
[
p =*=RY
L 3
w1y
£

: 13
(using T(p* = #'y) = 71 & 7 kev as input™ )

Ko
-y

K*

Chapter IV deals with the calibration of the spectrometer. The
analysis used in determining the alignment parameters and physical
positions of the various spectrometer elements is glven followed by
the method of calibrating the drift wire chamber (DWC) system. The
performance of this system is also discussed. Following this, the
detarmination of the energy scale is described with emphasis on the
calibration of the momentum analyzing magnet and the LAC.

The major thrust of the data analysis is presented in Chapter V.
Bpean flux correction factors are examined, as are acceptance cor-
rections and the final normalization of K*' (890) cross sections to
beam kaon decays. Also, the efficacy of the Monte Carlo program is
explored via a detailed comparison of Monte Carle and real data re-
sults for beam kaon decays. The X* (890) data is closely werutinized
with particular attention given to empty target subtractions, back-
grounds, calculations of b equivalents for one cvent, and do-
terination of {inal experimental cross sections.

Fitting of the experimental differential cross sections and
othar experimental distributions of interest for the various targets
and final states are preseated in Chapter V1. A three paramdter model
including the radiative width of the K* (890) is employed in fitting
the experisental -t' distribution.

Chapter VII is devoted to a discussion of systematic errvors
associated with the resulting solutions for tha extracted radiative
width of the K* (890). Finsl results, their consistency, and 2 com-

parison with previous results are alse presented there.



CHAPTER 1I

A. Introduction

Coherent nuclear production is defined &5 the reaction a+A=a*+A,
where & and a* are the incident high energy particle and the outgoing
excited state, respectively. A represents the target nuclews im its
ground state, or in a well-defined low-lying excited luu.‘“ In
the present experimental study, a is identified with an incident X
of momentum 200 GeV/c, a* with the produced K*' (890}, and A with
either a coppar or a lead nucleus. Reactions employing nuclear tar-
gets are useful in studying reactions with small cross --num:l on
individual nucleons because of the production enhancement afforded
by the constructive superposition of nuoleon produstion amplitudss,
Strict selsotion rules also apply for nuclear production which can
help to suppress uninteresting production :h-mlh'ﬂ

Following ﬁllulnh'“ coherent production of particles on com-
Plex nuclel by high energy incident particles is assumed to be a
sequence of multiple interactions in the target mucleus taking place
throogh singles intaractions with one or more target nucleoms. Multiple
interactions with single target nucleons are ignored, and in the limit
of medium to hoavy nuclel, correlations between nucleons in the

noclear wavefunction are deomed negligible.

=1T=
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The basic assusption of the Clauber modal, which is known to
work very wall for elastic scattering of particles off nmmn. is
that the § matrix for the particle & - nucleus A scattering is given
by the product II-.J. of the Scattering matrices of the particle a
on individual nucleons s‘. In other words, the nuclear production
amplitude im equal to the coherent superposition of production off
individual nucleons.

The quantus numbers exchanged in cur specific coherent process are
chose of the photon. The reaction can proceed via one-photon exchange
(Coulombic or Primakoff production), and alse through the strong inter-
action. In order for thiz reaction to go strongly, selection rules
restrict the clasa of final state particles a®*. Care must be taken
to separate these two contributions, and to understand their subse-
guent 1n:“hmn.n

Buch reactions lond themselves well to experimental studies of
the radiative decays of the ordinary, low=lying vector and tensor
mosonn. This is a conseguence of the characteristic sharp, forward,
peak in production cross sections for Coulombic production. These
cross sections are directly proportional to the radiative decay width
Fila® - ay) of the axcited particle a*, Direct measurements of the
reaction X*' (890) = k'y, for exampls, are experimentally very dif-
ficult becauss of the small branching ratio (“ 0.108) of this decay
channel. and also becauze of severs ambiguities that can arise in
isolating this decay from the more predominant (B.R. = 3N)K °

final state of l‘*lﬂﬂll decay where one photon from the . 2y decay



may go undetected, or the two photons may appoar a8 one in the ex-
perimantal detector.

At high energies, strong production is small in this forward
Coulombic region. MHowever, as the production angle incresses the
relative strengths of these two mechanisms reverse in (sportance.
The region of rough equality of strength (interference region) allows
& determination of the relative phase between the two production
axplitudes. Separation of these two effocts is best done at high
energies. This was the ispotut for ocur group's measuremant of tha
coharent production of K*' (590) at a laboratory amerqgy of 200 Gev.

T™e associated kinesatic variables for coherent nuclear pro-
duction are shown in Figure la. Energy and momentum conservation
can be expressed in terms of four-wvectors BFP LI =P P,
whera the fourth component of P gives the particle energy. and the
first three give the components of the momentum vector. Figure 1b
shows the diagram for Primakoff production of a*,

From the participating four-vectors we can form the Lorents

scalags 8 = l:li"+ Ihill - ﬂ'._ + I'..'i: = square of the center-of-

mass endrgy, and q’ ignm “'.u -l'_ll- “‘1' - Ill:: = gguare of the
four-pomentum transfer. The sguared norm of the space cosponents of
q: can be decomposed into tramsverse and loagltudinal cosponents
relative to the pomantum wvector of particle a, wvhich defimes the

g-direction, as }EII - q: + q:.

a) Laboratory Sysiem

P, = (P,,Eq)

»U

=(0,M,)

Pye = (Pye, Ege) Py =(q,Ey)
q=(q,Ey~-M,)

b)

Figure 1
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Fros sneigy-momcnbun conssrvetion at the nucleus wertex we have
2
q - hﬁhﬁ, = E‘l} - hﬁ‘ﬂ tm

where q_ is the relativistic kinetic energy Lmparted te the nucleus.
Gimilarly, at the a=a® particle vartex we have :I'q- lll, + g. Squaring

this it follows that

2 F) 2
B =@ —q [1+:,fnh:ll
- e a a
A F (2)

in order for this reaction to proceed by coherest excitation, in
which the structure of the nucleus is not probed beyond its gross
disensions, and the influverce ofF individusl nucleuvons canmot be

resolved, the following criterion must hold:
lal =<2

whare R is the nuclear radius. Taking R = ].2 A‘Ul fm, whare A is

the atomic number of the nuclous, this restriction bacomas

1/3

|3l £ 1/1.2 & (10}

Por & lead nucleus (A = 207) this implies [q| £ 28 Mev/c,and it is
cbvious that cobrence severely limits mosentum transfers to small
values.

This coharence conditiom used in conjunction with Equatiocn (8)
taplies q/al = |3]/2m, << 1. A recoiling lead mucleus could have
at most a kinetic energy of 9, = 4 keV, and still satisfy the coherence

condition. Using these results in Equation (9), the lengitudipal

-22=

sorentun transfer is small and independent of nuclear target.

For x*' (850) coherent production at 200 GeV/c, we have g = 1.4 Me¥/c.
The kinematical minimus Im-lunlf-tl.- i!'lnl!-ll' for producticn
m_*-m

*
of particle a* is given by Din = -L“.—' . For K* (B90) pro—

duction this is 1.4 MeV/c at 200 GeV/¢, and wa see that, in general,
using the previously darived results, that r';. " f,, Furthermore,

for the relation quin!‘ £ 1 to hold, high energy incidant particles

are regulred.
Making the correspondence tm":.ln’: ﬂ?ﬂq
n -8 2
and noticicz that Cin ™" [-':—!zr. ] o "

P Ee=1&
| 4 in’

we can vrite

, 2 2 2, 2__ 2
E" ® ‘ﬂ.qt --ql-l-{l!_ qt

or =t ™ q:. Thus, -t' is just the square of the transverse momentum
transfar., which in the high energy limit of small momentum transfers
is given simply by g = rf where P is the laboratory momsntum of
particles a and a* and ® iz the scattering angla.

The condition t <0, required by momentum-energy conservationm,
guarantees that amy virtval particles exchanged in the scatter—

ing process are space-like. In the case of an exchanged virtual

photon, !: € 0; however, the cohercno® restriction forces it to

2
ba wvary nearly real, so -‘r = 3,
This section iz conclnded with a discussion of the expected
angular distributions of tha x" (890} decay products. In the rest

frame of the excited m*+EEMI {sae Pigure 2a), the incident



{a}

(b) GOTTFRIED-JACKSON FRAME

7 I’H:l::ﬂ
4 nucleus 8 chorged pion or
1ar - E lKEE-n from
e K" “(830) K (890} decay
: system H
X Y
in:nq:nt
K
{e) HELICITY FRAME
targel

L, . tnucleus

6 chorged pion
or Koon from

- K** (890)decoy

N

Figure 2
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psevdoncalar l‘ﬂhhtﬂﬂﬂhﬁhlpiﬂlﬂﬁ,lﬂmhm
in terss of the spherical harmomics, ¥,(8,4). Mere, reference is made
to the Gottfried-Jackson frame, whers the y-axis 18 orthogonal to the
production plane, the z-axis is defined by tha inclident :+. and

the angles B and ¢ are the polar and azimuthal angles. Since

tha photon has apin ona, but only two hellolty states, in Primakoff
excitation ths x*(690) can only couple to these halicity states.
Thoy are dlllll‘ihllll by the spherical harmonics i’ilﬂ,il and ‘:‘;1 8,4).
Primahoff production of the I.*+tﬂ'iul in its rest frame is pictured

in Pigure Za.

Por the case of stromng excitation of the K* , it will shortly
be shown that only an exchanged virtual, isoscalar, vector meson
() will be permitted. Although the & admits three helicity states,
only those with non-zero projection can coupls to the incoming K
plane wave to yield the 3=1 K+ (890).

Figure Ib depicts the Gottfried-Jackson Irame with the trajectory
of the charged kaon or pion resulting from H'*{H'Iﬂ] + k'n® or K:'l+
defining the angles € and ¢. In this frame, both the incident K"
and the exchanged particle travel along the z-axis. The distributionm
of these angles should follow the fora |¥2(8,9) + ¥, (8,0 | =
-inlﬂlln!i- Evidence that it does is a strong indication that co—
herently produced K* (B90)°s hawe been isolated. Also showm
in Figure 2¢ is the helicity reference frame. This will be useful
in examining the angular distributions of beam k' decays. In this
caso,tha z-axis is defined along the momentum vector of

the decaying particle,and the y=-axis 1ls agaln orthogonal wo the
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production plane.

B, Primakoff Production

The Primakeff mechanism for coherent production in the nuclear
Coulomh field was first proposed as a means of measuring the no life-
time by using a photon beam incident on nuclear targats.gg In thiz sito-
ation, the production cross section for ﬂu‘s is directly proportional
to the 7 1lifetime and scales with the square of the tarset nuclear charge z+ﬁu

Thiz same technigue has been applied to the coherent excitation
of 200 GeV/c K 's to K+ (290)'s. ° The production cross sactien in
thisz case is related to the radiative decay width of the K*+{39ﬂl,
I'{R*+{Es'au} -+ R+T_lﬁ.1’ﬁ]¥uncg, we have studied the inverse process
B Tv -+ K‘+{Bﬁﬂlrwh&r1 the virtual photon Ty is supplied by the
nuclear Coulomb field., The rate of this reaction is guaranteed to
be identical to that &f the decay K*' (890) + K'Yy by Getailed
bBalance.

The cross section for Primakoff excitation of R*+I89ﬁ}'5 is

written as 38,43,04,43

2
z z a {m") t=t
da ﬁz = ]Fc{t:m0|2 = Ewﬂ ET - zln |fcft][z (11}
dtdm Mmoo o= m t
K
2
where Z iz the charge of the nuclear target; 4 = EF m 17137 iz the

Line structure constant, #T{mzﬁ is the photoproduction cross section
+ +

for K* (890)'"s on a X target at the center ¢f mass energy m ; and

fcft} iz the nuclear Form factor with medificationz to take into

account scattering of the incident and cutgoing states in and arcund
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the nucleus. More will be said of this in Chapter VI.

The factor 1..-"1:2 is representative of the photon propagator and
causes the production to be very strongly peaked towards forward
directions. Heowever, at t=tmin' whers the incident and outgoing
particle trajectories are parallel, the cross section vanishes as
recguired by current canacrvatiﬂn,dd

For phutﬂpradpctinn of the state a* of mass m, which we assume

may be & rescnant state of finite width,off the target a, wWe Can

write
23 + 1}
29 aw 2
Fofa + ¥y *+4t) = =—/— —— s ]T{'T'a -+ ;*}I (r2)
¥ a2 2(23, + 1}
2 2
m - m
whera g® = >0 2 43 the momentum of the photon in the a* cantex-

ocf=-mags system, Ja and Jﬂ‘ are the spins of a and a*, respectively,
and T{ya + a%) iz the T-matrix element.
For the case of a vector particle of resonant mass m decaying

into two pseudoscalars, we use the relativistic form for the T-matrix

m ':PZ (m) [']:T {m)

2 2 {13}
m- - mﬂ} + l{maftﬂt{mll

o

Here ; Tx{m} in the numerator represents the mass dependent

partial width Fx{a* + % for the detacted fipal state x, and

rtﬁtLMj in the dencminator is the mass dependant total width

Tyopfa* -+ anything) ; I‘rlr ig the partial width for the decay

a*-ay. Since the K*{890) decays almost exclusively to Km {B.R. > 93%),

we will take rHUmj =T {m} . The discussion of the functional

Lot
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form of the I'(m) will be delayed until Chapter VI.
Cosbining Eqguations (11}, (12) and (13), the result

dzll mﬂ av !I o " F |
- a I'ta* = ay) —%.t ey
2 23, +1 2 _ _:,: ¢ e

T . imd
"o -m)? e T mnd O

In the limit l"m{-l = 0, the Breit-wigner term above becomes
Hll--:]. and the well knowm Primakoff production cross section

formala is ru:t-llud:‘!

3

" arL a -u,.]. + 1) L: - l:] I'{a* + ay) t.'t !fclt.'l]
* a

The form factor tt{l:l depends on the nuclear charge distribu-
tion,and the effect of scattering or absorption of incident and out-
. going particles whose impact parameters are less than or equal to
the radius of the nucleus. At high energies and low momentun trans—
fers, the bulk of Coulomb production is expected to take place out-
side the nocleus. Therefore, t‘ettl dopends on the gross nuclear struc-
ture or size, and only weakly on scattering or absorption effects.
Therefore, for the following discussion we can take the variation
of tﬂtﬂ in the very forward region to be approximatsly zero.

The following conseguences lemediately follow:

() As noted earlier, the production cross-section vanishes in the
forvard direction, then rises staeply to a maximum at t""'-:i.u’
at larger values of t ic falls off as L/t.

{ii) The position of the maximm is independent of the target nucleus
and its height grows as :112.

(iii)The integrated cross section increases as l*lnl_ as !‘ tends to
infinity and, because meson exchange contributioms to coheremt pro-
duction cross-sections tend to fall at least as rapidily as L/P_.
the Coulomb contribution to coherent production becomes the

dominant mechanism at high energies.

C. Coherent Strong Excitation

Coherent strong productiom of the I'*{Hﬂl on complex nuclei
is expocted to be dominated by @ exchange. In principle, exchange
of the vacuum pole is permitted; however, no experimental indication
of this contribution has ever been seen. This can be understood
nluruiln-l that the Pomeron has vacuum quantum pumbers and therefore

could not provide a 3 = 07 » 17 eramsition,

We can also consider exchange of other Regge trajectories.
Experimental data on the reaction K 4 P l'*lm}l 4 p indicate
that the t-channel exchanges are isoscalar,and have natural parity
tie. & = 0°.17,2%,...), and that these results cam be described
gualicarively in terms of a simple w-f° exchange degenerate Regge
pola mlrlh-“!n the limit of large ®,using the single particle
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axchange mmdel;ia it is sufficient to consider only W exchange as con-
tributing to the strong coherent production on nuclaar targets.

The purely strong contribution to coherent production is then

38
given by:

diu

Atdm®

2 o afc (e- 2, 15)
= |p_tt,m |* = a% it e |5, (0" {

where A is the nucleon number of the target nucleus, Ea is the
pormalizétion te production on a single nucleon, fslt} is the nuclear
form factor, which contains effects of scattering and ahsorpLion,

and BW 1s given by the bracketed term in Eguation (14} .

The form facter fsitj is numerically evaluated wtilizing a
detailed optical model calculation in which the distribution of
fuclear matter in the mucleus is assumed to be of the same foxm as
its charge distribution. Details are found in Chapter VI.

Weglecting corrections to fstt} for the moment and assuming
that the puclear matter density can be approximated by

2
2 —-tR /4
“5/B) poy i1lpstrative purposes, them we have f_(t) xe 4

pic} = &

and tha follewing results concerning the strong coherant cross

section of Equation (15) ensue:

(i} It vanishes in the forward directiom, rises to & paak at
tlész {taking R %o be the radius of a laad pucleus, the peak
oocurs at t=0.003 Gevz} and then, for the case of a uniform

: 2
density distribution, slowly oscilates according to ifﬁ{tjl

- > il
with the amplitudes of oscillation falling as t

=30

{ii) The position of the maximum is essentially independent of the
incident momentum (it enters only throwgh tmi“. which goes to
zero A% Pa increases]), and its height goes as h4I3P;l. Here

use has been made of the prediction of Begge theory that at

20 =1}
small wvalues of t-¢, e | =

and also of the fact that for the
w=trajectery, ug = 0.5,
= 5 2f3P~1
{i1i)The integrated hadronic cress section behaves like A o
thus providing forther advantage in isolating Coulomb production

at high enstgies.

b. Theoretical Coherent Production Cross Fections
The total coherent production amplitude ie a coherent sum of
the electromagnetic, Fctt.mlu and hadronic, Fs{t,m}, amplitudas,

The theoretical differential crogs section can be written as

2 i 2
i x IPc{t'm] e.g> E‘E{t,mﬂ2 +-—E-E-5J {18)
dat'dm dt'dm

incoherent

where wwo have included an incohereont contribution to K*+{390} production,

and & is the relative phase between the Coulomb and strong ampli-
tudes.

Heye we have adopted the conpvention of writing the differan-

; ! d d 2
tial cross section in terms of t' since AL T aARE. and =-t' el L whisre

b o +
q, is the ewxperimentally measured gquantity for each K* (890) ewent.

The experimental triggers {see Chapter III) strongly suppressed

incoherent reactions and states involving nuclear excitations,
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Consequently, because the incoherent contribution to the R*+EE?Q}
sample was expected to be small, ab initio, it was ignored in the
analysis. We also assumed that non-resonant K% production in the
H*+(EQD} region (0.790 MeV < L T 0.990 MeV)was not important.

In Chapter VI, Equation (16) will be integrated owver nz, and

t', to get expressions for the forms

2
g_‘i_ . f an® —22 £
de' dm
arnd
2
42 | om I drt —= ‘-’2 (15
- A dm

respectively.

The exparinmental data,oxprossod soparately as differential
crogs gsections in t' and m, will be fit €O these expressipns. The
different t' dependenses of tha Coulomb and w exchange production
mechanisms will allow an extraction of their strengths (proportiohal
to r{]{*+{E'EID! + K+*f'; and Es, respectively),as well as the phase
angle between thair amolitudes.by means of fits to Equation (17}.
Egquation {18) will be applied to the data in order to extract the
Breit-Wigner line shape parameters, m, and T{mﬂl for the K* (890)

LeSonance.

CHAFTER TII

EXFERIMENTAL SET-UP

A. The Beam Line
The forward, high resolution spectrometer used in this study of
the radigrive width of the R*+¢39D} meson was set-uw in the ast leg

of the Ml secondary beam 1ine of the Meson Lab at Fermilab.

Lfter injection and acceleration to a momentum of 400 GeV/c in
the FParmilab pulsed proton synchrotron, primary protons (S2 ll.'.'ll:=
Protons per pulse) wexe extracted from tho main ring,0ver a one
gecond “flat top", and transported to the switchyvard areasa where they
were apportioned among the Meutrino, Proton, and teson Labs., Typi-
cally, ﬂlﬂlz protons were delivered to the Meson~Center target (15 inches
of beryllium; 1.25 proton collision lengths) in which the secondary
particles to be tramnsported through the Ml beam lime were prodused.

A schomatic representation of the M1 beam line is given in
Figure 3. Tha acceptance of thiz beam line was "l uster for sccond=-
aries produced between 3.6 mrad apd 1.9 mrad relative to the incident

proton beam. Most of our data was taken at a production angle of

% 2.5 mrad, this settipg being a compromise with other competing

=
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exparimental groups dependent on the same production target. The ML
béam lins @léménts ware set to transport a poxitive 200 GaV/c beam.
The momentum bite (AP/P) of this beam was 3%,

In order to maximize the kaon flux, a positively charged beam
was malescted since the absolute flux of :ul:'Ir is greater than ¥ , and
also beacause the .'r:+,.-"‘1T+ ratio is larger than the K /% patio. Further
anhancement of the kaon fraction of the beam was achieved with a

beryllium filter of adjustable i-.'l::!.r.::l-um:mfﬂ'I

Such a scheme exploited
the larger proton and pion absorption cross sectlons on nuclsar
matter. We could remotely ingsert & maximem of 87 inches of beryllium
into the beam at the momentom dizspersed foces at 140w, vheras the
effacts of multiple Couloxb scattering on the beam wvers minimal. A
collimator at thig point defined the selected beam momentuom.

Further downstream, the momentum-dispersed beam was recombined
and passed through a 175 foot long parallel region which provided
space for beam-species tagging by two differential Cherenkov counters
(Kl and K2}. A third Cheretkov Counter (K1) was located further
downatpeam. All counters were filled with helium and the préessure
in Kl was adjusted so it would identify kaons. The function of the
other two Cherenkov counters is immaterial to this work, and they
will henceforth be ignored.

El*s halium radiator was %100 feet long, and it had a Cherenkov
angle of 7.5 mrad. At its downstream end was an aluminized spherical

concave mirror ,of 100 feet focal length which reflected the cone

of Cheronkov radiation back to the upstream end of the counter,where
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a ring of six phototubes was positioned. Outside of this ring was

_another ring of six phototubes that could be implemented for vetoing
purposes. Thay wers not used in this experiment.

Adequate isclation of the kaon signal wvas achieved by requiring a
two-fold (K12) or three-fold (K13) coincidence of the logically OR-ed
signals from the three pairs of adjacent phototubes, A pressure curve
for both sodes is given in Fig. 4. The counter was slightly ineffi-
cient due to the angular divergence of the beam caused by the presence
of tha baeryllium absorber. Even wvith the less restrictive owo-fold re-

quirement, the plon contamimation of the kaon signal was <1%. Most of

our data was accumulated with the requirement of the two-fold kaon sig-

mal (K12) in the hardware trigger. Both signals, K12 and K13, were

latched with svery evemt trigger for contamination studies off-lime. The

raw kaon beam [lux was defined as the colncidence E12+B, vhere B was
a suitable coincidence of bean scintillation counters to be described
shortly. We ran typically with kaon fluxes of &-3 x .'I.I:I'Ji kaons per
pulse, with the kaons comprising "14% of the beawm. Contamination of
this flux from pions and other sources will be described in Chaprex
V.

Two 1/16 inch thick scintillator counters, BO and Bl, were placed
_ before and after the parallel region previously described (see
Figure 5). Eignals from thess counters were ultimately part of the
beam definition; but becavse of thair distence (sewral hundred feet)
from the experimontal apparatus thoy were not imediately used to de-

fine 8 beam particle. Signals from two closer scimtillator counters,
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_,.J BZ at &2 feat upstream of the experimental target, and B3 at 16 feet

upstream, ware used to form the initial definition of a baam particle.

A schematic plan view of the E272 spectrometer is shown in -

.D3D2|D1

Figure 6. The function and purpose of its warious elements will be

individually described below; the calibrationm of these elements will

VE—_{U3lu2z|ul

ba dis¢ussed in Chapter IV,

BA
7

..-f" B. Eeam Spectrometer and Targets

A module of four small-pitch (Imm} proporticnal chambers (J1)

AM

ion

L

beam
rect
g

c
-
,..a was located just upstream of the beam counter BZ. This module con=
% gisted of two x-planes and two y=-planes with one plane of the pailr
-

i
A2

offzet ralative to the other by half a wire spacing to give each

staggered doublet an effective wire pitch of 0.5 mm. A similar modula,

5 H
7
I {7}
‘.
,.-"’"
AQ
.
o

J2, was placed 4 feet upstream of the experimental target. These

Figure 5

chambers used a gas mixture of 17% iscbutane, 4% methylal,0.4% frecon

BII
—8

Bl13, with the balance argon. Each chamber was separately p.!l.ataauéd

using beam particles, and the voltages on the cathode planes were

set batwesn —-2.9 KV and -3.1 KV

NEIIO

Lead

o
(03]
T : These two modules were used to derermine the incoming beam

particle trajectory with an angular resclution of 0.015 mrad. Since

]
o
=
et

faw percent level, the number of beam tracks was restricted to ome to

]

o

o ' : _ _

W the probability of multiple beam tracks at owr intensities was at the
I

avoid complications ard ambiguities [see Chapter V). Signals from

TARGET-VETO ASSEMBLY

FERTIE RIS,
A tmer gy

one of the x-planes, in both J1 and J2,were, in addition, used in a

O Matrix Beam Veto {(MBV) that was part of the hardware trigger for
an]

candidate K+ (B90) events.
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The targets were mounted in thin rectamgular
lucite holders (1.5 % 1.375* x §*) which vore inserted into the
target holder-veto assembly (s¢e Figure 5). This assesbly was-
located in an svacuated aluminum box which had a small aluminized
=ylar window to allow the beam to enter. The target veto assesbly
consisted of four lead-scintillator sandwich weto counters surround-
ing the target; thes€were wsed to Suppress the large fraction of
inccherent events and events involving nuclesr excitatiom amd/or
fragmentation.

A weto scintillator counter (0.875" dia.), BH, was centered
on the target and located 10 inches upstream of it outside of the
target box. The incidant boam was required to pass through a hole in
this counter to complete the definition of an acceptable beam particle,
L.e. B 2 BO«BL-B2-83-Bi,

Also located in the target box were a scintillator counter used

for pulse height determination (the S-counter; 1.5 % 1.5" x 1/16")

,located 6 inches downstroam of the target and a second vets counter

with a hold of diameter 1,25%, M, which partially defined the geometric
acceptance of the spectrometer. The Lntegrated pulse height from
the S-counter was discriminated and used for triggering purposes to
select the multiplicity of charged particles leaving the target.
The analog signal was alsoe digicized for off-line scrutiny.

The detalled paramstors of the targets used in this experipent
are presented in Table V. We used both copper (Qu) and lead (Pb)

targets to ensure that we understood the scaling behavior of the
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Coulerbic and strong production processes with nuclear charge and nucleon
number. Also availablo was an empty (MT) lucite target holder with which
data was taken to make targec-empty subtractions from target-ipduced
cross sections.

+
The target thicknessos were chosen to paximize coherent XK* (890) pro-

duction, but to simultaneously keep multiple Coulomb scattering and photom

conversion in the target to a minipum; the formeér is an important source
of transverse mosentus rescolution degradation.

Tne dimcnsions of the targets were mrasured to + 0.001 inches amd
their passos were determined to better than 0.01 grams,

The integrated, gated (i.e. usable; see Scceion E) kaon flux,

lﬂl-n!gn“ 4’ used in determining cross-sectlions onh cach tapget, was:
Targot Total gated £ Flux
MT 2,745 x 10°
Cud 4,717 lna
Ph 1.4363 = 10“

o Ccharged Particle 5pu:trnm£ir

The design of tho charged particle spectrometer was optimized for
orecision charged partiele tracking and mormentum dotarmination.

A 250 inch long decay tank was hermetically coupled to the target
box at its downstroam side. This provided an cvacupated volume in which
beam kaon decays and neutral vee decays (such as r.:*w+w_l coule be de-
toctod, unencumbered by complications arising from beam interactions

in this region.



Two lead-sointillator weto counters, AOL and AOR, at the decay
tank's upstream neck defined a four-inch diameter entranceé hole, and
gimilar veto assemblies, Al and AZ; located farther downstream along
its length, further defined this fiducial volume. The AZ countar had
an opening to match the 8 in. ¥ 24 in. aperture of the momentum analys-
ing magnet (BM102). Surrounding thas magnet aperture, and lining the
dewnstream half of the aparture sides, wore six lead-scintillator veto
counters known collectively as AM. The AM counters around the magnot
aperture also set the final limits on the geometric acceptance of the
spectrocmater, while those inside the magnot vetoed low-momentum chargad
particles that curled up inside the magnet, and that would othexwise not
have been detected.

At the very end of the charged particle spectrometer, but in front
of the LAC, were the counters BA, VE, and six counters Ul-U3, BDl-DJ.
BA was a small 1.25 inch diameter counter centered on the deflected
beam, used to vetc non-interacting beam particles. VE and the U and D
counters were used in conjunction with logic signals from the LAC to
veto elastic scattering background (see Bection E).

In summary; the charged veto logic, strobed by the beam signal

B2-B3, can ba written as:

CHARGE VETO ¥ B2-B3-Ba-BA-LV * (AOL + AOR+ H) *Al-A2-2N
[soe Figure 7).
The tracking elemants of the spectrometer congisted of multi-wire
proportional chambers [(MWPC'e) and drift wire chambers (DHC's). The

MWPC's were used both for triggering purposeés, and as an aid in the
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off-line reconstruction events. The DWC's were completaly passive
during data scquisition. Their high-precision tracking capability pro—
vided high-resolutlon information for charged-particle trajectories.

The spectrometer utilized six planes of 0.1 inch pitch MWPC's with
a total of 1344 sense wires. The planes were arranged in doublets, each
one offset from its partner by half a wire spacing. Thers ware two
x-doublets, P1X and P2, and one y-doublet, P1Y. PIX and P1Y were
located upstream of the magnet, &nd had 8 in. * 24 in. active areas to
match the magnet aperture. P2 had an 1B in. ¥ 35.2 in. active area,
and was mounted flush to the dcsmstream face of the BMI09 magnet. These
chashers used a 24% isobutane, 4% methylal, 0.1% freon B1), and re-
maindayr argon gas H:m.“ and were operated with -2.9 kV on their
cathode planes. The PIX and PLY doublets were contained im gas-tight
boxes, with sach mesber of the pair electrically isclated from the
other by a ground plane. The two P2 chasbers were constructed in stand-
alone fashion. Doth boxes and free-standing chambers has aluminized
mylar windows for shielding purposes. _

Means were provided for capacitively coupling a negative 1 woit,
10 ns wide, 1 ns rise-time pulse to the high voltage cables supplying
these chambers. The pulse was terminated through 500 to the ground of
the pulsing cable. This pulse, transmitted through the chamber
cathods planes, was then capacitively coupled to the anode plane, and
capsed all chasber ancde wires to trigger their smplifier channels.
This pulse was computer initiated, and a fast trigger pulse, used to

latch the chapbar amplifier signals, was simultansously genarated,

This electronics testing scheme was invaluable in debugging MWPC
amplifier slectronics and the associated latching circuitry. A
diagram of this scheme is shown in Figure 8.

Each MAPC amplifier card (8 channels per card) fed a driver
board which could produce three different sets of output. One set,
an ECL differential pair, went through 150 foot long dalay cables
to the inmput of latch cards. The presence of a sultable signal
(in our case B2*BI*Bi*BA) in colncidence with the chamber signal oa
the latch card would cause a binary switch to be set. Upon recelpt
of a final trigger, this information was stroboed into a buffer memory
to be read by the on-line cosputer (PoP-15), and then written onto
magnetic tape along with other digitized information.

Another get of outputs was utilized only on the PlX doublet.
These signals were used Ln concert with a similar set of signals
from Jl and J2 to form a Matrix Beam Veto, A8 already mantioned.
In ordar te eliminate as a pessible scurce of packground those bean
particles interacting in the spectrometer itself (“0.0) proton ab-
sorption lengtha), and those from non-interacting beam halo missing
the BA veto counter, signals from the wires hit in J1 and J2 were used
to project the beam particle’s trajectory to the PLX doublet. Only the
1.2 inch wide central region of this doublat was impleomented for use in
this veto. If & wire in this region of the doublet signaled the passage
of & charged particle through the region,as projected by J1 and J2, an
MBY logic pulse was formed., Howaver, in order not to veto events

which may have scattered at large angles only in the y-direction.
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This veto was not used unless a scintillator counter, BV, (1.0 in. dia.
% 1/16" thick) directly behind PIX and centered on it, also signaled
the traversal of a charged particle. This signal was defined as
m’ = MEY-DV.

An additional set of cotputs utilized signals from all the NWPC
Wires in every chamber for a fast sultllevel preprocessor built by
Fermilab, that was used to count the nuaber of contiguous "hits® or

= The P1X and PlY doublets were used in such

wire firings in a plane.
a vay that their two sets of wires were intarleaved into one grid:
however, sach plang of P2 was used separately in this counting process
bacause the charged tracks were often at large angles downstroam of the
BM10%9 pagnet and could not ba expected to fire the alternating neighbor-
ing wires in the FI doublet, This counting scheme was referred to as
track counting, and the units themselves as track counters (TC). Each
unit allowed separate output signals for 1,2,3,4 or 3 5§ contiguous
bunches of "hits™ per plane. These units were strobed by the coincidenc
signal B2+H3:BH to determine their status.

The twenty-four planes of DMC's were separated into four modules,
PI-p1v, The sense wires were spaced at 0.8 inches for a maximum
drift space of 0.4 inches. Thers were a total of 1032 sense wiraes.
The modules DI and DI1 upstream of the magnet vere self-contained,
gas tight, bowes with separate gas supplies. The chambers in the
sodules downstream of the magnet wers configured in stand-alone mode
with the pairs of chambers forming & doublet sharing a common gas
supply. We used a 50\ ethane, 50% argom gas mixture in thesa chapbers.

Each chamber was individually supplied with its two high voltages, HVS,
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the voltage on the field shaping wire directly opposite the sense wire,
and, HVD, the voltage on the field wires at the edge of the drift space
or cell. The wire geometries for the upstream and downstream chambers
are shown in Flg, 9, as are some typlcal plateau curves. All DWC's were
operated with MV§=-1.8 KV and HVD=-2.8 XV, giving a field gradient of
about 1.0 XV/cm across the drift space. This was nominally above the
drif: velecity saturation point for this gas m::uu.“
Each modules consisted of threoe pairs or doublets n::'mr;-d in
staggered fashion to aid in removing left-right ambiguities,
i.e., which side of the sense wire the chargad particle passed. In
DI, there were x, ¥ and u (wires orientsd at +3* to the wrtical)
doublets of 8 in. * 24 in. active area. The DII module was of a
#imilar arrangement with the u-doublet replaced by a v-doublet
{wires at =30* to the vertical). The downstream DNC's had larger
active areas (DXI1I: 18 in. * 44.8 in., DIV: 24 in. % 57.6 in.) and
the modules consisted of an X-doublet, a u-doublet with wires at
#18.5* to tha vertical, and a v=-doublet with wires at =18.5" to the
vertical. PFurther details on construction can be found in Reference
5S.
In reconstructing charged particle trajectories, information
from the upstrean DHC's was used in conjuonction with data from the beam
defining chasbers to deternine the scattzrimg angle of emerging par-
ticles. Information from the downstream DHC's gave the bending
angla through tha wagnet,and hence the particle's momentum. Thene

data allowed determination of the transverse momantum for aach charged
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particle, nceded for determining -t' = (& ;t 1 tise Bne purent par= ground of the amplifier, was taped across the input pada of each ampli-
ticle. Here the summation index i runs over :11 detected decay par- Eier card. A pulse ldentical to that wsed to pulse the MWPC high veol-
ticles. . tage lire was sent through this wire for the purpose of cali-

Signals from the DWC sense wires were discriminated, amplified, brating the time digitizers. The scheme employed a technique similar
and shaped to ECL differential pair output signals by amplifier to that for pulsing the MWPC's. However, in this case the ltiml de-
cards mounted on the chambers. Each amplifier card had eight chan- lay between pulsing the DWC's amplifier cards, and sending a
nels with a common discriminator threshold. The cards on modules stop pulse to the time digitizers was cycled through four stan-

DI-DII and DIII-DIV had separately adjustable thresholds,which were dard values set by a programmable delay unit under computer control.

set to 3 mV on the cards. After traveling through a 150 foot- The differences between these delays were well known,and were used

long flat cable,the ECL level cutputs ware digitized using LeCroy to calibrate sach channel of the time Adlgitizers by calculating

2770N 96~ channel Prift Chamber Digitizers, The leading edge of a a gain (slope) and offset (intercept) from the relationship
differential peir input started the time digitizer counting process, batween actunl elapsed time and the number of counts the time digi-
which was tersinated by the leading edge of a stop Eizer recorded. A diagram of this scheme is shown in Figure 10.

signal. This stop signal was common to all channels of the tims The analysis of this calibration data will be presented in Chapter IV.
digitizer,and was supplied by the final event trigger which also As previously mentioned, the momenta of charged particles was

gated off the oxperiment via the data acquisition computer, and meagured with the ald of a BMI0S dipole magnet of aperture 8 in.
initiated the transferof digital information for that event to lwrticaland 24 in. thorizontal). A current of 2900 amperes supplied

the computer through the experiment-computer CAMAC interface. This the magnet with a resulting integrated field length of [B+df=36.07 kG-m.
digital information was then written tp magnetic tape for perpanent yielding 2 transverse impulse of 1.082 GeV/c. The method of calibration of
storage. the BM109 iz found in Chapter IV.

Since theae time digitizing unite would reset with cach start in- To minimize background interactions in the spectrometer itself,
put, it was necessary to define a + 200 ns window around each useable any open areas froe of experimental elements were filled with helium
incoming beam particle in which no other beam particle was allowed to filled bags. These included the spaces between DI and DII, between DIIT
appear. This restriction will be discussed in mare detail in Section and DIV, between DIV and the LAC, and inside the magnet.

A short longth of twisted wire, terminated through 50 {! te the
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D. Liguid Argon Calorimatar

A liquid argon caloriseter (LAC) of 32 in. ¥ 56 in, active area
was used to measure, with high precision, the positions and energies of
high energy photons in the final state. It had a layered construction,
two layers of which are shown in Fig. 11. Each layer consisted of
0.063 in. of copper-clad G-10 printed circult board, and a 0.080 in.
lead plate hald 0,080 in. apart by G-10 spacers around the edges, and
by ssall G-10 button spacers in the active area, All voids wers filled
with liquid argon.

Each coppar-clad G-10 board was alternately etched with wertical or
horizontal ©0.% in. wide strips; these strips collected the charge from
the ionization of the argon stoms produced by the cascading electromag-
netic shower, initiated by the incident high energy photon, The verti-
cal strips (x-strips) extended the full length of the boards while the
horigontal strips (y-strips) were bisected by a thin etched gap into
lefe and right halves, L

The detector was nn-npﬂ.uﬂ‘u! 61 such calls for a total of 25
radiation lengths of material. This amounted to 1.6 proton interaction
langths, All of the x-strips at a common x coordinate in the front and
back halves of the detector were electrically connected, as were =21l
y-strips at a common y-coordinmate; the independence of the left and
right y-strips was maintained, however. Each of these ganged groups
of strips were held at ground potential, and fed to a charge sensitive
amplifier. The lead plates were maintained at a voltage of -3.0 KV.

Furthar datalls on construction of the LAC can be found in Peference 56.
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The output from each charge sensitive amplifier channel provided
the pulse height (proporticnal to the charge collected on the copper
strips) as wwll as a fast anmalog signal for triggering purposes. Thase
analog sigmals, also proportional to the collected charge (i.e. to the
energy deposited by the high energy photon) could be individuvally
weighted, swmed, and discriminated te form an overall trigger decision
for the calorimeter. Reference 57 provides a detailed description of
the amplifier alectromics, the pulse height digitizing slectronics, and
the system for making this digital information accessible to the on-lipe
Cobputss .

The sensitive portion of the detector was irsersed in liquid argon
contained in a stainless steel crycstat cooled by liquid nitrogen. There
was 1 radiation length of material in front of tha active woluwe of
the dotector. This consisted of tha walle of the eryostat, the vacuum
jacket walls, and 20 inches of microsphores (evacuated glass spheres
of 50=150 pm diameter and density 0.079 qr;"urn";' usad to Fill the void
between the detector itself and tho wall of the cryostat. Thgtu was a
0.75 in. hole through the middle of the detector for the beam to pazs
through. This was filled with an evacuated quartz tube to minimize
beam interactions in ths detector.

The dstector read-out was initiated by receipt of a final txig-
ger pulse. Each channcl was interrogated by a scannipg moduls to
see if its digicised pulse height signal was above a pre-selected

threshold (w100 MeV). If it was, the level and strip address were
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strobed into a buffer wemory to be accessed by the on-line computer.
Similar to the HWPC's and DWC's; a pulsing system was implemented
to inject a known amount of charge into the input of each amplifier
for calibration purposes. This allowed the gain of eéach amplifier
to be monitored throughout the runaing period. This scheme could
also be esployed in a mode vhere no charge was injected.and the read-
out threshold was set to pero; in this case, the digitized signal
from the arplifier was marely the psdestal of its internal pulse
height dlgitizer. Thus, drifts in pedestals could also bé monitored.
In practice, these two modas were alternated with sach calibratiom
trigger (see Section E). An absolute calibration of the LAC was ob-
tained using 50 GeV/c electrons in the beam. This will be discusssd
in Chaptar IV.
For triggering purposas, the fast analog signals from the ampli-
fiers for tha upper half of the front y-strips were sumsed together
to form the signal B o' The amplitude of this signal was proportional

to the energy deposited by a photon in the front upper half of tha de-

tector (%13 radiation lengtha). The hadron induced background in this signal

was éxpoctad to be very small. A similar sum vas performed with the

lower y-8tripe to form the signal E A noise subtraction from

down ~
thesad signals was achleved by taking the signal from edge strips of
the detector outside of tha spectrommter acceptance, matching it in

th to the nolse tha E
strang e on wlﬂﬁll

adding it, through a passive fan=in, to the E'Hlim l’” ’

total snergy Signal ltnt' proportional to the total snergy deposited

signals, invorting it, and

signals. &

-58=

ilth;ﬁ-“:tﬂ,ﬂlﬁ:lﬂifmmlﬂlm‘:'!‘il = 'The
analog circuitry from which these signals are derived ls diagrammed
in Figure 12 ,as is the means of specifying thresholds for the liq:'
L —— and It.nt signals by inputting these signals to pulsa height
discrimination wnits and selecting the appropriate discrimination

leawel.

E. Experimental Triggers and Data Aocguisition

Even though our experiment supported sight different, opera-
tionally concurrent trigpers, only those germain to the :-‘:m:
study will be explored., These include data triggers for selection
of k**(890) events, baam triggers for monitoring beam flux, and a
calibration trigger which initiated pulsing of the MIPC, DWC,and
LAC systems .as previously mentioned.

The k*' (890) event triggers were designed to isolate the
ket (890) + k"% + Ky, and the xo*(eo0) + K"+ WPyt
final state. Concurrently with these eveénts, beam kaon decays in
the decay tank.of the sort MR I“'ﬂ' and X* + I*I*I', were
recorded for normalization purposes. This will ba discussed in
Chapter V.

The first aforementionod decay mode was isolated by the "p-
trigger®,where the nama Ilas dorived from its use in detecting co-
harently excited p mesons with their subsequent decay to ¥ m°.

This pion-induced data wvas accumulated concurrently with the k" (820}
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data. The second fipal state was isolated by the"V-trigger” where the
name arises from the fact that it was set to detect final states with
newtral particles emerging from the target, and decaying into a charged
particle pair in the decay tank.

specifically, the p-trigger was set-up to detect one charged
particle in the charged particle spectrometer and at least one photen
in the LAC. The vttriggar was tuned to isoclate three charged par-—
ticleg in the spectromater, but with only one lsaving the target.
The V-trigger made no use whatscevar of calorimetric information
from the LAC,whereas the p-trigeer demanded a minimum of energy de-
posited in the LAC, and other requirements uwtilizing the LAC, the VE
coumter, and the U and D counters. These details will be described
Shortly.

he mentioned earlier, an acceptable incident beam Particle was
defined by the logical product B E BO+B1+B2+B3+EH. All of the timing
of logic signals was relative to the leading edge of the signal from
B3, the beam counter nearest the target. After sultable delay, the
B2+B3 signal was uged to form a + 200 nsec dead-time window bracket-
ing itself. This was the first stage of all real data triggers, and
forced all acceptable beam particles to be isolated in time from
any other by + 200 ngzee. This was necessitated by the single hit
capacity of the DWC time-to-digital converters (LRS 2770R). Because the
maximem drift time of electrons in the DWC's was 200 nsec, a charged
track associated with an event induced by another beam particle
within this + 200 nsec window would have had its hits registered in the

time digitizexrs if its ionized electrons were the last to drift to
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the DMC's sense wire. Therefore, this window eliminated any ambiguity
or confusion that might otherwise have occurred in reconstructing
charged tracks. This gating introduced a contribution to the overall
axporimental dead-time of "10% at the intensities at which we typi-
cally took data (36 x 10° particles/spill).

For the p-trigger, only a lower limit of 30 =V {corresponding
to the lowest threshold available in the relevant discriminator unit

(LRS 6218L) was applied to the S-counter pulse height (5 2 80). To

o
isolate single chargad-particle production for the V-trigger from the
more copious three charged particle production rate, an
upper cut-off §1 was imposed on the S-counter pulse height. The
lower limit on 85 was the same as for the p-trigger, and the S-counter
requirement for the V-trigger can either be written as 50 < :,., L 51
or §, = S0°51. Corrections to production rates necessitated by these
S-counter thresholds will be discussed in Chapter V. The S-counter
pulse height for each event was digitized, and becams a part of the
event-data record written to magnetic tape. This information faclli-
tated off=line analysis of the regquisite corrections for thess pulse-
height windows impozed on the S-countar signal.

The .Iﬂ'l.'z logic dsscribed in Section C was utilized as a veto in
both the p and V triggers for reasons previouzly elucidated. Aoy
chargod particle in the final state within a 0.3 mrad scattaring

angle of the incident beam particle trajectory as determined by the

J1 and J2 chapbers, and passing through the BV counter, would, assuming

perfect afficiency, activate this veto. In practice, its afficiepncy

-62-

was limited to “82% by chamber inefficiency (efficlency 0.98) ,and
the matrix electronics afficiency (0.98), The status of the MBY
and BY counter signals {on or off) were separately latched in a co-
incidence register by the associated event trigger.and subsequently
written to magnetic tape for off-line study.

The track counter logic used in the p and v-triggers is shown
in Figure 13. The trigger requirements of these signals wore rela-
tively loose to allow the possibiliey of f-rays being produced in

the chambers,and to take account of nolse in the MWPC's.

The p-trigger required only a three—of-four coincidence of any
of the four TC's registering one or two clusters. The V-trigger re—
quired two, three, or four clusters in either P2 chasbers ,with a veto
Lf both recorded two, and it also demanded I 4 tracks
in the P1X or PlY doublet, again,with a vete if both doublets
registered one or four tracks. fThis logic can ba written as:
3
T™Cp = f T tpy = 1 or 2) where i labels the four different
=1 i=1 track counters (PLX,Pl¥, P2x1,
and P2XN2).and j labels the pos-

sible combinstions of thiree of
them.

TC, = (P1%=1,3,3,0r 4) (P1¥=1,2,3,0r 4}~ (P1X=1-PI¥=1) * (PIX=4-P1¥=3)

* (P2X1=2,3, or 4)°(P2X3=2,3, or 4} (PIXl=2'PaNa=2)

In order to Suppress the background in the p-trigger due to

clastic scettering of the incident beam hadron with energy deposition



P AND V TRIGGERS

TRACK CQUNTER LOGIC FOR

in the LAC greater than the £ threshold, two approsches ware
used. The first method exploited momentum comservation
in K*' (890) decays,and the forward production of coherent events. In
an average sensa, the charged and neutral energy from decays

.‘I such as K*' (890) + K'7° would tend to fall on either side of a hori-
sontal plane bisecting the LAC. Por this reason, a wall of 8ix scin—
tillator countars (UL,2,3 and D1,2,%; each 18 in.*Ll6 in.=1/8 in.)
was mountaed in front of the active area of the LAC; the U

counters above the center-lineé and the D countors below. The l'-'w

and B signals described carlier in Section D,were used In

association with signals froo these coonters to ensure that the l+

PiIX=]
s

Pile2orl

and the photons did indesd fall on opposite sides of this pedian

plane. Energy above threshold deposited in the wpper half of the

Figure 13

LAC wal required to have no samé-hg]f Accompanying charged particle.

Jtha mams was trua for tha lower half of the LAS. Aloo, svents with

' ' moro than one U or O counter registering passage of a charged par-
[ ] ticle ware wvetoad.

The above technigué was supplemonted by a4 veto signal from the VE

PiY el

g° =T O W ow e S0 3%
o ',: = = ;.-, ;. o xr countar vhen & charged particle passed through It, This cognter
e & ¥ 8 & a ad 84

covered the reglon of up/down ambiguity ncar the center-line of
the LAC, and vas positioned to intercept the majority of small
angla alastic scatterers with only a small loss of l'."lliﬂll events.
This counter was 7 in. ® 1.625 in. in area with its small side

aligned with the edge of the BA scintillator counter.
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The final LAC caloripeiric reguirewment in tha p-trigger was for
the energy deposited in the detector to be above the total ensrgy
threshold set by the discrimination level on Etnt‘ The total p-trigger
LAC logic requireménts are detailed in Figure 14.

One last remark concerns the relatively slow response of tha LAC
electronices in digltizing the strip pulse heights (see Refarence 58 for
details), In order ©o minimize Jdead-time caused by this relatively
slow process, tha fast charged particle logic for the p and V triggers
was formad Pirst into pre-triggers. 1f these pre-triggers were
satisfied, a signal was sent to the LAC to imitiate pulse height

digitizing and yead-gpgt. These pre-triggers wers:

L]

PRE p = CHARGED VETO nDGIE'Eﬂ‘Tti;lHH?; + VE)

——

PRE V @ CHARGED VETO wmc-m-ﬁ-mv-mvi

In the case of the p-trigger, if the further reguirements imposed by
the LAC y-logic were not met, & fast abort signal was sent to the LAC
road=-out system to clear it and ready it for tha mext trigger. If
the LAC y-logic was satisfied for the p-trigger [and always for the
V=trigger} digitizing and read-out continued to conglusion as long as
the beam signal BO*Bl was also satisfied. After an abort, a 150 psec
settling time was required by the digitizing system. During this
period the trigger logic was gated off by the LAC Clear Busy (LCB)
signal. A schematic of the pre—trigger logic is included im

Figura 15.

The total p and V-trigger logic can be written as:

Ehjp

Etot

LA
logic

pre RHO

g2:83.BH-BA

Edown

ﬁl charged
fo

Figure 14
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3 ® - # ® - e
P 5B, o CHARGED VETO 1OGIC+80°TC, (MBV® + VE)+E(OR) *y-LOGIC

vVE l'.m'ﬂ“m VETO mmc-m-n--lc'-m:-fim

where T(OR) is the logical swm of tagging signals from the threes
Cherenkov counters, i.e. each trigger required a species (v X', or P}
identifying signal. Specifically, all candidate X*' (890), or beam kaon
decay triggers, reguired that the sigaal Xi2 ba present. lw wat
that portion of ﬁh-ﬂm signal B, taken during the one second
“spill® of beam particles, remaining after imposition of the +200 nsec
dead time and the LOB gates, and further gated by the data acquisitiom
computer.,

Typical p and V-trigger rates on the lead target were 1.2 x 11:-'
and V1.5 X 10™° par incldent kaon, respectively. Special data tapes
were also written with various signale (wuch as mi.m;rcﬂ.l'c,_,i re=
moved from the triggers, for purposes of studying their effects in
order to tune the Monte Carle program for calculation of geometric
accaptances and reconstruction efficiencies.

Other triggers of interest inoluded two types of non-interacting
beam Eriggers. One of these was the "random beam-trigger" whose re-
quirements were given by the logical product

FANDOM BEAM E 'F“ * BV+BA-PULSER

4
when the BMIO® magnet was on. Triggers of this type, takem concur-
rently with other data, vere genarated by a well-defined beam

particle gated by a pulser whose rate was adjusted o accept 5

of thezd type of triggers pear wpill. Data from this trigoer werse osod
to determine:

(i} beam flux corrections

{ii) taryet related flu= corrections

(iii)spectrometer related {lux corrections

{ivl] beam intensity related effects ia the DMC's

(vl efficiency of data scquisition and contamination of various
data signals.

Ttems (&), (44), (4ki), and (v) will be discussed in greater detail

in Chapter V.,and itam (iv) wi)l be addressed in Chapter IV.

For purposes of cbtaining alignent data for the MEPC's and DUC"s,
this trigger was also used with the BM109 magnet off,and the EA
and pulser requiromonts removed, to accept ‘Straight-through“beam
particles.

The other beam trigger was known as the "first beam =trigger™
because it had the same definition as the random beam trigger but
with the pulwer yate ramoved and replaced with a gate generator
that gated this trigger of[l for the remainder of the spill after
its flezet fulfillment. This initlal trigger was almost assuredly
the First well defined, unscattered beam particle to enter the
spactrometer after the gate defining the spill was opened. This
spill gate gpened 0.01 sec after protons from the main ring were
dalivered to the peson=-Center target and beam began to come down
tha M1 beam line and was closed at the end of the 1 séc durarion
*flat-top.™ This trigger vas usaful for obtaining DWC alignment
data with the BM109 magnet on before the time thar beam genersted

spacc-charge in the [MC's became deletaricus.



The last trigger of interest was the calibration trigger. This

trigger was initiated by the on-line computsr betwsen spills, and wvas

-
as=sociated with the calibration pulsing of the MWWPC's, DNC's, and % 5
LAC, as previously described. The elements of these five triggoers & oy
are diagrapmed in Figure 15.
For the absolute energy calibration of the LAC, a spacial trig- v
ger was set-up utilizing slements of the p-trigger. The Ill’ci'J and VE E
vetoes were ramoved as vas the LAC Y-logic. The Ml beam lime wvas E
tuned to transport 50 GeV/c negative secondarles,and the Kl Cherenkov E
counter was set to jdentify slectroms. This was the sole Cherenkov
signal used in this trigger. The TC logic was modified to take
account of the possibility of bremsstrahlung photons from electrons r R
radiating in tha MWPC's. A serles of dedicated runs were executad : E
with this trigger, results from which will be discussed in the next E :
chapter. i : 1o :
Upon fulfillment -ﬂ-fll.l'I}F of these triggers, the on-line computer 1| 3 |
gated off the sxperiment (i.e. beam counting scalers, data acquisi- E : .g 1 i :
tion logie, and other digitizing modules), and reading of digital E_E ! % gu i
information via the CAMAC interface was initiated. This data was %i Q } §|
then written to magnetic tape at 800 bpl for perpanent storage and 8 : R = ::
snalysit by the off=line reconstruction and onalysis programa. A : g:
block diagram of the data flow is given in Figure 16. {i] E E:
ﬂii ga L " ~ _E:

Flgure 15
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A. Alignment and Calibration of the Wire Chanbers

Data from lu_..i.ght-l:hrmlgh beam triggers,described in Chapter
111 Section E, were used to align the MWPC's and provided initial
alignment and calibration data for the IWC'm. 7his data was taken
with the BMI09 magnet off.

The beam defining MWPC's, J1 and J2, were used to dafine the
laboratory coordimate system with the g-awis defined by, and pointing
along, the central axis of the beam for & nominal beam tune. The
positive y-axis pointed wertically.and the x-axis was defined to have
a right-handed coordinate system.

The s-positions for all of the MWPC's were measured with a tape
measure, and the charbers were assumed to be perpondicular to the
g-axis and at their designed angular orientationa., Alse, the sanse
wire spacings were assumed to ba constant across the active area of
gach chamber and at thelr nominal values. The alignment parameters
for the MWPC's were thus limited to their z-positions ,and their
transverss positions which were defined by the distances of the
sanse wvirea farthest froe the z-axis.

The alignment parameters for the J1 and J2 chambars were
moasured relative to the centroids of x and y distributions for the

aforomontioned beam tune. Data from hits In these chashers was

h-'j‘zlr



then wsed to project each beam track trajectory to the downstream MWPC
planta, and to predict the position of the track in these chambers.
The deviation béetween this projected position and the assumed posi-
tion of the wire that signaled the passage of the particle was formed,
susmcd over all events, and then minimized. Thus, the offset of the
assumed chamber position from its actuwal position was defined by the
mean of the deviarions. The distribution of the deviations had a
characteristic width due to the finite resolution of the MWPC's. HNo
correlations ware found between the deviations of the x and y chambers.
This result justified the assumption that the MWPC's ware mounted at
their designed angular orientations.

A similar projection of beam particle trajectories to each of the
IMC planes was performed to extract a relationship between position
in the traversed drift cell and the measured drift time, as well as to
determine the alignment parameter characterizing the plane’s trans-
varse pesition. nhgain, the g-positions of the chambers were datermined
with & tape measure, and perpandicularity to the z-axis, nominal angular
orientations, and fixed nominal sense wire spacings were assumad,
These last two assumptions were relaxed in a later analysis. In
principle, the absolute space-time calibration of each chamber could
yield the ionization electron drift wvelocity in the argon-ethane gas
mixture (assuming a linear relationship), and an owverall zero point
for timing measurements. Thoesa parameters are related to the slepe and

intercept of the position versu# time, respectively.

=Tl

One final approximation assumed throughout this analysis is that
the measured drift time does not correspond to the charged track's
distance of closest approach to the sense wire, but to the distance
measured perpendicularly to the z-axis. The distinction is onimportant
for the small angles of inclination considered here, or in our subse—
quent analysis.

Bﬂ!-nnr.'t psursuing the ssthodology of thiz first approach vo DHC
calibration, an aside on the calibration of the drift time ﬁiqiti:-:!zu
is in order. A5 mentioned in Section C of Chapter III, between spills,
computer controlled pulsing of the OWC amplifiers was performed. The
time delay betwesn thesa pulses and the ensuing calibration trigger,
which also acted as a stop signal to the digitizers, was cycled through
four delays that were spaced at 50 nanoseconds. A fit by a least
squares method to a straight line established a relationship between
absolute time, t, and the related number of digitiser counts, c. The
parameters of this relationship consisted of a gain, g, and an offset,
b, for each digitizer channel for every data run. For real data, the
absolute drife time in a given DWC cell was then given by t = g°c + b.

The preliaimary DMC calibration and aligneent consisted of
fitting the distribution of the J1 and J2 projected positions x at
aach DWC plane versus measured drift time, summed over all svents,
to the form IxF-s! = vy (t-t_). A plot of these distributions for
typleal upstream _md downstroam charbers iz shown in Figures 17a and b.

Here, & is the assumed position of the firing sense wire, Ve is
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Figure 17

the drift wlocity,and e, is an overall tise offset relative to the
actual tise of the charged particla's passage through the chamber.
Illﬂl'llﬂﬂl-:nﬁl. Hhtﬂ;nil- the actual position of the
signalling wire, and € is a correction to be applied to the assumed
position. The parameters C, Vi and t, were then solved for by a
least squares method for each chamber.

The resultant corrections ¢ were applied to the starting values
for ths DHC allgnment parameters,and an average drift velocity and
time offset were separately calculated for the upstream and down-
Strean chambers. This upstrean/downstreas separation was main—
tained because of their differing field wire geometries. This
method was iterated until the paramtters converged (5 iterations).

This procedurs suffered from four shortcomings. One was that
the error in the projected position of the bepam particles trajectory
worsened with distance from the beam MWPC's (0 v 0.02 inches at the
position of DIV),and consagquently discontinuities in the space-time
relationship near the sense wire, and at the edgs of the drift cell
becams emeared and rounded out. Anothaer was that it sampled only
the central portion (radivs £0.5 inches) of sach chamber. The
third problom wvas that,ewen at low beam intensities (“40-50 x 10°
partticles/spill),. these space-time distributions bacame distorted
by ths presence of the beam a3 a result of the build-up of space-
charge in this reglon. Pigures 18a and 18b show this effect on
two representative chasbers. This accumulation of space-charge also

manifested iltself in a local reduction In chasber efficlency in
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the beam réglon. This was reflected in the reconstruction efficien—
cies for “first beam™ events, which consisted of beap triggers
taken near the beginning of the spill, and random beam triggers,
which selected besam events throoghout the spill. In the former
cafa, reconstruction of the beam track through the DWC's exceeded
95 efficiency whille only A5% of the latter type events were récon-
structed. This effect limited the straight-through beam DWC cali-
bration data to just two tapes taken at intensities of <10° par-
ticles/apill. Tha final drawback waa that only & limited region
of sach drift cell was saspled due to the small sizs of the beanm
relative to the drifc spaca. Such an effect certainly caused

biar in the fits.

In order to circusvent these difficulties, & more sophisticated
approach to fins-tune the calibration was employed. Agaln, each
chambar was separataly fit for the parameters £, v, and tﬂ; however,
deviations in the chamber angular orientations, AG, in its z-position,
Az, and a possible uniform scaling factor in the sense wire spacing.
C* wvere also admitted. For this analysis, two samples of p-triggers,
with one and only one hit in each of the twelve upstream and down—
stream chambers,were selected. These data werc obtained with the
BM109 magnet on,and therefore the vpetream and downstréeam chanbers
woers treated separately with o conpection made betwesn the teo.

This fitting procedure made use of the bhetter resclution of the

OWC's par 8@ to [ind the charged particle trajectory. Also, because



the major fraction of the datas upstreas of the BMI09 was outside of
the beam region, and the BM109 magnet further dispersed the tracks,
this facilitated saspling across the area of the downstream chambers,
and provided a unifors sampling across the drift cell.

ﬂnhu_nuﬂummmaﬂ-umlljmth

moasured and the expected position of passage of each particle through

each plane, with upstream and downstream data treated separately.

That is

- buj-'i.

sv_(e=t_ ) =&
ﬂl ﬁl i3

(3 cosf, « ",;;‘1'1"*1 + :ﬂmﬂi + jl‘“ilﬂi

i3

ﬂnmm:ipulﬂllmljuﬂnt tll:hll‘hplnlmﬂ

€4 "€ “1”1: + ‘“i""i.j + Az W

i3 Liy

is the total deviation,with contributicns from an overall trans-

verse displacemant of the chamber, a uniform scaling of tha Sense
wire spacing, an offmet in the angular orientation of the chamber,
and an of fset in the chamber's measured e=position. Only terms to

first order Ain the corrections have been rotained. MHere

“lj j z cos H j i“'“a . uﬂmﬁi &y jl.in\ﬂ
'Hu jllm' j"tﬂﬂi - rﬂ g * "njtmi
Iu - -h‘fﬂﬂl hrj.mi

and the +/- aign sultiplying "a results from the left-right am-

biguity of position within a drift cell. The proper sign for each

svent in each plane was chosen using the charged particle recon—
struction program, using initial calibration constants for the
DRC's. This was the only imput from the reconstruoction progras to
the calibration analysis.

In the above expressions, z, and !'1 are the assumed z-position

th

and angular orientation of the i~ DWC, and and ¥y

"3t Prat %oyt 2™ Yo5
are the x and y slopes and intercepts, respectively, of the jﬂ'
particle trajectory. The trajectory paramseters were cbtained using
data from the other eleven DHC's, with the L1*" chamber completely
passive. The owr-determined set of equations given above were
then solved by a least squares method to give €, l:i; 88, B3, and
a drift velocity "'1 and tire offset tnl. for each plane. Starting
valuss for Eyr Vg o and t,  were from the preliminary DWC calibra-

o

i i
tion, and it was initially assumed that :; - ML - “I. = 0. This
procedure wans then itecrated wntil the parametars converged (6 iter—

ations) .

In practice, the scattering angler for the upstream tracks were
too small for this procedures to ba sensitive to Mi' '“'1" ar :1,:._
However, the angles of the downstream data proved to be sufficiently
large to show that these paraseters were consistent with the nominal
values (i.e. 88 = Bz, =c = 0).

Final results of the fitting showed that none of the DWC trans-
verse positions changed by wore than 0.005 inches relative to the
first pass alignsant analysis, and that for the downstream chambers

laz| < 0.05 inches, |88 < 0.5 mrad, and |e*| < 3 = 107%. onee it



was sean that thess extra terms gave a negligible contribution to
the deviations, the fits wvere limited to the thres paramsters "l.'

Yo ¢ and tn for sach plana. Again, an iterative procedure was
i i

ipitiated until stable valuwes wers reached. An average of the up-
stream drift velocities and time offsets gave 0.00202 inch/nsec
anf -14.8 nsec, respectively, and for the downstream set af cham-
bers, the averages ware 0,00194 inch/nsec and -17.4 nsec. Figures
19a and 19b show the space~time relationship, susmed over all up-
stream and downstreas chambers, respectively, using linear fits to
the data and using the values quoted above. In the reconstruction
of real data, separately fitted drift welocities and time offsets
were used for each chamber.

Figures 20a, and 20b show, respectively, the distribution of
deviations of measured from predicted positions (using results of the
final analysis) for data summed over all upstream, and downstream
chambers. Unfolding the arror In the extrapolated charged-particle
position, these distributions give RMS widths of 0,008 inches and
0.010 inches for upstream and downstream results, respectivelys
these values reflect the resolution of the DWC's, and imply angular
resolutions of H‘ = 0,06 mrad, le = 0.08 mrad, and A8 = 0.04 mrad,
Hr = 0.1%5 mrad, for the uwatream, and downstream scts of DNC's,
respectively.

Figures 2la and 21b show, for data summed over all upstream
and downstream chambers, respectively, the distribution of doviations

as a function of position withim a drife cell. The differences
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between the two can be attriboted to the different field-shaping
wire geometries (See Figures Sa and 9b).
These distributions exhibit a departure from linearity in the 0.02r o \

iz UPSTREAM
space-time relationships near the sense wire and at the edge of the DWC's
drift space, and can be attributed to the non-uniformity of the
sloctric fislds in these regions. Alsc, effects from the tima de-
velopment of the induced pulse on ths Sense wirs come into play 0.01=
for those particles passing very near to the sense erl.“ An in-
taresting consequence of the antisymmetry of the deviations about
the sense wire is that the deviations from pairs of chambers mountad

in the offsat doublet configuration are anticorrelated for small

angle trajectories and, providing each chamber detects the IIIII-IH;

of a given charged particle, the effects of this non-uniformity u,nzl- (b)

DOWNSTREAM
DWC's

in determining its position tend to cancel.

Figures 22a and 22b show, for upstream and downdtream chambers,

SPATIAL RESOLUTION (in.]

respectivaly, the RMS widths of the distributlons of deviations

with projection errors removed, as a function of distance from the

0.0l

sense wire. The decrease in resolution error near the sense wire
§s presumably a result of primary ionization statistics, and that
near the sdge of the drift cell can be attributed to dispersing

affects over large drift dhumn.” ™e offect of having more

i 1 1 J
field shaping wires in the upstream chambers on the resclution is ' ﬂn 0.1 0.2 03 0.4

also apparent. DISTANCE FROM SENSE WIRE (in.)
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B. Calibration of the Momentus Analyzing Magnet

The BMI09 dipole magnet was used to determine charged-particle
momenta. 1t was ssgumed that the integral of the magnetic Field
along a trajectory was constant, and, in fact, a study showed that
thes impulse was entirely in the bending {x~z) plane. A possible
rotation of the field about the z-axis lor a rotation of the up-
stroam [WC H‘lmlﬂlltlﬂ to the downstream system: the effects are
the sams) was investigated using p-trigger events that had one and
only one hit in sach of the DWNC's. A rotation of this sort would
manifest itself in caufing the measured downstream x and y slopes of
the trajectory, h;nndh;. to be mixtures of the trus slopes, b and
hf (here we treat the problem as if these were rotations of the
chasbers). That is, b = b cos® + hrnrlﬂ and h; - h'ml' - b sinb.
Assoming @ is small, we have 6 = th!-h;uh;t. The trua slope h:,.r can
be sguated with the upstream y-slope, because the magnet is assumod
to bend in only the x-& plane. The mean of the digtribution of @
obtained from these events showed that any such a rotation was
negligible.

The m-position of the center of the magnet was datermined by
finding the =-positics of the intersection '.'l“rml of upstreas and
downstroam particle trajectories extrapolated to the magnet. For
upstream trojectories with x and y slopaé near mero, and & bending
angle of § through the magnet, the z-position of the center of the
magnet 3 is given by z =z . - 14778, MHere L is the length

of the magnet, and an approximation for small ¥ has been used, The

term proportional mi‘:;ﬁm from the mosentun dependence of the
—— position; this sort of term was negligible for the sample

of data used o determine z_ .

Charged-particle momenta were caloculated in the small banding
angle impulse approximation, i.e. p ™ AAp. Hare § is tha bending
angle through the magnet, given by the differencé in the horizontal
slopes of the entrance and exit particle trajoctories,and A ia the
transverss impulse fp imparted to the charged particle.

Since the magnet position and angular orlentation were well
established, calibration of the BMI0O9 magnat consizted perely of
detersining A. This was dome to first arder by scaling with mag-
net current values obtained from other operating currents. A fipe
tuning of ) was parformed eaing the reconstructed macs of x': Ll
eventa resulting from k*' (890) decay. Theso events wers first re-
constructed using the initial value for 1, and 1 was then modified
according to A + (1 + £)A so that the mean of tho 'I“I'I- mass SpecLrum
(assuming it to be Gaussian-distributed) coinoided with the accepted
value for the mass of the ld:

It can be shown in the high ensrgy limit that, Af ve soasure
a mean sass of m' Intthll:ﬂhen its troe value is m, € is given
by € = hl*-'!lflh'ldhfj- An analysis of this sort indicated
that A had to be increased by a factor of 1.017, giving a final
value for the magnat transversa kick of 1,082 CeV/e. A Gaussian
Fit to the ¥ ¥ mass spectrum [ignoring non-Gaussian tails), apply-

ing this correaction to the I: mags is shown in Figure 23a.
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The maan of tha 1'r+!' mags in this fit coinoides with the accepted Kz
Hlﬂﬁl; and indicates a resolution of 6 MeV for the W' ¥ invariant
mass.

Subsequent to the correction of the magnetic field, the total
energy of thess sare :“{ﬁiﬂ.’r svents was recalculated, and from a
Gapssian fit to this distribution, yielded a mean value of 203.56+0.1
GeV. To check for consistency, the energles of a sample of beam
K' + #'x'n decays from the target regiom was also fitted to a
Gaussian for the reconstructed total energy and provided a mean value
of 203.4 + 0.1 GeV; a Gaussian fit to the recomstructed m ¥ % in-
variant mass gave a mean value of 494 MeV, in excellent agreement
with the accepted valuve. These results implied the true incident beam
momantum Wwas approximately 104 GaV/e.

As a final xemark, the sngular resclutions of the DWC's implied
a resclution on the bending angle of + 0,07 mrad. This translated
into a momentum resolution of Ap/p = 6.5 = 10-5 p for each charged
track. The reconatructed momentum distributiem for beam triggers
accumulated with the BM109 magnet on (via the "first beam" trigger)
had an RMS width of A7 GeV/e. Unfolding the contribution to this

width from the uncertalnty in measuring momontum indicated a momantum

sproad of the incident beam of 6 GeV/c (RMS dispersion}.

¢. Calibration of the Liguid Argon Calorimeter
In analogy with the calibration of the drift time digitizers,

the pulse-height digitizers foxr each of the LAC channel asplifiers
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ware pulsed with calibration triggers betwsen spills to extract the
analogous electronic calibration paremeters, namely, the gain and
pedestal. For every data run, an aversge pedestal and gain were cal-
culated for every channel. The variations in electronic gains through-
out the running period were negligible, and all were therefors sat to
unity. The absolute calibration of the LAC using beam alectrons com-
pensated for channel=-to-channel variations in overall gain. The cal-
culated mean values for the channel pedestals for each run were sub-
tracted from the nusber of digitizer counts in real data, The pedestal
levels varied somewhat with incident beam intensity, espaclially near
the beam hole of the detector. An empirically determined pedestal cor-
roction, depending on beam intensity, wvas therefore applied to the
channels in this region.

The overall calibration for comverting the counts in esach LAC
channel digitizer to an absolute was obtained using a 50 GeV/o electron
baam, At this momentum, tﬁ M=1 secondary beam contained "10% elec-
trons. These electronm were tagged with the Kl Cherenkov counter,
and their momenta were determined using the DWC system and tha BM109
magnet. The boam was swept veritcally across the LAC in two y scans
of the detector at two separate x positions, using a dipols magnet
(E1PN; see Figure )] just upstream of the target region. To cali-
brata the =x-strips of the LAC, the beam was pitched at two different
¥y coordinates {again, using the E1PM dipole), -uﬂ the LAC was stapped

herizontally across the beam.

Once the plon background falsely tagged by the Kl counter as
electrons, and electrons with accompanying bremsstrahlung photons,
were eliminated from the data, the guantitey ::I-Ell:-til'?m
formed for each LAC chamnel. Here the sum on i 5 over all events:
E is the energy as measured by the LAC, separately in the x and y
views, and :E in glven by l:' = Fiﬂ - !:"'u, where I'L is the momentum
of the electron as measured by the charged particle spaotrometer,
and B2V is m-ﬁmmimmmmmuﬂm LAC K
is the energy deposited in the fromt of the LAC (esither in the x or
in the y strips).

« Where n

'lil-‘:lnhrrlull- are

tayngge “'”:u'ﬁ 5 My

the digitizer counts in the ju' channel for the i event, a

i3

jh!ﬂ!

calibration constant for the jﬂ" channel in the front of the LAC, and
a;*“ummmmj“mmlummatmuc. Because
little electromagnetic energy was deposited in the back half of the
detector, these latter constants wera poorly determined, and thers-
fore assigned the constant value of 13 MeV/count. Also, anergy
resolution studies indicated that if.thl' strips entering the susma=
tion abowe were limited to the five strips aboutr the shower paxisus,
the resolution was optimized. Minimization of the x! yielded the
absolute calibration comstants for the front chasnels of the LAC,
Data from these electron-induced showers were also used to
determine the parameters describing the lateral development of
alectromagnetic showers for use in reconstructing multiphoton events.

Such shape parameters wore useful in separating overlapping amergy
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distributions for these kinds of events.

Through the experimental running period (%3 months), a slight
increase in the overall gaim of the detector was noted, as evidsnced
by an increase in the two photon invariant mass from samples of
beam i:" - 1T+In " ﬂ*ﬂ decays. AS already stated, the electronic
gains were essentially constant, and even though the cause of this
effect is uncertain, it may be related to the gradual freezing out
of tlmtrunlgltiu-- impurities in the liguid argon.

To first order, this gradual increase in gain was taken into
account by monitoring the two-photon invariant mass from M
decays, and applying a linear time-dependent correction to the gains
in order to force the mean of this mass distribution to roughly co-
fricide with the sooepted walos fur the mave of the #°. © Saail
run-to-run variations in the %  mass that still remained (typically
<1%) were corrected furthar by empirically changing the gains so as
to foree the mean of the two-photen invariant mass in any run to co-
incide exactly with the mass of the 7.

Furthear study of k' + 2’1 data indicated a depandence of the
total reconstructed energy of the k' on the anergy of tha recon-
structed T°. At high © energies, the total reconstructed anergy
distribution tended to fall off. This was attributed to loakage of
some of the l"-u:g-rwtntthahml:n! the LAC. To correct for
this, each photon energy was redefined according to E + E' = GE + E’z
where E was the original reconstructed photon energy, and a and 8

Werd paramesters to be determined. These constants ware oblained

=Gf=

f-l‘ﬂﬂ"'t*‘n"I*TTﬂ-ltihfilmt sgquares solution to the over-

determined set of equations

2
aiky, * By + BlEy, + Eai! ™ Erotal ~ Fcharged 1

and

On s ¢ Po .y (B +E,)/2= o R

Here B“ and E.H.

ﬂ‘n.l is the original reconstrocted two—photon invariant mass, and

ara the original reconstructed photon energies,

% oharged 1 3° the energy of the & , as determined by the charged
Particle spectrometar for the ith l:+ decay. The total energy of
the avent ttul:nl was fixed at the previously determined value of
204 GoV, and the mass w o WRS St ta its accepted valus. The first
@guation above follows :rum engrgy consarvation; the sscond results
from recalculating the two-photon mass after redefining the 7w
energy, and retaining terms to first order in f.

The least squares solution ylelded a = 0.9956 and £ =

1.789 x 1079 gav")

» and all of the energy measuremontes from the LAC
were correspondingly adjusted.

Figure 21b shows the two-photon invariant mass distribution for
photons from K = u A" decays after the final LAC energy calibration.
Mo restrictions have been spplied to the photon energies other than

those resulting from geometric aceeptance, reconstruction efficiency



and cuts applied to kimematic variables of the parent ¥ (soe
Chapter V1 for a description of cuts used to isolate k' decays).
Ignoring the non-Gawssian tails, an RMS width of & MeV was found
for this distribution. The superimposed smocth curve is a Monte
Carlo prediction (our resolution functiom) porsalized to the nusmber
of svents with 0,110 GoV < -.“ < 0.160 GeV.

Once the energy calibration of the LAC was established, a study
of corrections to its nominal alignment and position parameters was
initiated. Again, the position of the LAC and its rotation about
the z-axis, were investigated using the X' + #'3° dara. These
décays occur at ¢t = 0, and therefore the transverss momentus of the
reconstructed ¥° must balance that of the n'. In the small angle
approximation, the components of Ft for the n° are given by

't - “1'1 * l:l::}h: and Pt m (B .y, + lg'!"g”" whars E are the

| gy | 1,2

w“uﬁ-m photon snargies, 1:1_? and -""1.: are tha x and y distances
of the reconstructed phutan.l from the sxtrapolated baam ket trajectory
at the LAC, and 2 is the distance from the point of decay of the XK'
to the LAC. The z coordipate of the point of decay was given by
the I_-nm:di.nit- of the midpoint of the shortest line segment join-
ing the incident beam X' trajectory and the 1* trajectory.

Defining position offsets Ax, Ay, and 42, and an angular off-

th

set AD for the LAC, we can write for the | reconstructed i':

- Ly (1) iy (L)
[ L'll El rli E: if=

“l i

- i) (1) 1) (1)
’“1 tll ny -rl:j ny h'll

where, retaining only first order terms in offsets,

Wy _ (i) (L) _ L)
Ej l:‘i +h+rj 48 xg d.u':i
and
i i
n; ) -r; ’ +ﬁr-=;” !l-r;”h.-":i .

Astuming that -’“1 and "tri

charged-particle spactrometer for the ﬂ*. Wi can extract a least-

are given by values from the

squares solution for the offwets. Results indicated that A8 = Az = 0O,
to within mtatistical accuracy, but the x and y positions of the LAC
were shifted by -0.032 inches and =0,.004 inches, respectively. Such
small corrections may seem negligible, but through their applica-
tion the "I' resolution for r.+ + 29 decays (see Chapter V) improved
by "lOn, indicating the sensitivity of the data to such small effects.
The LAC smergy and position resolutions for electromagnetically
induced showers wers determined from positrons from X' = e 77w (X "
decays also collected along with the p-trigger. Figure 24a shows
the correlation between the energy of the positron as measured by the

LI.CIEWJ and that datermined by the charged-particle sSpectrometer

IE“,H the deviation betwoen those two measurements as a function of
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positron energy is displayed in Figure 24b. The linearity of respomse
of the LAC ls seen to be betier than 3% over this energy range.

Figvre 15 displays the variance of the deviations between
the positron energy 48 measured by the LAC and that de-
toermined by the charged particle spectrometer,as a function of
positron anorgy. The superimposed fit to the data has the form
n: = {0.14 -;'E}z + m.ESII. The first term reflects tha sampling
statistics of the detector,vhile the second term has its source in
amplifisr noise, reconstruction difficulties, drifts in amplifier
pedestals and gains, and a small non-uniformity of response along
the leagth of the charge collecting strips.

Figure 26a shows the deviation in the x-view of the recon-
structed position of the positron in the LAC from iets position pro-
jocted by the DWC's. Unfolding errors in the DWC projection gives
a spatial resolution of <0.04 inches.

Figure 26b shows the position resclution obtained for hadronic
ghowers fxom T 's resulting from |r:+ * ‘I'I'+I+Tl- decays. This kind of
data was acceptad by the V-trigger concurrently with K** (890)
candidate events. Again, the deviations are betwaen the position
of the showering ¥ as determined by the LAC and that detersined
from the MC projected position in the x-view. A resolution of <0.4
inches for hadronic showers is indicated. In recomstruction of events,
any distribution of energy in the LAC whose center coincided within
0.75 inches of an extrapolated charged track was tagged as a "charged-
photon overlap™, and this "photon™ was eliminated from further

conslderation. Dwe to the large uncertainty in measuring the
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position of hadronic showers in the LAC, occasionally interacting
hadrons would be mistakenly treated as photons. Hence, final states
containing n charged hadrons and m photont could be incorrectly re-
conttructed as having up to as many as ® + n photons. Thesa kind
of problems will be dismcussed in Chapter V.

All the alignméent and calibration paramaters ware incorporated
inte the Monte clr!!.n model for the experiment. A description of
tha Monte Carlo, and a critical comparison between it and data for -

*

bean x* + ='5” and ket decays is presented in the following

chapter.

ANALYSIS OF EXPERIMENTAL DATA

A. Montea Carlo Model of Experimant

In order to obtain absclute cross seotions, a thorough under-
standing of the datection efficiency of the experimental apparatus
is required. This entails a detailed knowledge of the gecmetric
accaptance of the spectrometer, its triggering and tracking ef-
ficiency, and the efficacy of the LAC in detecting photons. Also,
the event reconstruction efficiency, and the effects of the re-
strictions and cuts applied to the data need to be kaown. All
of these effecta were calculated using a Monte Carle event

ganerator, and a software simulation of the spectrometsr.

Events wero genarated according to cerxtain defaunlet distributions, or

else were weighted by input distributions in invariant mass, four-
mowontum transfer, and decay angle. For exasple, beam K& decays
were gonerated according to delta function distributions in mass

and in t, and with an isotropic distribution of decay angles in the
l:+ rost frame, whoroas l:"'{ﬂr&u-'.l SVEnts wore generated accord-

ing to the input distribotions expected for coherent productioa, and
with decay angles in the Gottfried-Jackeon frame distributed as
l:l.nlﬂl:l.nzhﬂ expected for the decay nllmu:f produced J = ]

objects. These events were then passed through the softvare
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simulation of the experimental apparatus whereby geometric accept-
ances and triggering officiencies were imposed.

The parameters defining the cosputer simulated incident beam
were derived from the trus beam. Coherent K* (890) events were
generated randomly along the thickness of the target, while K' de-
cay events were generated with a wmiform decay distribution in the
range from = = -50 inches to +300 inches relative to the target.
This distribution exceeded the region occupied by the decay tank
to avoid edge effects from finite resclution on the reconstructed
decay z-vertex. Multiple scattering of charged particles within the
Earget wWas taken into mt.“ T™he orientation of the production
plane about the beam trajectory was generated randomly. Secondary
decays of qu... and :I'.':'lu wore generated with isotropic angular
distributions in their rest frames. Final-state particles were
then traced through the spectrometer, and geometric and triggering
constraints imposad. The combination of these two effects can be de-
Eined as the geomotrie acceptance, and davermined quantitatively
from the ratio of the number of events pasming these restrictions to the
number oriyinally generated. For K* '{Hﬂl avents, the geometric accopt-
ance for the final states K yy and 1'% ® were 0.56 and 0.52, re-
spectively. This portion of the Monte Carlo model was knowm
as the svent goherator.

The next step was to mimick the spoctrometor by pucting ap—
propriate hits in the wire chasbers, and depositing energy in the
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LAC when called for. Experimentally determined resclutioms, ef-
ficiencies, and other parameters characteriting the operation of the
chasbers and the LAC, were uSed in this process. This cosputer
simulated Monte Carlo data was then “written to tape®, and
treated just like real data in any further analysis.
The input parametars to the comsputer sisulation of the
spectrosetear included:
(i) spatial resclutions of tha DMC's,as well as their positions,
sizes of active arces,and deleterious e¢ffects due to the boam
(ii) energy and position resolutions of the LAC for electromagnetic
and hadronic showers
[iii)the aperture, length, and position of the BM1D9, its magnetic
field strength, and Lts effective length
{iv} the presence of the beam hole in the LAC, the size of its
sansitiva area, and Lts pomition
fw) the angular divergence, momantum digpersion, and trans-
verse aize of the incident boam
(vi) the positions of the scintillator counters BV, BA, VE and the
U and D counters
{vii)the efficiencies of the MBV and TC logic
{viii)the efficiencies and noine rotes for the MWPC'a and the DHC's
{ix) moise rates for imdividual LAC channels
{x) the transverse distribution of energy deposited im the LAC
by slectromagnatically and hadronically induced showers
{xi} the fraction of energy deposited in the back half of the LAC

for both types of showers
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momentum resolution of the experimental apparatus caused thess
{xii) the rate of hadronic intersction in the LAC

events to be distributed according to a Gaussian (or very nearly

[xiii)energy thresholds for t_Fr I:m

and & GeV, respactively)for use in simulating the LAC

. and Im {3 GaV¥V, 3 GaV,
Gausasian} distribution in I'T.

{v] Assuming that the charged particle was a pion, the reconstructed
Y=logic

invariant mass had to be in the range 0.450 GeV to 0.550 GeV.
(xi¥) jinitations arising from the fact that each of the drift

(vi) A cut on the K decay vertex vas imposed; the latter was defined
time digitizer channels had single hit capabilicy.

as the mid-point of the shortest line segment jolning the incident
Az a test of the Monte Carlo tachnigue, comparisons were mada :

h-tri:tildthllll' trajectory. The range of this cut was
between Monte Carlo predictions,and real data distributions for

varied, but generally was restricted to be in the decay tank.
This will be expanded on later.

various kinematical variables for beam :l." -+ t*I“ - 'l+"n' and

' + #'%' % decays. Por the Nonte Carlo simulation of the latter

decays, events were genarated to uniformly populate the final Besidas these kinematic cuts, other cuts used to select candi-
state phase space. In the comparative analysis, the cuts applied date events included:
to the Monts Carlo data were identical to thosa imposed on tha 1) An initial cut applied to the data to ensure its quality:
real data. A possibility existed (at the level of “1A) that the MWPC informa-
Por the K =+ 7'n° + 1Yy data, events were imolated using the tion for any given event was associated with hits generated by a
kinematical cuts: beam particle arriving later In time. This resulted from not baing
(i) The total reconstructed energy of the event had to bs between able to gate off scon enough subsequent MWPC latching signals. This
194 GeV and 214 GeV. condition was detected by sonitoring the time interval between the
(i1) The reconstructed two-photom invariant sass had to be in tha last MPC latching signal and the time for the accepted event trigger.
range 0.110 GeV to 0.160 GaVv. When this time interval was not proper, the events wers eliminated
(1i1)The energy deposited by the charged particle in the LAC could from [urther consideration.
be no more than 90% of its total energy. This eliminated (ii) A requirement that there be one and only one reconstructed
x* + ¢*1° events which survived other cuts, incident beam track. At the boam intensities we took data, a small
(iv) The event had to have a reconstructsd t of <0.002 GeV>. The probability existed for thers to be more than one beam particle in

fhysical events occur at te0; howewver, the finite transverse
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an BF "bucket". Rather than try to decide vhich one of the tracks
initiated the svent, these avents were sisply disregarded. More
than one beam track could also be produced as a result of spurious
sigmals in the J1 and/or J2 chasbers. Again, to avoid confusion
as to the correct beam particls trajectory, these events were also
eliminated.

(iif) All events were required to be tagged as kaon-induced
(K12 signal).

{ivl A requiremant that there be a single reconstructed charged
track in the final state, This track wvas alse required to have the
sams charge as the incident X',

{¥} A requirement that two photens (not including “charged-

photon overlapsa”) be reconstructed in the LAC,

hs stated in Bection C of Chaptar IV, if the median of the
energy deposited in the LAC was outside of a 0,75 inch radius of
the position of an extrapolated charged-track trajectery to the LAC,
thizs energy was considered to be deposited by a real photon. Con-
sequently, due to the finite spatial resolution of the LAC for
hadronic showers, some l:* - n'® o Tl+"|"'f gvents were reconstructed
with thres photons in the final state. In order to avoid losing
these events (they occurred at & rate of "I\ /charged track), the
three invariant masses for pair combinations of photons waere cal-
culated, and the pair vith a mans closest to the 7° was retained

and vsed to recalculate total energy. t, and the 1'% mass,

completely igmoring the extraneous “photon™. Thus, these events

were extracted using all the previously listed cuts, with the ex—
ception that there could be three reconstructed photoas in the event.
This sample was combined with tha events found in the two-photon mode.
A similar approach was used with the K*' (890) = x'v® + K'yy data.

The first three cuts of the "non-kinematic® variety just dis-
cussed were also imposed on the K = T 7’1 candidates. These events
were further subjected to the requirement that in the final state
thers be three reconstructed charged tracks whose total charge was
that of the incidest K'. IAC information was not used in the snalysis
of thesa events., Additional kinematic cuts included that:

{i) Tha total reconstructed energy of the three charged par-
ticles be between 194 GaV and 214 GeV.

{ii} Due to the poorer P_ resolution in this mode, the recon-

T
structed t had to be < 0,004 Gev',
{iii) Assuming the charged particles were all pions, the in-
variant mass of the event was- in the range 0.450 GeV to 0.550 GeV.
{iv) A range for the z-vartices for the x* decay that was
reasonable. The decay point was defined as the z position that
minimized the RMS disporsion of the thres charged tracks about the
incident beam track. A discusaion of the critaria used to cut on
z-vertex now follows.

Praliminary Monte Carlo studies of the decay r-vartex resolu-
tions for the K' + 72" and X' + 7' n'm data gave values for the RMS

digpersion of ~8 inches and 20 inches. respectively. To cbtain



an unblased sample of real X decays for comparison with Monte Carlo
predictions (especially for absolute decay rates), a I=vartex cut om
x* + 2*5” decays from 40 inches to 140 inches from the target was
inposed. For the K' + T'n'¥ aevents & cut of 90~ 190 inches was
used. These choices were dictated by the following considerations.
For the k' + m'1° dscay mode, absolute certainty was required that
all the decays occurred downstream of the S-counter. Because, had
the decay actually cccurred upstream of the S-counter, despite having
been reconstructed downstreasm of it (because of resclution), a bias
relative to the Monte Carlo data would have been introduced due to
the suppression of real events in the target region caused by the
converslon of photons from .uw to 88 pairs in the target.
Such events would typically be vetoed by the p-trigger. Since this
effect was not incorporated into the Monte Carle simulation, a
lower cut-off was Lnposed on the vertex distribution. The upper
limit on the s-vertex cut was chosen to avoid decays too closa to
the PIX NWPC, where modeling of the MBV: vate would beceme overly
sensitive to details of « trajectories close to those of the inci-
dent X', This same sort of argument applied for the choice of the
upper cut-off for the K + ¥ '8 decay i-vertex distribution.

The more consarvative lower cut-off in the latter mode was
chogen to take into account the poor vertex resolution for these
events. Again, to avoid biases in comparison to Monte Carlo pre-

dictions, it was necessary to assure that these decays occurred
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scwnatream of the S-counter: if they did not, there would be a Sup—
pression of real events originating in front of the S-counter, rela-
tive to the Monte Carlo rate, because the S-counter requirement of
having only one charged particle (i.e. 51} in the V-trigger was not
taken properly into account in the Monte Carlo wodal,

Tho above f-vertax cuts are used in the following comparisons
of Monte Carlo and real data for X' decays. Unless otherwise noted,
Monts Carlo data and real data are compared using the load target.

Figures 27a, and b show, respectively, tha histograns of z-vertex
distributions for K - 'l*lp. and K = ety decays. Tha solid curves
are Monte Carlo predictions norsalized to the nusbers of events in
the sccepted regions of z-vertex (as indicated by the arrows). The
reasons for the losses near the target region have already been
mentioned. Also, both graphs show a slightly faster fall=-off of the
Monte Carle predictions relative to the data. A disgussion of this
effect, as Lt applies to the normalization of the cbmerved K+ (830)
yields to the observed k' decays, will be prosented in Section B.

The g" decay distributions for total roconstructed enargy are
presented in Plgures 28a and b. The suparimposed curves are the
ponts Carlo predictions normalized to the number of events batween
the arzows (194-214 Gev). Because the incident beam momentum had
a spread of "6 GeV/c, the excess widths of these distributions
is attributsed to the resolution of the spectrometer. There is

reasonable agreement between data and Honta Carlo.
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The two-photon mass distribution resulting from 1° decay and
the Monte Carle prediction have already been presented in Pigure 23b.
Figure 29a shows the distribution of the energy asywstry
Ig, - r::l.ul'tll * E,) for the two photons from these same decays.
Ignoring acceptance and recomstruction efficiencies, this distribu—
tion would be flat. The fall-off at high asymmetry (i.e. when the
photons !mﬂilnﬁﬂrmmlnmiﬁmtlr-l close to the
flight direction of the ¥°) is a result of reconstruction losses
when the two photons enorgles differ substantially and overlap
in the LAC. (A lowv-anergy photon lost on the tail of the energy
distribution of its more energetic partomer,) The loss is ~d2w of
the total number of avents. This corresponds exactly to the
fraction of K'© = 2t events reconstructed, where only one photon
is regquired in the final state (the missing low energy photon
does not adversely affect caloculations of total energy. t, or in-
variant mags), The Monte Carlo prediction im given by the solid
curve, and is normalized to the total number of events. hgain,
the agreement is good.

Figure 29b shows the distribution of the cosine of the polar
decay angle of the * from I‘ll + 2'e® decays in the helicity frame
of the t*. Tha superimposed curve is the Monte Carlo result
normalized to the total nusber of events. Since K + 1'7° decays

are isotropic im the halicity frame, the loss of events as nuon
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increasas (l.&. &8 the r' diesction In tle rost frams of th: l.'r ==
cowes close to the f[light direction of the %' in the laboratory) is
explaiped by tho losscs of these events due to the triggering of

The m’ weto by the oulgoing . e thigas t"l- approach the kine-

satical 1imit in the sorontua, They arc Llsoc vetoed by the VE copnber,

Since the :ﬂ‘; in this reglee are of low pocorntoe, there are addi-
tional losses when the docay photons hit thoe AN coynters, or when
the LAC energy does not exceed the lm threshold value in the LAC
y=logic. The agreement betweon the data and ¥onmte Carlo is good.
Figoroe 3a and Mb show the reconstrocted invariant mass for
candidate K + 2°1° and MEE events; respectively. The Monte
Carlo expectation is given by the solid curves, which are normalized
to the number of cvents Lotween the arrows (i.e. betweon 0.450 GeV
and 0.550 GeV). The data indicate RMS widths or rcsolutions of
“8 MeV and "7 MeV for tha m"'.ﬁ and 7'7%7" lavariant casses, re-
apactively. The Monte Carlo predictions aré in good agreement with
the data, It is interesting veo note that the Monte Carle result
for st atn Anvariant mans poaks at a somuwhat larger walue than
E_wud for the data. 1In faoct, studies have shown that the re-
constructed K mass for this decay mode incresses, from its nominal
value in the target reglon, as the range of the g-vartex cut is

sat further downatream from the target («J\ Lncréase at z = 215

inches). 1In this reqgard, the Donte Carlo result tracks the data

extremaly well.
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Figures Jla, 3lb and Jlc show a comparison of the t-distribu-
tions for X =+ 11" and k' = 1'3'7 on the empty, copper, and lead
targets,; respectively. The solid lines are the Monte Carlo pre-
dictions normalized to the number of events with ¢t < 0,001 lh‘-F:.
As already notoed, the Monte Carle contained corrections for multiple
Coulomb scattering of charged tracks within the target. HNeverthe-
lpss, those graphs indicate that the Monte Carlo slightly under-
estimates the actual P resolution of the experimental apparatus.

Assuning that the P resolution function R(P .fr: can ba

r
paranstarized by & Gaussian distribution

-+ = 3
. -B_ - P ) /20
Riby, i:-" hve g ¥ ¥ *r (19
290

Py

which gives the probabllity of measuring a transverse momsntum ;T
for an avant when its true value was ;T' we would expect the t-
distribution for k' decays to have the form expectesd for resolu-
tion smearing of decays at £ = O:

'-'h".'.lﬂ:

- = P
.-‘?: T dr_r n[r!. rriﬁ u-ri - g

Both the data and Moote Carlo distributions support this assumption,

as indicated by the exponential forms of these distributions. In

(¢) LEAD TARGET

10%-

(b) COPPER TARGET

10*

(e} EMPTY TARGET

(10™)

-} (GeV*)

Figure 11
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principle, the total variance in Pr. ﬂ: , should contaln all contri-
T

butions to the inherent spoctrometer resolytion, which includes
effects of multipla Coulosb scattering of charged trecks in the
spectrometer and in the target. However, the Monte Carlo simula-
tion of the spectrometer 4id not include multiple Coulowb scatter-
ing other than In the target, since it was cumbarsome to introduce
thess relatively small effects over an extended region. This ex-
plains some of the discrepancy between the Monte Carlo and the data
in Figure 31: there was 1.52 X 10 > radiation lengths of material
in J1, J2, and variows beam counters upstream of the target and
4.33 % 10°7 radiation lengths of material betwean the target and
the magnet; the sum of these two contributions corresponds to a
significant fraction of the nusber of radlation length® in the
targets.

Another affect that was found in fireing k' + 1'1° t-disbribu-

tiona was that the extracted values for “p depanded on the cut=-off
Ly

used for the decay s-vertex. The same effect appoared in the
Honte Carlo (see Pigores 32a and 32b)}. 1n order ko gain some
insight into the P resoluticn for k** (890) events (decaying to
the topologically similar final state X 7° = K'yy), the P_ resolu-
tion for &' + 287 = 2'yy events vas sxamined further.

A fit was porforsed on the values of ﬂ'-r for X' = n'1° decays,
as a function of z-vertex, for all targets for both real and Monte

Carlo data. The fit assumed a linear dependence of 0, on decay
T
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l—um.:ﬂunith-.ﬁnnui=dh:+?c + az vhere | labels the

i
targot type, unutumihutimhnur inhsrent to the spec-

T
trometer, L is the contribution from multiple scattering in the

1th targat, : is the decay z-vertex and a, agsumed to be independent
of target material, was a parameter., The fitted results for tha
data, and for the Monte Carlo are shown by the dotted lines in
Figures 32a, and 37b, respectively. The final valuss of ﬂql ob—
tained for data and for the Monte Carlo events agreed to within
statistical error, and were close to the values expected from the
contributions to multiple Coulomb scattering. The valuss detormined
for a also agreed to within statistical eryor, however, the fitted
values for uﬂ did nokt Agree.

Thus , uu-qpnmtthatﬂrfiﬂ its dependence on z-vertex,
as extracted from the Monte Carle, was consistent with that ex-
tracted from the data, up te an overall offset. At the target, this
eould be axpressad as

(roal data) = n: (Monte Carle} + A%
T

%
T

wvhere 4 = 4.2 MeV/c could be attributed to the contribution to 9,
T

dus to multiple Coulomb scattering in the spectroseter, that was
not eaplicitly put into the Monte Carlo. This coatribution was

taken into account when calculating 0, for the K*' (890).
T
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B. Normalizaticm
To extract the partial width l"tl"{llﬁl - l"ﬂ from the ssasured
x**(090) t* distributions, the latter had to be first converted to
absolute cross sections. Corrections not addressed in the Monte
Carlo model, and essentially independent of kinematics included:
Corrections to the gated beam flux incident on each target and
AMAaitional spectrometer related corrections,
Each of these additional corrections will be described belows an im—
portant correction, applied to the chserved yleld of K*' (§90) events,
based on the cbserved yield of bean K  decays into topologically
Similar final states, extrapolated to the target reglon. will also
be explored. Purther corrections to the K*' (890) data resulting
from spectromater acceptances, triggering efficiencies, reconstruc-
tion sfflelencles, the affects of cuts applied to the data, decay
branching ratios, and empty target subtractions will be discussed in
Section €, Possible sources of background to the k+*(090) signal

will also be discussed there.

I. Corrections to the gated kaon beam flux included:

{i) A correction for beam kaons that subsequently decayed up—
stroam of the target to a single charged particle lu-ul neutrals)
which still satisfied the beam definition. This correction was ob-
tained from the Monte Carlo by generating K' decays to §i'v, °1°,
i*i‘!“. u*t'"'u.. and t'l‘“u; starting half-vay through the X1 Cherenkow
counter (to make certain that the particle could ba tagged), the

kaon was allowed to decay according to an exponantial dacay
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discribution in mean laboratory flight length; the decay was welghted
by the corresponding branching ratio, and then checked to see that
the avent still satizfied the boam scintillator counter regquirements.
This correction is called "Cherenkov contamination H#1".

{(ii) A correction for the pion contamination of the K12 kaon
Cherenkov signal. This correction was calculated from data for the
two final state topologies K'yy and ¥ n'% for the K+' (890), and
"+'I""I' and wrate for K& decays, The K decay rates over the appropriate
E-Vertex ranges wvere measured for kaons tagged using both the K12 and
K13 Cherenkov signals. The latter was an absolutely pure kacon signal.

The ratio of the measured decay rates found in the X1} maode to that
in the K12 mode provided the correction for pion contamination
("Cherenkov contamination #2%).

{iii) A correction for the restriction imposed on the dara that
there be one and only one beam track. This correction was calculated
for each target using the correction observed for random boam
triggers.

{iv) A correction for the absorption of the incident I'I:* upstream
of tha target. The material upstream of the target, not including
the J1 or J2 chambers, or material in between, amounted to 6.1 x10
proton absorption lemngths. The material in the incident beam spoc-
trometer was ignored becausa an interaction in it would elther cause

the BH veto to fiye, or more than one beam track would be recon-

structed,
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II. Target-related corrections included:

(i) A correction for the absorption of the incident k' beam in
Ef“Lah.“*1 "
the target. This correction was given by e for X (890)
BL, o (EY) 4
evants and & for K decays. Here L is the thickness of the

(") is the K absorption length in the target
51,62

target, and Lahﬂ
material at 200 GeV/c.

(i) A target wveto correction, which includsd the effects of
vetoes from G-rays and random firings of weto counters. This cor-
rection was caleulated from the observed rates in the Vi-4 counters
for the random beam=-trigger events.

{iii) A correction for the absorption of the final state particles
in the target. This included conversions of photons from 1° decay to
«'e pairs. Fox the K] final state, it vas asswied that its absorp-

+
tion cross section was equal to that for X "s. For the conversion

of T° photons, the correction factor was obtained by integrating the

=1/9 %/L
square of the attenvation factor e

ovar the target thickness,
whore % iz the distance the twe photons travel through tho tacget,
and :Lﬂ iz the radiation length of the target mltari.h.'l.-su This gave

a correction factor for a m° (conversion of aither photon) for a

= {14/9) llfﬁn}
target of thickness L, of (14/9) tl,-'"l'-nl..i"{l - @ | |

ITI. The spectrometer-related corrections included:
{i} A correction for tha loss of good events dus to poor
gquality MWPC data., This effect was described in Section A of this

chapter and was quantified for cach target by cbhserving the



ERLSTE ]

corresponding rate of loss for random-beam trigger events.

(11} A correction for the efficiency of the S-counter, whose
signal was required by both the p and V-triggers, but not by the
randow-beam trigger. This correction was caloulated utilizing data
obtalned with random-beam trigger events,

(111) A correction for the loss of events in the p and V-triggers
resulting from discrimination of the S-counter pulse height. This
correction was, again, calculated using random-beam trigger events
to establish an unblased spectrum for the S-counter pulse height
distribution, and then comparing this to the pulse height spectra
for p and V-trigger events. Clean events for the latter trigger
modes were obtained from beam X + ¥'1° and x* = a'n"s" decays .

For this study, the only random-beam events used were those for which
there was only one beam track, and no target or dewnstream vetoes.
Figure 33 shows the pulse height spectrum for these random-beam
triggers, and that for V-triggars (clean k' + w'n*n™ events), nor-
malized to the number of random-beam events batween the arrows. The
cross-hatched regions show the loss of V-trigger events in the Landau
tail reglon of the distribution due to the 51 reguirement. and a
smaller loss for small pulse height events due to the B0 requirement.

(iv) A correction for absorption of the fimal-state particles
in the S-counter, calculated as in the target-related correction
(144); thers were 4.6 X 10~ radiation lengths, and 2.8 * 10>

proton absorption lengths, of material in the S-counter.
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(v) A correction for the vetoing of good events by the AO and
i counters due to &-rays, random firings, and/or a misalignment of
the H counter dering part of the running period. This correction
was determined by examining the rate of firimg of these counters
for random-beam events.

(vi} A correctien for the wetoing of good events by the AL, A2,
and AM veto counters as a vesult of random firings, or S=rays
genarated in the upstream MKFC's or pwC's. This correction was cal-
culated in a manner similar to correctiom (v}, and then multiplied
by the mumber of charged particles in the final state.

(vii) A correction for the sbsorption of final-state particles
in the spectrometer. This included conversion of photons from ©
decay to @ e palrs. The contributions from spectrometer elements
(such as the BV, BA, and VE counters), whose sffects varied with
final-state topology, were determined using the Monte Carlo program.
(The amount of matexial in the spactromater ranged frem 0.073 to
0.07% radiation lengths, and from 0.032 to 0.026 proton absorption
lengths, depending on the type of event.)

(viii] A correction for the decay of final-state particle within

the spectrometer. Corrections for each final state were psatablished

with tha help of the Monte Carlo program. Final state pions and

kaons were allowed to decay along their flight paths and events im

which these particles decayed within the confines of the spectromater

were assumed to have been lost.

-1 28=

The mumerical values for the correction factors assoclated with
all the above effects are tabulated in Tables VI.A through VI.D for
e 2’y = atyy, X' e 2wy, ot (890) < x*e® < XTyy, ana
=" (890) + l: 1"+ w'n'y events.

The final concern of this section is a discussion of the nor-
malization of the ¥** (830) yiald to that observed from beam K' de-
cays. If the cbserved yield of beam :1. decays differsd from Monte
Carle expectations, we would expect that the k+" (890) yield in
tepologically similar decay channels would be similarly reduced.
The most likely causes for such discrepancies could be attributed
to either imperfect modsling of the experimental apparatus in the
Monte Carle, or to some unkpown effect afflicting the apparatus.
Presumably, the beam X' decay and K*' (890) production yields would
be similarly affected and any such limitations would tand To can-
cel out in a relative normalization of ylelds to x* decays .

Pigure 34a shows the raw beam K* + 1'%° dacay rate (i.e, the
number of cbserved events selected through cuts given in Section A,
divided by the gated kaon beam flux);the results are for the decay
g-vertex range of 25 to 225 inches, plotted as a function of temporal
running pericd. Figure 34b shows these same rates corrected for S-
counter efficlency and random vetos on a run-by-run basis. The
relative constancy of the corrected rates over the eatire run is
indicative of the stability of the equipment, and supports the

claim that mormalizavion of che ocbaarved :-*{m: yield on sach
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TABLE VI.A
Deam Flux, Target Related, and Spectrometer Related Corrections for the Decay
:"'r - i"nr
Target
Beom flux corrections Empry Copper Lead
1. Cheronkov contamination P1 1.004 £ 0.000 1.004 2 0.000 1.004 £ 0.000
2. Cherenkov contamination #2 1.018 2 D.012 1.020 + O.008 1.020 % 0.00%
3. Correction for one beam track + 1.048 & 0,002 1.0% t Q0.002 1.050 & 0,001
a, Correction for abgorption of incident K 1.000 ¢# 0,000 1,000 # 0.000 1.000 £ 0,000
upstream of target
T ek related corvactions
1. Absorption of ineidont K* in target =T 1.033 % 0.000 1,005 & 0,000
2. Correction for targot vetoes l1.0016 & 0.000 1.098 £ 0,003 1.046 & 0,001
3, ©Correction for absorption of £inal state S — —
in target
EOT I bed o
1. Correction for loss of good data 1.018 & D.002 1.022 £ D.DOY 1.02) £ 0.001
2. Correction for S-counter efficiency 1.007T t 0,000 1.000 £ O.O0O0D 1.006 2 0.000
3. (Correction for S-counter pulse height 1.01) £ 0,001 1.000 2 0.000 1.004 2 0,000
discrimination .
4. Correction for absorption of final stats () 1.002 £ 0,000 1.002 £ 0.000 1.002 £ 0.000
in S-couatar
3. Correction fagtor for AD + H votoes 1.136 2 0.00% 1.107 = 0.003 1,145 2 0.00)
©. Corruction facter for Al, A2, AM vetoes 1,010 2 0,001 1.013 £ 0.001 1.013 % 0,001
7. Correction for absorption of final state gn"} 1.020 £ 0,001 1.020 % o_p02 1.020 £ 0,001
in spoctremuter {y) 1.080 * 0,002 1.060 * 0.002 1,080 t 0,002
(¥} L1.,060 % 0.002 1.060 2 0.002 1.060 % 0,002
8. Corpoction for decay of final state in (wt) 1,004 2 0,000 1.004 £ 0.000 1.004 % 0,000
H-;Elﬂﬂtt‘ﬂtlltll‘
TABLE VI.B
Beanm Flux. Target Related, and Spectromster Balated Corrections for the Decay
Ii - .-In"- -
Target
Beam flux correctlons Erpry Copper Lead
1. Cherenkov contamination #1 1,004 £ 0.000 1. £ 0.000 1.004 % 0.000
1. Cherenkov contamination §2 1.012 £ 0.04) 0.968 = 0,034 1.015 £ 0.020
. Corpection [or one beam Erack » 1.048 2 0,003 1.056 £ Q.002 1.050 £ 0,001
4. Corvection for sbsorprion of incident K 1,000 £ 0,000 1.000 % 0.000 1.000 £ 0.000
upstream of target _
Targatk corcacbions
1. Absorption of lnoidant H.+ in target — 1,033 £ 0.000 1,005 % 0,000
2. Correction for target vetces 1.016 ¢ 0,001 1.088 & 0,003 1.046 £ 0.001
3. Correction for absorption of final state — —_
in targst
ralated co Liont
Correction Eor loss of good dats 1.018 ¢ 0,002 1.023 I 0.001 1.023 % p.001
2. Correction for S-counter efficiency 1.007 £ 0.001 1.000 *0.000 1.006 2 0,000
3. Correction for S-counter pulse height 1.08% 2 0.000 1.111 *o0.012 1.076 % 0.004
discrimination 4
4. Corgection for absocrption of final state (XK'} 1.002 £ 0.000 1.002 f0.000 1.002 % 0.000
in S-cOounter
5. Correction factor for AD + H vetoes 1.125% £ 0.00% 1.107 *0.003 1.145 = 0.00)
6. Correctlon factor for AL, A2, AM vetoes , 1.001 £0.002 1.039 *0.002 1.038 * p.o0l
7. Correction for absorption of final state (n') 1.018 # 0,001 1.018 20,001 1,018 % p.00)
in gpsotromatar 111*} 1.018 £ §.00} 1,018 %20.001 1.018 % p0.001
{7} 1.018 &£ 0,001 1.018 to.001 1.018 ¥ 0,001
B, Corpection for decay of final state in (3) 1,007 & 0,001 1,007 *o0.000 1.007 * 0,000

Spectromstor

6L~

oL T~



TABLE Vi.C
Beam Flux, Target Related, and Spectrometer Related Corrections for the

k*" 1890) = x"vy Data

Targat
Copper
1.004 = 0.000
1.020 * o.008
1.056 * 0.002
1.000 + D.DO0
I.Glg = J.000
1.0098 £ 9.003
1.014 £ 0.000
1.382 % 0.003
1.022 £+ 0.001
1.000 £ 0.000
1.000 * 0.000
1.082 = 0.0D0
1.004 % 0.00D
1.004 £ 0.000
1.107 2 o.003
1.013 * 0.001
1.017 & D.0DY
1.058 * 0.002
1.05%3 & 0.002
L.010 & 0,001

1.089
1.059

Lead
1.004 ¢ 0.000
1.020 * 0.005
1.0%0 % o0.001
1.000 £ 0.000
1.003 1 0.000
1.046 2 0.001
1.002 £ 9,000
1.178 £ 0.003
1.022 ¥ 0.001
1.006 £ 0.000
1.004 £ Q.000
1.0602 # 0,000
J.004 £ 0.000
1.004 2 0.000
1.145 * 0.003
1.013 & 0,001
1.017 £ 0.001

*
*
*

1.010

Beam flux corrsctions Empty
1. Charenkov contamination #1 1.004 &+ 0,000
2. Cherenkov contamination #2 1.018 ¢ 0.012
3. Ceorrection for one beam track & 1.048 £ 0.003
4. Correction for sbsorption of incident K 1.000 £ O.000
upstream of target
Target related correctiong
1. Absorption of incident k' in target eyt
2. Correction for target vetces . 1.016 2 0,001
3. Correction for absorpticn of final state (K} S
tn target {2y} ——
Spectzometer related corrections
1. Correction for loss of good data 1.018 % 0.002
. Correction for S-countsr efficiency L.007 = 0,001
3. Correction for S-counter pulse height 1.013 2 0.001
digcrimination Z
4. Correction f[or absorption of final state (K ) 1.002 = 0,000
in S-counter {y) 1.004 2 0,000
¥} 1.004 % 0,000
5. Correction factor for MO + H vetoes 1.126 £ 0.008
6. Corrpction factor for AL, A2, MM vetoes 1.010 £ 0,001
7. Corrootion for absorption of f£inal state i_'!.'."i 1.017 = 0.001
in spectromutar (y) 1.059 % 0,002
; ETl 1.059 * 0.002
B. Coxraction for decay of final state in (x') 1.010 2 0.001
spectromater
Table VI.D
Beam Plux, Target Related, and Spectromater Ralated Corrections for the
' (890} » «'n’r" pata
Beam flux corrections Empty
1. Cherenkov contamination #1 1.004 £ 0. 000
2, Cherenkov contamination #2 1.012 £ 0,043
3. Correction for one beam track . 1.048 % p.on3
4. Correction for absorption eof incident K 1.000 % 0.000
upstream of target
Target related correct
1. Absorption of incident X" in target T
2. Correction for target vetoas 1.016 ¢ 0.001
3. Corrsction for absorption of final state Ilnl —t
in targat fﬂsi e
Spectrometer relatoed corrections
1. <Correction for loss of good data l.0l18 £ 0.002
2. Correction for S-countar efficiency 1.007 2 0.001
3. Correction for S-counter pulse height 1.089 £ 0.010
discrimination o
4. Correction for absorption of final state (Kg) 1.002 £ 0.000
in S-counter (w*) 1.002 £ 0.000
3. Correction factor for AD + H vatoes 1,126 = 0.005
€. Correction factor for Al, A2, AN vetoss . 1.031 = 0.002
7. Corraction for absorption of final stata (m ) 1.016 £ 0,001
in spectromgtor {n*} 1,017 % 0.001
(=) 1.017 = 0.001
8. Correction for decay of final state in {3n} 1,007 % 0,001

Bpectrometer

Targat
ﬂbﬂ{!ﬁt
1.004 £ 0.000
0.968 * 0.034
1.05% = 0,002
1.000 £ 0,000
1.016 + 0.000
1.098 + 0.003
1.014 = 0.000
1.017 & D.0DO
1.022 &+ 0.001
1.000 + 0.000
1:111 + 0.012
1.002 + 0.000
1.002 &+ 0.000
1.107 ¢ 0.003
1.039 « 0.002
1.016 + 0.001
1.017 = 0,001
L.017 = 0.001
1.007 ¢+ 0,001

Land
1,004 £ 0,000
1.015 £ 9.020
1,050 % 0.001
1.000 £ 0.000
1.003 £ 0.000
1.046 £ 0.001
1.002 £ 0.000
1.003 £ 0.000
1,023 = 0.001
1.006 £ 0.000
1.076 2 0.008
1.002 £ 0.000
1.002 £ 0,000
1.145 £ 0.003
1.028 £ 0.001
1.016 £ 0.001
1.017 = 0.001
1.017 £ 0.001
1.007 %

=-FE=-
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target over the whole running period to the corresponding yield for

topologically similar beam I.'.+ decays is not compromised by contamina-

tion from data of suspect gquality.
The calculation of these normalization factors entailed form—
ing the ratio of the expected K decay yield, determined from the

Honte Carlo, to the fully corrected observed yield, The expected

yinld was calculated from the well established life-time and hranch—

ing ratios of the il:+.51

A comparison between data and Monte Carlo K. decays indicated
that this ratic was a function of the position of the decay vertex.
This discrepancy is in addition to the large difforences already
noted between the Monte Carlo and the data distributions for the
decay z-vertex near the target (see Figure 27). (Hors we are re—
ferring to the somewhat more rapid fall-off in the Monte Carlo
relative to data at larger z-vertex values.) Becauwse for the
ke (890) the normalization to the K' decays was required at the
position of the target, the normalization correction factor for
x*! decaya in the decay tank was extrapolated to the target., These
sorrections were obtained for each of tha f decay modes [i.e.
I'*'I" and 'I‘*'l'.'l'_l and for each of the targets (i.e. empty, copper,
and lead) for correcting the topologically similar sets of I"'*{Hﬂl

data.

The method used for ocbtaining thess factors Is Lllustrated

in Figures 35a, and 354 for the decays ;+ -+ r*!', and lr.* = 'I+I+'l_..

DECAY RATE (x10%)
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.25 : t
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| | !
(b) K+—"' Tr+_"_ﬂ'
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E t
|.55-+
o | i l
.25
500 600 700 800
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Figure 3k
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respactively. The ratio of expected to cbserved K decay rates was
calculated over 50-inch ranges of dscay s-vertex between 40 and 190
inches, and 90 to 190 inches, for the K = n 1", and x* = n'n'n™
data, respectively. Because of poor statistics, and the bias in
the ratio outside of the chosen range, the K& = whate” ratios were
obtained for only twe points. The résulting normalization factors
were then fit with a linear dependence on decay e-vartex for each
targst. The results are indicated by the dotted lines in Figures
352 and 3Sb. An extrapolation of these fitted forms to the tar-
get position then gave the corrections to be applied to the X**(890)
yield for normalization to K decays. These corrections are given
in Tables VII.A and VII.B, along with all the previously derived

corTections,

€. Determination of Absolute Cross Sections

The overall acceptance for h‘.*+{ﬂ5ill:ll:l events was calculatad
using Monte Carle generated events which were subjected to the
samé reconstruction and analysis procedures as the experimental
data, From this point on, overall acceptances will be defined as
the convolution of geometric acceptances, triggering sfficiencies,
reconatruction efficiencies, and will include the effects of all
cuts applied to the data. These restrictions included the follow-

ing non-kinematical cuts already described for !' dacays s

(]
[
: 1
'h I—|__
+h 3
b= - lo
1 o Jay
& _-I frovten)
' Lt
|
I
]
) .
I
[
T T
o
=
(] o
I
b I‘ i
%5 | |
n I
= ! Q
I r i -E
" o E [
- <1 ! I E
W I
- 8 W
C} 49

- O
HOLIOV3 NOILO3YYO0D NOILVYZINYNYON AVI30 N

DECAY VERTEX (in.)

Figure 15



=137=

(1) A cot to ensure the quality of the MWPC information
{ii) The requirement of & single reconstructed incident beam
particle and
(iii) The regquirement that the beam particle be tagged as a

kaon by tha K1l Cherenkov counter.

Purther cuts impossd on candidste ke’ (890) events in the K'yy or

1*!‘!‘ final state regulred:

{iv) Oma charged particle and two photoms (or thres charged
particles for the T 7' ¥ mode) with total charge identi-
cal o that of the incident X'.

The following kinematical cuts were alse applied to the I+‘l"|'
data:

(i} The total reconatructed anergy of the event had to be in
the range 194 GeV to 214 GaV,
{ii) The reconstructed -t' was required to be less than 0.004
ﬁl‘ﬂz {to anhance coherent events produced predeminantly
by Primakoff excitation).
(iii) The reconstructed two-photon mass was limited to the
ranga 0.110 GeV to 0.160 CaV.
(iv) The energy deposited in the LAC by the charged particle
could be no more than 90A of its total enaxgy,
(v} To be labeled a K* (890), the total reconstructed invariant

mass of the event, assuming the charged particle to be a

(vid)

kaon, had to be in the range from 0.790 GeV to 0.990 GeV.
The candidate x*' (890) decay :-;-ru; (calculated as was
unl*h:ﬂmﬂﬂl was restricted to a region arcund
the position of the target from -32 inches to 28 inches
(the target was located at 2 = =2 inches). This choice
was dictated by a comparison of real K* (830) data to
Monts Carlo, which indicated a resclution of %11 inches
for the decay wertax.

Finally, to eliminate the large background from X - T ¥
decays (and to a lesser extend from K =+ e ¥ V or

K* » 4*s® decays), vhere the decay was reconstructed
near the target, and tha charged particle was incorrectly
assigned the kaon maws, a restriction was imposed that the
total invariant mase of candidate svents, assuming the
charged particle to be a plon, be less than 0.580 GeV.
This cut played a major role in eliminating beam k' da-
cay background in the I:""n docay mode of the ¥=" (890)
signal while reducing the K+ (890) yield by enly “25%.

A eut of this sort was necessitated by the fact that the
spectrometar did not distinguish between charged pions
or kaons in the final stats. This restriction elimipated
primarily low-mass X'7° events, causing the overall
acceptance to go to Berc for K 7 massed below 70.770

Ga¥ (see Figurea 4%a and 45¢).



The additional restrictions imposed to isoclate coherently pro-
duced k+' (890) events detected in the 5 ¥'¥ final state included
the above requiremants (i), (ii}, and (iv) (for those decays, the
primary vertex resolution was determined to be @ inches) as well
as the following cuts:

(1) The reconstructed neutral "V" decay z-vertex was restrictsd
to the range from = = 40 inches to 240 inches. Monte Carlo sisula-
tion of thin decay indicated a resplution of & inches for the re-
constructed z-vertex of the "V™ decay. Ths g-vertax cut was chosen
te avoid bisses introduced by the S-countar requirement in the v-
trigger [see Sectiom A).

There vere two possible choices for the assignmant of charged
particles to the "V and to the prompt decay vertex of the K*' (890);
the choice wat made on the basis of the smallest value for the dis-
tance of approach between the two charged-particle trajectories
for tha hypothesized "V', and on the distance of closest approach
of the incident k' beam track and the trajectory of tha hypothesized,
positivaly charged, pronpt decay product.

(11) Thoe reconstructed invariant mess of the neutral "v*
particle, assuming both decay products to be plons, had to be
between 0.480 GaV and 0.520 GeV to select the K. The reconstructed
invariant mass spectrum for the other choice of particles for the
V¥ showed absolutely no strecture, indicating that the excellant
tracking resolution of the charged particle spectrometer invariably

provided the right choice.
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(hiL) Por :-*{m: candidarss, the total recomstructed invariant
mass of HlﬁmfmmWFtu‘hlﬂhpm.ﬂﬁ

restricted to the ranga 0.790 GaV to 0.990 GaV.

The " m n dacay of tha gt (890) was not contaminated by K&
decays. The LAC was pot used in studying this decay.

We now present detailed comparisons between the ¥Xn data and
Monte Carle qulttt.‘ntiunm All distributions wers selected via the
praviouwsly described cuts. (An empty-target subtraction has been
applied to all of the data.)

Pigures 36a and 36b show the K*' [890) s-vertex distributicn
for the sum of events produced on the copper and lead targets. The
Smooth curves superimposed are the Monta Carle predictions, nor-
malized to the number of events between the aryows (which also in-
dicate the range of the cut applied to this quantity to select a
clean sample of It"lﬂﬂu! events. The agresment is quite good.

Figures 37a and 37b show a comparison betwson data and Monte
Carlo for the total ﬁc:nnatru.ntud energy distribution of the
candidate K*'(890) events, summed for Cu and Fb targets. The
Monte Carle predictions are syperimposed on the data and are nor-
malized to the nusbers of real data events botween the arrows.

Figures )8a and 38b give the reconstructed two-photon and
newtral "V invariant masses, as found in ﬂﬂl'ﬁMI‘i+_
final-state products of X* (890) decay. The Monte Carlo predictions

are given by the smooth curves, and are normalized to the numbers



NUMBER OF EVENTS
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of evants between the arrows. A slight discrepancy exists (1 MeV)
in the mean of the reconstructed two-photon mass. This is attribut-
ook« fo) able to the fact that the final fine-tuning of the LAC anergy cali-

K (890)—K ry bration was accomplished using n 's from boam K decays. The

Cu+Pb

energy Spsetrum of the n°'s from these events is quite different
from that for w"'s originating from H'+{l!ﬂ-} decay. For the K
events, the T° spectrum is highly skewed towards Ats upper kine-
meatic Limit (v 183 Gev); whereas, the 1° energy spectrum for 1°'s
from k" (890) decay is relatively narrow with a peak at “ B0 Gev.
The final energy calibratiom of the LAC was biased by events which

deposited large asownts of energy, Which was not typical of X*' (890)

decay "°'S. The effects of this discrepancy are quite minimal be-

cause of the loose cuts applied vo this distribution. The data and

'm# " K''(890)=w'w'n Monte Carlo distributions for the recopstructed neytral *V* mass
a0k Cu+Pb are in good agreement.
Figure 39a shows the distribution of two-photon energy asym—
B0}= metry for #°'s found in the r.""rr final state from u**tli:r} decay
1 1 for events produced on coper and lead targett. Tha sSuper imposed
44‘ curve i the Monte Carlo expectation normalized to the nusber of
events. The agreement is reasonable. and the reasont for the
Eq- lorget fall-off as asymmetry increases have already been discussed for
!_1_ i thmtn!h-:*-t*wdmlrl_

0
-0 -30 -10 10 30 %0

neutral *V* particles satisfying the cuts to isolate K*'(890) =
lf':'lih s evants, is shown in Figure J9b for events produced

Figure 36
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on coppar and lead targets. The soooth curve is the Monte Carlo

prediction normalized to the number of events betwoen the arrows.

The reason for the discrepancy near the target region has been
discussed previously.

The distributions in the cosine of the polar decay angle in

the Gottfried-Jackson frame for the 1-'."'. and tho n résulting from

ke (890) + k"0 . and K:l* decays for events accumulated using the
copper and lead targets, are shown in Figures 40a, and 40b, re-
spectively. The suyperimposed curves are the Monte Carlo expecta-
tions for the decay of a coberently excited spin-1 K*  (890)
modified by overall acceptance, and normalized to the total num=
bar of svants in sach histogram. MAgain, the Monts Carlo predie-
tions agree well with the data.

These comparisons indicate a reasonable comnalstancy between
Monte Carlo predictione and data. Deviations ars minimal, and
negligibly affect the computation of overall acceptance for the
K*' (890) decay modes,

The corrections for overall acceptance, for each target and

the two decay modes of the I:-+[H!n], were evaluatod using thae

Monte flrlp program uweing as input a t' distribution corresponding

to Coulosbh production, with the gserength of tha Coulosb production

mechanism given by the partial width for K* (890) = K'Y decay of

30 keV, & atrong contribution of stremgth t:’ = 1.0 ﬂ!ﬂﬂ“. and a

~1kE-
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relative phase between the two production amplituvdes of & = n/2
radians, The g (890) events wares gunerated with & mass distribu—
tion given by a relativistic Preit-Wigner function [over the nngi
from the kinematic minimum to 1.6 GeV) distorted by the effects of
the two coherent production processes, These distributions used as
input to the Monte Carlo program resylts from a preliminary snalysis
of the k*' (890) data. More details are given in Section E of Chap-
tar VI. Tha :r.-"mm awints ganearateod by the Moata Carlo were

250in’® aistribution in the

allowsd to decay according to a sin
Gottiried-Jackson frame. Owerall accpetance corrections were
calculated for the K¢ (830) t' distributions (the correction was
found to be independent of t') and Xv mass distributions, by passing
these events through the reconstruction and analysls package vsed

on the real data, and chserving the ratic of the number of events
emerging from analysis to the number generated for each data bin

of the experimental dlstribution. It was particularly important

to use the correct mass distribution for the K+ (890) in the X vy
final state because of the rapidly changing acceptance across the
I"ilml resonant peak, dus to the severe removal of k' « g*a®
decays (see Figures 45a and 45c).

The correction factors for owerall acceptance for the empty,
copper, and lead targets, for l.*‘IIH} - I.+‘n' and T EE decays.,
to be applied to the t' distributions are given in Tables VII.A
and VII.B. The nusber used for the empty target is an average

of the results for copper and lead.
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Other factors that had to be applied to the event distribu-
tions in t' and mass to arrive at absolute cross sections included
corrections for branching ratios of the X*' (890) into different
final states. Again, these corrections are tabulated in Tables
VII.A and VII.B.

Included are corrections for:

decaying component [0

The total correction factors to bs applisd to the t' distri-
butions are given for all targets, for the K'Yy and T ¥'% states
of the x+' (890), in Tables VII.A and VIL.B.
The absclute partial cross sections to be assigned to the M
data bin, of an svent distribution containing n, events, is then

given by

Decay Branching Ratio gy Wlnﬂl'-} h‘:!‘lil'ntﬂ'lu:}

() ket w90y - x'n° /3

i} E* (990) = x°%" /3 where A is the gram solecular weight of the target material,
(i) *° = vy 0.98685 ¢ 0.0005 (Ref. 51) N - 6.021 » 107? is Avogadro's number, O is the target density,
) K8 -2 1/2 2 fs its thickness (pf is the thickness in wnits of gw/om’),

tvl 'l'.: snT 0.686) ¢ 0.0024 (Ref. 51) (CF), is the total corvection factor applied to the £ bin,

- and "flux® is the appropriate total gated kson flux. As already
pointed out, the (CP), given in Tables VII.A and VIT.B were inde-
where the branching ratiocs of (i) and (ii) follow from isospin pendent of t'.

E
conservation in the strong decay of the E* (890), and aze cal= o aoceait for contisination of the l"lllﬂl signal from

culated from Clebsch-Gordan coefficients of an expansion of the Xn eventd not produced in the target, data were taken with an

final states in terms of total isospin eigenstates, (iii) and (v} espty target. To correct the target induced partial cross sec-
are axperimentally determined, and (iv} is calculated (ignoring tions, we pade the bin-by-hin target-espty subtractions gliven by
P violation) fros the expansion of the hypercharge elgenstate

|x®> of the strong decay in terms of the eigenstates 5|K:'=- and i

|::=* of the weak decay Hamiitonisn. We observe only the quickly
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Table VII.A

Totals of Corrections Applied to tha k*' (890) [+ K*yy) ¢

pistribution
Correction
Empty Copper

1. beam flux corrections 1.07120.013 1.08120.009
2. target related corrections 1.01640.001 1.563%0.005
3. spectrometer related corroctions 1.370%0.008 1,331:0.006
4. correction for decay (k% +x'%°) 3.000 3.000

branching ratio (v° = yy)  1.012#0.000 1.01220.001
5. factor from normalization 1.16120.054 1.176£0.0%0

o K decays
6. correction for acoeptance 3.86520.034 3.895£0,035

Total correction factor

Lead
1.07530.005
1.238+0.004
1.39220.005

3.000
1.012%0.001

1.19320.047

3.83620.034
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Table VII.B

e Diseribution

Correction
Empty
1. beam flux corrections 1.06520.045
2, target related corrections 1.01620.001
1, spectrosoter related 1.37420.014
correctiona
4. correction for decay ﬂ:**-j:“:‘:l 1.500
branching ratio (x° =+ ¥2) 2.000
u:--t*--: 1.4%840,005
g5, factor from normal- 1.00420.048
ization to K* decays
é. correction for 5.33820.055

Tatal ocorraction factor

accaptance

fotals of Corrections Applisd to the K* (890) (= ¥ 7% )

Coppet
1.03620.036
1.150%0.003
1.385:0.016

1.500

1.000
1.45810.005

1.30610.037

5.339:0.054

Lead
1.070%0.021
1.054%20.001
1.35730.011

1.500
2.000
1.4%820.005

1.30020.034

5.338*0.0585

34.82 22,280 49,82 12.40 47.82 11.69
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Here, the subscripts A and MT refer to the target type (A = copper
or lead, MT = ampty target), and the number of empty target in-

duced evants in the ith bin is properly corrected by the correction
factor CF, ., and suitably weighted by the asount of incident kaon

beam taken on this target. For the l‘ﬂlﬂ: distributions, the

™

L

W
Mg

K**(890)— Ko
Pb

(d)

procedurs used for making target-srpty subtractions ©o histograms
is indiceted by the fors of the term in square brackets above, but
normal ized by the factor c!l a"rﬂ""r

Figures 4la,b and 4lc,4 show the reconstructed invariant
mauses for tha final states l{+‘ﬂr and 1I+1I+|',, for candidate H-*
avents, using the previcusly described cuts, subsequent to target
erpty subtractions. After conversion to absolute cross sections,
using the pb equivalents per event (AN ﬂnlllﬂ“ﬂluﬁh these
distributions are fit to extract x+* (890) line-shape parameters:
mass m and width Thﬂl. The arrows in these figures indicate

the range of masses used in the t* differential cross sections.

40

MH'H' tﬁlv]

(bl

Figures 42a, b, c, and 4 show the reconstructed t' distribu-

40 (o)

tions for l‘.""F {(890) events. After conversion to absolute Cross

o
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Figure hl
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sections, thess data are fitted to the theoretical form of do/de’

used to extract the radiative decay width of the K*  (890), T(x*' (890)

- fﬂ. the strength of the elementary strong contribution to

eoherent production of ko' (890) *s, C,, and the relative phase 6

between the Coulosd and strong prodection amplitudes.

The ub sguivalants per event for the t' distributions,

(/N _pL) {crlrﬂml}. for the target parameters listed in Table V,

ths gatad kaon flux on each targst given in Sectlon B of Chapter

I11, and the total correction factors listed in Tables VII.A and

Vii.B are:
Target petected final state u=-barn equivalent
' {yb/event)
cu K vy 1.218 0,054
A 1.942 + 0.094
Fhe g"'ﬁ : 4.473 # 0,183
e B.313 £ 0.294

(333)
(177)
(486)

(2586)

The numbars in parentheses give the total number of k+" (890) events

in the tv' distributions with -t' < 0.010 ﬂl‘.’zp surviving all cuts

NUMBER OF EVENTS

(a}

K (B90)=K'yy
Cu

% ﬂ.f:UE 0.004 0.006 0.008 0.010
-1 (GeV*®)
IDDL (b)
K'*(890)=r"vr"»"
BOr Cu
Eﬂr
40}
O 0002 0.004 0.006 0.008 0.010
-1’ (GeV")

Flgure &2
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{after an espty target subtraction). The relative semsitivity of

the measuressnts is given by the inversa of these b equivalents.
Lastly, we turn to a discussion of the possible Mm-

in the K*' (890) signal leaking through the restrictions imposed to

select the signal. For the X yy final state, possible backgrounds

included baam kaon dacays of the sort k' - I+:°, r.* + i+'l¢1h and

K - u‘t‘"’u. as vell as contamination from diffractively produced
g" + #"1°° avents, and coherently excited events induced by the
pion fraction of the beam.

The possibility of the presence of tha latter source of con-
tamination can be ignoved because the contamination from pions in
the K12 Cherenkov tagging signal was less than I\, as indicated in
Figure 4. As already mentioned, the strict K era cut imposed
on the l'*tlﬂﬂl data eliminated this source of contamination, and
also suppressed baam II.J and “u.‘i decay contaminations, Monte Carlo
simulations of these decays indicatad that the latter two decays
wera aliminated as a source of contamination by the excellent energy
resplution of the apparatus. Although the neutrinos from these
decays escapsd datection, the majority of these decays were
eliminated by the restrictions on t' and on the total reconstructed
energy applied to the data. The cut requiring that the charged par-
ticle in the final state deposit no mora than 308 of its epergy in

the LAC further redoced the possibility of a u. background. Monte

3
Carlo simulations of these decays showed that those evenes still



passing all cuts would reconstruct to have masses well above the
range chosen to select :-*:m: events. Background from 4dif-
fractively produced Q@ = K 2°1° events, where a low energy T may
have gone undetected, was also shown to be negligible by a Monte
Carle simulation of this decay, again due to the excellent t' and
energy resolutiom of the apparatus, and the low emergy threshold
for photon reconstruction.

This same rationale applied to the elimination of diffractively
produced o' = ::1*1“ events as a source of backgrownd in the % 11
docay channel of tha K*' (890), as was verified by Monte Carlo re-
sults. Pion induced contamination in this wode vas also ignoved
for reasons given above.

Therefore, as a result of Monte Carlo simulations, the various
requirements imposed to salect the l'*'lm] signal ware deemed to
provide negligible sources of background, and the final samples of

-
KT avents were judged to bo essentially pura K% (890).

PITTING OF X*' (890) DATA

A. Intreduction

This chapter deals with the fitting of the experimentally derived
distributions for the ccherently produced K* (890). Ineluded are
fies to the polar-angle decay distributions in the Gottfried-Jackson
frame, a £it to the extract the mean life-time of the K, from the
x+" (890) + KCn" data sample, and fits to the differential cross
sections 40/dm and 40/dt' for the four data sets, consisting of events
obtained on copper  and lead targets for the K vy and s u' W
final state=s. A brief discussion of the optical model calculation
of the Eorm factors fﬁiﬂ and !.m, and the final theoretlical

forms of d0/d4m and d9/dt' to be fit, are also promented,

B. Check on Decay Angular Distributions

Plots of the polar decay angle distributions in the Gottfried-
Jackson Erame for the X' resulting from K+* (890) + K's”,and for the
" from the t:l+ decay, after correction for overall scceptance,
and B target cmpbty subtrac:cion, are showm in Figures 43a and 43b.

These distributions are plotted as a function of nﬂiﬂm. where 8

= 160~
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is the polar angle. These data include events with -t' < 0.004 -r-ail'z.

and invariant E¥ mass between 0.790 GeV and 0.990 GeV.

The corrections for overall acceptances were calculated on a
bin-by-bin basis by gemerating K*'(890) events with the Monte Carlo,
and letting them decay with a sin’Osin ¢ decay angular distribu-
tion. The bin-by-bin cos® acceptances were simply the ratic of
the nusber of events surviving reconstruction and analysis to the
nusber generated in each bin. The corrections applied to the
data were the reciprocals of these acceptances.

Superimposed on Flgures 43a and 43b are the ﬂniﬂ distribu-
tions expected flor :*':m: decays, normalized to the total num-
bar of corrected events in each plot. mx?ptrMM
fresdom for the fits are 1.3/5 and 2.8/7, respectively, implying
that the data are indeed distributed according te unzﬂ with a

high confidencue level. These results indicate convineingly that

the sample conslote of nahrmtlr excited ::**um events.
{The -in’ﬂ-inzf form im expected for Coulomb excitation as well
as for w-exchange.)

The aclmuthal distributions in ¢ are not presented because
at small values of t", these distributions are severely affected
by the resclution of ths spectrometer. As & result, there exists
an asbigulty (approaching ¥ as t' = 0) in defining the orien-
tation of the production plane for such events, and consequently

the distributions contain little information.
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c. n-um::u:.-u-

Data on the decay mean free path of K_'s from K*' (890) +x::*
decays was used to extract & messurement of unl:':-n 11fe-time.
A cut of ~t' < 0.004 GaV" was imposed on the data, and the re-
constructed :':'-" mass was required to fall im the range from
0.790 GaV to 0.990 GeV. Figure 44 shows the distribution of the
:: lifo-times in its rest frame, after application of overall
bin-by-bin accaptance corrections and a bin-by=bin empty target
subtraction. Each event lifa-time in its rest frame was cal-
culated from the Lorentz dilated life-time 7' = YT observed in
the laboratory. Since the ::'- travelled at nearly the speed
of light, T' was calculated from the distance travelled by the
l:. dofined as the distance betwesen the point of closest approach
of the 1" trajectory from the K+ (890) decay and the incident
baam track, to the reconstructad TF+'|'|'- vartox of the l::, divided
by the speed of light. The Lorente dilation facter ¥ was given
by fp= * mI] I'.m for the JL:. as determined from the decay pions.

The dotted line superimposed in Figure 44 is the result

=T/T

of a firt of the form As .. The fitted presult for tha l: Baan

life-time T, vas 0.89 ¢ 0.09 X 10 20 seconds in good agreement

with the world average. sl
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b. Fitting Formaliss for the Differential Cross Section

Tha form factors f.(t). and £_(t) in Equations (11). and (15),
respactively, were calculated nuserically using an optical model
for the nucleus. Specific details may be found -.'I.lmihlnnr
howaver, some points of general interest are:

(1) The nuclear charge and matter dlstributions were taken

to ba identical.

(i1} In evaluating fu“"" the nuclear charge distribution

was described by & sphere of uniform charge density.
This approximation sufficed for Counlombic production
since most of the production occurs at large impact
parameters. The radius of the nocleus was taken to

’ RO SNy . T . W

be t = (o* + (773} (/%)
(A is the nucleon numbex) and & = 0.545 I;ml. This
radius i equivalent to that in the Wooda-Saxon dis-

‘tribution, which is used in the calculation of l"ltu'l

(1ii) Bince the strong production amplitude is sensitive to
the nuclear shape (production is concentrated at the sur-
face of the nucleus), a Woods-Saxon paramesterization
for the matter density was used. That is,
otr) = o /(1 + exp(=1).

(iv) Effects of nuclear absorption of the incoming K' and
outgoing x** wore accounted for.

(v} The croas sections of K*'s and K's on nucleons were

=166~

taken to be equal, and given by 0' = g(l-ia), where O
is given by tha total cross section of l."":nnmlnll“,
and @ is the ratio of real to imaginary parts of the

64

forwvard l'-mtnn scattering arplitude = at 200 GeV/c.

Returning now to Equations (17) and (18), and using Equatiocn
(16}, and the definitions of the production amplitudes ru {e,m)
and F_{t,m}, and the T-matrix element given by Equations (14),

(15}, and (13), wa can writs

til
ag WA, m -
F - Tﬁj._irl_— L I dt' K{t'.m) {20
{m -'n-nl' * " nﬁn}l 4
whani
2
2 £ 2
E(t* ,m)= 24 2% -5'—,-5 I In}[—]]! |
(= ‘-Il_;‘l L} t‘! u
2 2
+ C A 1"|[.|
| F ] h = | g -
+(2¢ 20l (mICA") W i-?] Re (£ £3) (21)
and
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lz!' imi
5- fu-"' Kie'm — ;._." (22)
R % MR el

These are the basic theoretical forms that will be used to fit
the experimantal cross sections. These expressions were fit using”

the ,\'i minimiration program HII'.II!'-‘E

E. Fits to 40/4m

The differential cross sections d¢/dm for K*' (890) productien
on copper and lead targets are presentsd in Figures 45a, b, c, and
d. The overall acceptance as a function of mass, for cach of these
data sats, Ls shown above the Qistributions. Each of these dis-
tributions has been fully cbrrected. The data are for events with
~t' € 0.004 Gev’,

At this point.an aside on the determination of overall
accaptance corrections for both the ket (B90) mass and t' distri-
butiong is in order. Preliminary investigations with the Monta
Carlo program indicated that the acceptance in t' wvas independent
of t' over the ramge of intercst to us. Mowever, the mass accept-
ance was not uniform, and bin-by-bin Corrections were required.
The calculation of these bin-by=bin corrections for the mass dis-
tributions involved an iterative process. First, a sisple, undis-

torted, relativistic p-wave Breit-Wigner of constont width was used
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to specify the distribution of X*' (B90) masses in the Monte Carlo.
The first-pass acceptance corrections to be applied to t* distri-
butions were calculated and used to get preliminary distributions
in d0/4t. These cross sections were then fit (see Section E) to
extract preliminary values for F(x+*(890) + X'y), C,_ and 8 (these
initial results were almost identical to the final results). These
rosults were then used to calculate a distorted ke (890) line shape
as given by Equation (20). The énergy dependences of the partial
widths were parameterized as l‘n- r ﬂtqfq“}] Iq:ﬂq’ * q:} and

2 2,2

Xy 'f“lhft‘l AL

of the decey particles, and the zero subscript indicates evalua-

1.':::!. Hers q and k refer to the momanta

tion at the K*' (890) resonant mass, in the rest frame of the

e (090}. In thass sxpressions, the first factors in parenthesis
represont the offects of the centrifugal barrier to decay, while
the othar factors are empirical. This new line shape was then
introduced into the Monte Carlo program to generate K+ (890)
events. Bin-by-bin corrections to the mass distributions for
overall acceaptance warg then determined again,; and applied to the
data. Using the parametarizations for the partial widths ]‘llhui
&nd [':Tm that bast Fit the data (thay were found to be identical
to thosa originally chosen), the overall acceptance correction to
be applied to the t' distributions was then calculated in its

final form.
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The theoretical line shape given by Eguation (20) represents
the modified relativistic rescpant shape expected for the decay of
ke (890) te two psoudoscalar mesons; the shape is distorted by the
Coulombic and hadronic production processes. The distorting effect
is introduvced through the integral over t'. The integrand K(c' ,m)
was evaluated numerically at various mass and t' bins using the
optical model previously described for the calculation of £ _and
lﬂ and, again, the preliminary values for l',:_‘Er
Because the cut=-off =t' < 0.004 ﬂner‘v.l'E wag applied to real data,

# 1'."; and B were used,

smeared by exporimental resolution, K(t' ,m) was first smoared by
thae resolutlon function ”;'r';-r" {son Equation (19) in Section A,

Chapter V)

3 -+
Ef{e".m) = ’d!‘T R[F‘Tj:.l'lf.t +m)

then msmrically integrated from t' = 0 to ~-t" = 0,004 GB-'J:' The

resulting expression for 490/dm was then averagod over the experi-
montal mags hins and fit to the data to extract the resonant mass
m_ and wideh I‘ﬂ, The overall porsalization was allowed to vary
freely.

Sevoral paramcterizations of the partial widths were invasti-
gated. Bosides the two alrsady montioned, which gave the best fits,

the following forms wore alsc tried:
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3 ) 2 2
TT'U' imn]' Itn,.fl'l'. + 'ﬂ“]
2
I'“T " 'l'_fa {Hkn'.i ”"""n

3
r-fu (k/k n]' m/m

A1l of these gave results for o, and 1':' within 0.002 Gev  of
the bast fits,

Tho best-fit line shapes for the R"*llﬂﬂl are shown by the
dotted lines superimposed on the data in Figures 4%a-4. The arrovs
on the figures show  the range over which the data were fit to
the theoretical line shape. The fits assumed that there weres no
backgrounds .

The fitted resonant parameters for the four data sets are pre-
sented in Table VIII. The srrors quoted are purely statistical.

The weighted awerage for the resonant mass is in good agreement with
the accepted ualul;n howeaver, the weighted average for the width is

seomewhat below the accepted walue. 31,66

Fits ©o dofdat’

Using Equations (21) and (22), we can write

T__im} 2
aa 2 2 ¢! 2 e Xm m
—--Hsa]ﬁal" (m) = |£_| 33
ae’ Ky 2 [ 2 2.2 2.3 2
t 'l; n.'l-ull'“ im) tn-::l
m I im)
EJ 2 2 o KN
+ A" | an” e |
" s l{m? _51=+m11"2 {m)
o Ko ='E‘ ,
2. 224 2 £ a ™ ™
# (242 r.u:sn} Jﬁ- “1-1 e Hﬁ'lf:_t"} T3 3

2.2
(m -Inl + nﬂrm{l!



Table VIII
pesults of Fits to the Ké' (850) Mass Differential Cross Sections

x:.ﬂr

(@ad

0.036 * 0.005

IG:EI'

0.9 # 0.002

mass range of

fic (GavV}

Target

final state

4.3%/%
4.85/9

0.820 - 1.000

0.895% £ 0,003 0.047 £ 0.007

0.780 = 1.000

2.84/6

0.047 & 0.006

0.894 2 0.00)

0.820 - 1.000

q.67/8

0.891 2 0.00] 0.052 = 0.009

0.780 - 1.000
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]

= 0,094 £ 0.001 GeV

]
r

= 0.043 £ 0.003 GaV

1-1 T-E-

The integrals on m° run from the kinematic minimum for the Kn final
state Up to soms maxiwmum valws. For this saxisom, we choose
Rong = (2.6 CaV)?, and duplicated this upper 1imit in the Moate
Carle when generating ﬂ'+{59ﬂ} magses in the process of calculating
the overall acceptance correction for t' distributions. The con-
vergence properties of the above integrals are, therefore, not
imporcant.

Doa to the strongly peaked nature of ths relativistic Brejc-
Wignar term in these integrals. and to the fact that factors such
as t', f:* and £ depend only weakly on mass, the latter terms were
taken outside of the integral, and evaluated at the accepted valve
of m_ for the K+ (890).°' Substituting the parametrizations of
the partial widths I‘“t-! and T (=) found to provide the bast fit

to the h‘.'+iﬁ'lﬂ'.'l mass spectrum, we can write:

do 4 £ 2
a " M :.nfw-:i Ifcl =gy

F | |
ek "-"|[.i * 5
2 2% ¢ i
»(242 :rwc-n ) = ﬂuun!ll Cy {23)

whare I‘..‘l. C.; I.MCJ Are constants given by
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| 3.3 2 2 F | - [ |
" -‘lr'lq.rqol hnnq -l-qbntm'lr.ul a:dﬂt “n” o?

c, = | am .

- | -

om) Yol T (/) 297 (T (w-np)?
f 2 wT (/)] 392/(q"+g2)

PRy v 0"

2 2 2.2

| £ 2.2
{m “m )"+ :nntfntw’qﬂl Eqn;'fq +q,)]

2 2
I 3 ull‘btﬂiq } zqﬂ;tq -l-q,ﬂllll'.h..n't ) z't: .Hh +k Hl'
ES- dm

These integrals were evaluated oumerically using the accopted world
avarages I“thmtm-:un- IHI' for the KX* (890)

line Ihml

Before fitting the experimental do/dt’ distributions to Equation

(23), the theoretical oxpression must be smeared to account for the

finite transverse momentum ﬁtnl.utim of the experimental apparatus.

The experimental cross sections are convolutions of the true form

% :
do/at', and the reselution function “‘;T*“T’ given by Pquation [19).

Wa hawve

The eeaning of .ﬁr;'r" and the assumptions surrounding its cholce,

are glven in Section A of the previous chapter.

won) el 1T (079 3 207 (e )2 ‘ :-3-51”"

rnntﬁrhmuumnntimtmim.ﬁuﬂ to know
mvm“ultfnmumtmh:nﬂﬂm State. These
Paramaters were detarmined using Monte Carlo l:"lm} aventa
gencrated at t' = 0. The values furi.'.I: at t' = 0 wore then ex-~
tracted from the reconstructed t° -diltl‘fhuhiiﬂl- These values ware
assuned to be independent of ¢, Recalling the fact that tha
Monta Carle undercstimated the Fy resolution, each value of u:r for
the X+" (890) was increased s prescribed in Chapter V, Sectios A
The final results for Op + with the copper target in place, were

T
13.9 MeV/c and 13,8 MeV/c for the detected final states X'yvy and

 F o=

TET ,; respectively, mmlidurgnt.mﬂln-u!ur wore
T

12.2 We¥/c and 12.4 meV/c, respectively.

The final theoretical differential croas sectlons cons s ted
of averages of the smeared forms, integrated over the sxperimental
bina. The :z sum of the squares of the daviations of the experi-
mental data points from thesa thearetical bin averages, wiaighted
by the inverse squares of the exparimental errors, was formed and
minimized to extract the values of the radiative partial wideh of
the k*" (890}, Fixs*(890) + x*y), the strength of the slementary
Strong contribution to coherent production of the :-"tm:. Cg+ and
the relative phase 6 betwesn the Lo production amplitudes.

The fully corrected experimental differential CTOSS sactions
in t', for k' (890) data obtained from copper and lead targets,
are shown in Pigures 46a and 46h, As already mantloned, these
distributions reflect an effective integration over the full



k*' (890) 1ine shape, from the kinematic minimum to 1.6 GeV.

The suparimposed dottod lines in these figures result from the
three-paramater fits described above, over the range from t' = 0
to ~t' = 0.010 GeV". The resultant extracted values for I(x*®(890)
- K'Y, C,+ and B are tabulated in Table IX. The quoted arrore are
purely atatistical.

In order to study the sensitivity of the fits, two-parameter
fits ware tried with €y OF @ fixed at the values of 0.0 to 4.0 mb/
uw", and 0 to 27 radiana, respectively. The phase angle 0 varied
by more than /2 radians when C_ was changed by more than Inb/Gev’
from its nominal three-parameter fitted value; however, I'Il:'ﬂl!ﬂi
+ x'y) remained throughout within its ervor limits. As O increased

from 0 to Jv radisncz, c.mlﬂhru-mhu!-wl‘. ravealing

a4 strong correlation between the fitted results for c- and 8. Again,

the extracted values of I'(k*' (890) = X'Y) remained within the srror
limits, except in the region of @ 2 W radians, where the deviations
were navertheless less than twice the statistical errors. A cne-
parasster fit, porformed with <, and @ constrained at zero (i.s.
assusing pure Coulombic production), gave a welghted average over
the four data sets of 61 # 2 eV. This error is statistical only.
Three-parameter fits, with ~t' < 0.002 GeV>, gave results con-
sistent with the fits to -t' < 0.0l nﬂa‘ Heedlens to may, C
and @ were poorly determined in this case, since the fit was re-

stricted primarily to the Coulosbic peak.

—_

S

S,

do/dt’ [ mhﬂﬁﬂ"l]

10—

(a)

K'A - x""(890) A
H"w'u

L.yy

i | | |

COFPPER

0

0.002 0,004 0.006 0.008
-1"(GeV®)

Figure 45

0.01



.

oy aamdTg

dotdt’ [mb/Gev?)]

5 o o
o T I"' -
o} BN . T
; ——
S P S
o ——lvf ﬁ,c 7
= : =] =
R / |
= - / / =
o 9 T 7 | s
< o =
g § r- ! ‘,r; h:ﬂ E
I ra :q- EE
|
ol L1/ “ =
W‘ "l".-'-..".."' ¥ ql
O
ol /e~
2r & > -
A | | | | |
TABLE IX
Resulte of Fits to the K* (890) -t' Diffcrcntial Cross Sections
+ + 6]
target obzerved =t' range of C{E* (G9Q)+E ¥) s @
final state fie (GoV2) {kav) {mb/GeV") (degrees)
Cu n"'r'r < 0.010 62 & g 2,9 % 1,0 65 £ 36
arty” < 0.010 51 £ 7 28%1,1 85% 32
Pb vy < 0.010 48 ¢ 4 4.2+ 2.0 84% :8
it < 0.010 47 % & 4.9 £ 2,2 B2%
Global Fit < 0.010 L I | 2.4 = 0.8 64 + 26

X /o

3.5/6
3.8/6
1.5/6
1.9/¢

41.2/33

~TgT-

==
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To gain an understanding of the effects of a possible system-

atic error in the values used l!m:ﬂ? in the resclution smearings
T
of the theoretical cross sections, three-parameter fits on all data

sots up to -t' = 0.010 t:b\"z ware parformed, allowing ﬂp to vary
7
by 4108, The extracted valuss of T(ks'(890) + k'Y) wore sean to

vary by roughly % @,

Finally, a global fit over all four data sets, with the nominal

values for o, , and a fitted range w to -t' = 0.010 GeV®, con-

T
tuuninqc.u!lmhttmpmﬂutnt target material, was par-
formod. The results of this fit are also given in Table IX, with

only statistical errors shown.

CORCLUS IORS

A. Introduction

It is lmnn:: from Table IX that the fits to the experimental
differential cross section provide comsistent results for
rixs*(890) = x*y). This consistency fosters a sense of confidence
in these measurements, and encourages the belief that all possible
systematic errors in detersining absolute cross sectioas have been
proparly addressed.

The f£itted values of I'(k**(890) + k'Y) are relatively insensi-
rive to target material, imndicating that target related corrections,
and biases affecting cross sections, have also been handled correctly.
The m;-nerunh of the extracted results for data from both decay wodes
of the K* (890), cach demanding complotsly different hardware trig-
ger requirements, and presenting different difficulties in recon=
struction 'md subsequent analysis, supports the beliaf that the

treat~nat of coryection fectors and normalizations has been

proper.

Therefore, the claim appears justified that the task which this

thesis addressed has been accosplished; namely, that a definitive measure-

ment of the radiative decay width of the ket {890) has been cbtained.



B. Fisal Resules

Besides the statistical erzors oa [(Ks'(890) = K'y) quoted in
Table 1X, errors associated with systematic cross section mormal-
ization uncortainties,and uncertainties in the experimental F, resolu-
tion mast be considered and appropriately convoluted with the statisti-
cal errors. The former are directly related to errors in Tiﬂ'+tﬂﬂﬂ]

- :+*r:|. through the cross section formula (Equatien (23)),whereas the
lateer translate l.n'm compounded :n'n:':*ln riest (990) + K'Y) by means
of the fitting procedure.

The systoematic normalizavion errors for both l"tﬁﬂ} dacay wodes
arise primarily from unknown factors contribeting to the discrepancy
between the experimentally cbserved and the theorstically expected
decay yields for beas kaons decaying to channels topologically similar
to the I‘.'*{Hﬁl final states. Thesa Systematic errors are estimaved
to bo S\ and 100 of the total normalization for the K'yy and w'uw'w

final states, respectively.

A® noted sarlior, a change in the experimental "I:' resolution by

+ 10% manifesto itgalf &8 a variation of ths resultant fitted solution

for I'(k+* (890) + k'y) by roughly + Bv. Since it ks belleved that o
T

is knownm to an accuracy of 5%, the error contribution to Tll'+tml

- l“ﬂ from encertainty in L
T

is estimated to be 4% for all the data.

Taking an ave of sach of the fitted values of ﬂl**:ﬂu.‘. -x'n,
rage

weighted by the inverse squares of the statistical errors, gives the
result F(X* (890) = x'y) = 51 £ 3 * 4 keV, where the errors represent

overall statistical and systematic uncertainties, respectively.

Mding these srrors in guadrature gives a [final result of

Fix+* (890} + K'y) = S1 £ 5 keV

" Using the excepted world average for the total decay width of the

:-*;um,“ this measurement implies a radiative branching ratio of

0.10 & 0.01w,

This ununn;m: is in copplete agreement with the original
upper 1imit for this rate, reported by Bemporad et al, of I'(x*' (830)

+ k") < 80 kav.®” The agreement is alse excellent with the earlier,
but statistically poorar, measuresent by our group for the charge
conjugate reactiom, I'(K* (830) = K Y) = 62 & 14 ke Finally, this
seasurement is in best accord with the non-relativistic quark model
predictions, presented in l:;lﬂpttr I (assuming exact SU(3) symmetry).

A weighted average of tha extractad valuss for r.'l gives l:‘ =
3.2+ 0.7 M‘n‘"; where the error is purely statistical in natura.
This result does not agree well with an extrapolation from lower
energy results of Bemporad ret al, assuming an inversea dependence on
boam momentom.

A weighted average of the relative phase # between the two pro—
doction ssplitudes gives § = B4 * 14 degrees, where the error is purely

statistical.
[ Discussion of Results

The final value guoted above for the transition rate K**(890)+%'y

can ba comparsd with an sarly measurement at Drookhaven energies for

o o
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the wideh for the decay X + x%. Exact sy() symmetry predicts

the ratio ['(x®" - E}.ﬂ'm* *K'Y) = 4.0, Using this previous
mtnrrtt_ﬁ:#ﬁl = 75 & 35 keV, and the result presented
here, we caloulate this ratio to be 1.3 2 0.7. As discussed in
Chapter I, in the regime of broken SU(3), using quark magnatic moments
a8 inferred from measurements of baryon magnetic moments, this ratio
is 1.64,vhich agrees well with this exparimental value, but us ing
this same method for calculating the rate I'ILF' - ;.'5;-} gliven valuas
much higher than the experimental result. This difficulty is com-
pounded by the fact that the measurement of I'(x**(890) + x'y) reported
hare agrees bast with the quark model predigtions assaming ro
phenoeenological symmetry breaking.

A historical suspicion exitst concerning the reliability of the
analysis used In the first generation radiative decay experiments,
In particular, the first measuremonts for the rates p = T ¥ and
l'+¢!!ﬂ'l - l*‘r showed an A dependence for measurod valves of Cy
This effect was not geen in the Griginal F - E data. This sart
of effect can be explained by an isovector exchange tlzl ocontriby-.
tion to strong coherent ptndu:-tlnn.“

Data from the previous experiment on the I:l' - t"l' transition
could not be re-analyzed to include an lz exchange contribution.
Consequently, the old extracted width of Mo <77 =35 + 10 hﬂ'm
is no longer regarded as definitive. Also, data from the first
rinning pericd of £272 an the p = ¥ Y decay, where, due to the high
energy of the experiment, an A, exchange contribution could be

ignored, indicate '(p =+ Ih'r} = 71 *# 7 kaV; this agrees with the

r Al

result of 30 < ' < 80 keV of the old experiment cbtained under wesker
assumptions {mnmmlpm#mmm.h-
tions to strong coberent production).

The neglect of such isovector contributions in the analysis of
cross sections obtained at lower energies also affects the extraction
of seasurements of Cg+ Because this was omitted in the first stody
of x»* (B90) = f‘r.- it seems safe to conclude that a direct compari-
son of our measuresent of -::. with an extrapolatsd value from that ex-
perimant I8 invalid.

Finally, cur result for I'(K*"(890) « K'Y), examined in light of
theoretical predictions for [(x®* » IT‘H. indicate that a re-measure-
ment of the latter, in an experiment whars the separation of the

Coulomb and strong production processes would be less model da-
pendent, might be of great valwe in resolving the conundrum this decay

7
presents regarding the radiative decays of the .'l'.- 1 meson nonet. 3
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