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KUOPRODUCTION or J /~3100) 

TJJomu Walter Marldewi~ 

ABSTRACT 

IDteractiom of 209-GeV muom with.ill an instrumented magnetized-steel calorimeter hP9 p~ 

duced. 4374± trT p.+p.- pairs from J /'1 decay, co~sponding to the cross section a(p.N - µ'fJX) == 

0.64 ± 0.10 nb. These interactions are clusUled. as either elutic (CT== 0.36 ± 0.07 nb) or inelutlc 

(CT - 0.28± 0.06 nb) baaed primarily on the calorimetric determination of Ex. The cross section for 

elastic 'fJ production by l'irtual photom, CT,
1
i1y!V), rises with energy vu logv. Its dependence on 

Q2 8.ts the TeCtor-meson dominance form P(A) == (l+Q2/A2)-2, with A= (2.0- 2.4)± 0.15 GeV, 

where the spread ill nluea arises from considering the possibility of a Q2 dependence ill the decay 

angular distribution W(O,_<f>) and ill the nuclear shadowing factor. We 8.nd that W(8, <f>) is consistent 

with the form expected if the reaction '1vN - f/JN conserves helicity in the a channel through 

natural-parity eschange in the t channel. Mt.er correction for nuclear effects, "'1
111

/dt is described. 

by the sum of two exponential terms ill t, with average t slope b = 2.56±8:H(atat.)±8:f~(agat.). 

The photon-gluon fusion (1g - f/J) perturbative quantum chromodyuamic model for 'fJ production 

provides an escellent description of the v dependence of CT •II' but cannot simultaneously explain the 

observed cross section and nlue of A. The difrerential cross section rPCT,
11

/dzdrii. for inelastically 

produced. fl'• rises approximately linearly with elasticity 1 a E.Jv. The Pi dependence is latter 

than that of dtT/dt for elutic events, with average Pi slope b - 1.46 ± 0.10. The Q2 dependence 

of CT,
11 

is that of P(A) with A== 3.0 ± 0.2 GeV, and the v dependence is similar to that observed 

for elastic production. The shapes of these distributions are well described by perturbative QCD 

calculations that consider the tunadamental subprocess in the interaction to be 1g - t/lg, but the 

absolute cross section is S.S times higher than predicted. 
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L INTRODUCTION 

The discOftl'J of the J /t/l(.30'ifl) meson in both e+e- interactions1 and proton-Be collisiom2 in 

1974 ushered in a new era in our understanding of the fundamental forces governing the interactions 

of the elementary particles. ID 1970 Glashow, Dio~ulos, and Maiani noticed3 that the introduction 

of a fourth quark leld4 to the then standard SU(3) symmetric triplet of quartr added terms to 

the weak hadronic charged current that would cancel amplitudes which gan rise, for example, 

to an anomalously large K1 - K~ mass di.«erence8 and K~ - µ+µ- decay nte7• This new 

quark, carrying a charge of +2/3 and one unit of a new quantum number -charm, would eliminate 

strangeness changing neutral currents in the Weinberg-Salam model8 of eleet~weak interactions 

and bring a symmetry to the hadronic and leptonic sectors of the theory. After the discovery9 

of neutral weak currents in 1973 encouraged belief in gauge theories and charm, the extremely 

narrow width (63 KeV) of the 3.1 GeV resonance lead to its interpretation10 as a bound state of the 

new c and e quarks. ID 1976, peaks in the mass spectra of x-.,,+, x-.,,+11'+11'-, and x-.,,+.,,+ 

eTents11 •12 produced in e+e- collisions at the 4.03 GeV resonance region provided flnal con.1lrmation 

of the charm hypothesis. Because of the preferential strange quark to charm quark coupling in the 

weak current, these channels were expeeted13 from the decay of D0 and D+ mesons composed of 

one '"naked" c quark and one light ( u or a) antiquark. 

In the period since 1974 many esperiments haft investigated the spectroscopy, production, 

and decay properties of the charmed particles. This paper reports the final results of the Brst 

experiment14 to produce the '1(3097) through lepton-nucleon interactions. Using the Fermilab muon 

beam and the Berkeley-Fermilab-Princeton (BFP) Multimuon Spectrometer (MMS) the ,P's were 

produced in interactions of the form p.N - p.t/JX and detected through their tP - µ.+ µ.- decay 

mode. It we think of the T/J leptoproduction process as being intermediated by a spacelike virtual 
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photon of lab energy E,, = v and mus squared q2 = -Q2 (Figure Ll) the data mevared in 

this experiment complement the study of the charm system with timelike photons, as in e+ e­

interactions or in hadroproduction through the Drell-Yan process, and with real (Q2 = 0) photons. 

The continuous Q2 spectrum available in the µN interaction, however, allows for a measurement 

of the dependence of the f/J production on a dynamical variable inaccessible to the other types of 

experiment. 

Theoretical interest in f/J muoproduction at this time arises beeau.se the f/J provides a simple, 

high mass system where the applicability of descriptions of the nature of matter on extremely 

small distance scales may be tested. 'l?aditionally, the leptoproduction of the lighter mass 'ftctor 

mesons, p(770), w(783), and ~1020) has been discused in the framework of the Vector Meson 

-
Dominance (VMD) model15- 18• While providing a qualitative physical picture of the process, the 

VMD model lacks the predictive power of a true theory of the strong interactions. Currently, the 

only available such theory is quantum chromodynamics19- 22 (QCD), wherein the strong interaction 

between pointlike quarks is said to be mediated by the ei:change of colored gluons. The success 

of this theory in supplying testable predictions hinges on its ability to incorporate the concept 

of •asymptotic freedom" into its mathematical structure through a strong interaction coupling 

constant a
5

, whose nlue depends on the mass scale M2 of the problem being investigated. For 

suJBciently high mus scales a
8
(M2) is low enough that low order perturbation theory calculations 

should provide relevant predictions, once any appropriate fundamental parameters or distributions 

are specified. Because of this, however, it is diJllcult to separate any test of the QCD theory itself 

from that of the assumptions of a particular calculation. Below, after summarizing the aspects of 

the VMD approach used in the analysis, we will briedy describe the recently developed QCD based 

perturbative calculations which are later compared to the results of the ei:periment. 
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Ll Vedor Metoa Domlnanee 

The net.or-meson dominance model was developed mer the period from 1958 to 1962 as the 

renlt of at.tempts to ezplain the hadronic interaction properties23 of the photon using either specific 

field theories24 with YeCtor mesons as the elementary constituents or the hypothesis that low mass 

YeCtor meson poles dominate the dispenion relat.ions25 for the matrix elements of the electromagnetic 

current. The physical picture implied by the model for elastic f/J leptoproduction is shown in 

Figure L2( a). The incident muon serves as a S01J!Ce of virtual photons which couple directly to 

of-shell f/J mesons. By exchanging momentum with the target the virtual f/J's are brought on-shell. 

Quantitative predictions of the model arise from the assumption that the 1v - f/Jv cou­

pling strength, denoted em~//•, is approximately independent of Q2• We then expect the simple 

propagator Q2 dependence, 

(/.1) 

where e2 == 41ra and f., at any Q2 is given by its Talue at Q2 = -m;, determined by, for esample, 

measurement of the width for f/J - p+p-. For p, w, and ~ production, the neglect of any Q2 

variation in the coupling constants from approi:imately -1 Gev2 to +1 Gev2, relative to that in 

the propagator term, has been justifled by ei:periment. In the case of t/J production, however, the 

range of enrapolation is - 10 times as great, while the psi propagator term Q2 variation is weaker, 

providing a more sensitive test of the VMD assumptions than has been previously available. 

While the VMD model does not gift predictions for the cross section's dependence on variables 

other than Q2, it does provide a physical picture that is very useful in &nalJ'ling the t/J production 

process. For example, considering the virtual ¢-nucleon interaction as equivalent in 11.nt order to 

the scattering of two hard spheres suggests that the f/J production is predominately diffractive and 

thus can be described by the optical model. Similarly, if the 1v - tPv coupling is indeed direct, 

the polarization (helicity) state of the ftnal state ¢ should be related to that of the virtual photon 
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that produced it. In the following sections we discua the supplementary assumptions to VMD that 

convert these unspeciled relations into definite formulae. 

Ll.1 Vlrtaal Photon flu Fadon 

In the one photon e:s:change approJ:imation the ~erential cross section for electromagnetically 

producing f/J's has contributions from both of the photon's polarization states. We parameterize28 

where f T (f L) represents the flu: of trannersely (longitudinally) polarized Tirtual photons and <!T 

(<1 L) the corresponding photon cross section. Typically we write 

Here E = rL/r T and R = "L'"T' The trannerse flu: r Tis defined so as to allow "T(v,Q2 == O) 

to be compared with the cross section for producing t/J's with real photons. We use 

r =--- -o KE'( 2 ) 
T 411'2 q2 E 1 - E ' 

and 

where E is the beam energy and E' and ev are energy and angle oftbe scattered muon (spectator) in 

the target rest frame. The quantity K must reduce to v when Q2 - O; we use the Hand convention28 , 

K == v-Q2/2m,., but other choices ( Jv2 + q2 for e:s:ample) are equi~ent for the kinematic range 

of the data. 

Ll.2 The Opt.ical Model 

The square of the four momentum transferred from the virtual photon (or virtual t/J in the VMD 

picture) to the target in the f/J production process is delned as t. Its distribution is used to measure 



the structure or size of the target. We denote the minimum value of t needed to bring the final state 

f/J on-shell as ·t . and the muimum nlue of t allowed by the kinematics as tmos· In general, t is 
mua 

related to the '1 vN center of mass (CM) scattering angle 8 c:m via 

where'"" is the momentum in the CM frame. The CM angular distribution da/dOc:m can then be 

related to du/ dt as 

1r "" da/dt == ..2 ~· 
#'Cm c:m 

In the optical model, the target is treated as the potential corresponding to a totally absorptive 

disk of area O(R2), whereupon CT, .. is caused by diffraction of the incident wave around the disk , .... c: 

and d<1 /dt measures the size of the disk. Using the first Born approximation, one can show27 that 

for small t, 

du I dt = Ae", (/.2) 

where bis proportional to R 2 and A is proportional to R'. For elastic f/J production from a nuclear 

target we expect to see contributions to d<1 / dt from the large weakly bound Fe nuclei themselves 

(termed coherent production) at extremely small nlues of ltl, as well as from the individual nucleons 

(termed incoherent production) once the coherent term has diminished. Then, 

(/.3) 

where be and 6
1 

are the coherent and incoherent t slopes, respectively, and A,11 is the effective 

number of nucleons per Fe nucleus seen by virtual photons of the average Q2 and v of the experiment. 

The optical model thus specifies the functional form of d<1 / dt and bes the relative size of the coherent 

and incoherent parts of d<1 / dt at t = 0. 

An important goal of the first r/J photoproduction experiments28- 31 was to determine whether 

or not the t/J was a hadron. Since the optical theorem, which relates the imaginary part of the 
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elastic forward scattering amplitude to the total cross section, can be used to comieet da/dt('YN -

t/JN) I, , to 0'
1 1

(Y,N), this was accomplished by comparing calculated values of O' (,PN) to -... . ,., 
typical hadronic total cross sections. While the basic question has been answered, this experiment 

can also measure O' ,.,C ,PN) in an analagous manner for comparison. The necessary formalism is 

sketched below. 

The optical theorem is 

Then, since 

: = l/(1)12 = [/m/(8))2 + [Re/(8))2, 
cm 

we have 

where # = If ,,:~~JI; # =- o for purely ditftacti've processes. Using Eq. 11 yields 

Finally, the ratio or elastic to total ,PN cross sections can be found in this picture by inserting the 

above equation into Eq. 1.2 and integrating Oftr t. The result is 

(I.5) 

Ll.3 The Angular Dtnrlbatlon of Dtmaon1 ill t/J Deca1 

The general torm32 tor the angular distribution Wot dimuons from ,P decay inTOl'ftS 36 dift'erent 

density matriz elements. It it happens, however, that the polarization or the final state " is simply 

related to that of the ezchanged virtual photon, that is, if t/1-N elastic scattering conserves helicity 
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in some way, then the problem can be reduced to one containing only a small number of independent 

parameten that are simply related to q L and q T" 

Three models for helicity conservation are often mentioned38: 1~hannel helicity conservation 

(SCHC), t~hannel helicity conservation (TCHC), and the spin independence model (SIM). Each 

corresponds to a distinct physical picture of how the fl.Dal state "1 polarization is related to that 

of the Tirtual photon. To simplify W we will use the SCHC model, as it has been observed34- 38 

that the angular distribution of pions from the decay of electroproduced p, w, and ~ mesons are 

consistent. with that hypothesis and the additional assumption of natural parity ei:change (NPE). 

ID the SCHC picture, helicity eigenstates with z deflned along fl.,., in the '1vN center of mass (c.m.) 

(the 1~hannel c.m. helicity system) produce helicity eigenstates with z deflned along;., in the "1N' 

c.m. (or equivalently, the "1 rest frame with z = -pN'' here called the fl helicity frame). NPE (as 

opposed to UDD&tural parity ei:change) assumes that the reaction '1vN - f/JN1 proceeds Tia the t 

channel ei:change of a particle with parity P - (-1 )1 . 

SCHC and NPE provide the relations among the matriJ: elements that reduce the 36 original 

amplitudes to the two amplitudes for fl production by f Land f 7'" The fl.Dal solution is represented 

in terms of the squares of these amplitudes, qL and qT' and their relative phase, 6. ID Appendii: 

A the general solution is presented, and the SCHC and NPE hypotheses applied, to calculate the 

ei:pected distribution of dimuons from f/J decay, 

W(R;I,~) = ~ 
1 
~ ER[(l + cos2 I)+ 2ERsin21- ESin2 lcos2~ 

. + V2ER(l + E)sin28cos6cos~ - HV2ER(l- E)sin2hinhin~J. 
(1.6) 

Here 8 is t.he polar angle or t.he beam-sign daughter muon in the "1 helicity frame, and~== ~2 - ~1 

is the difference bet.ween the two physical azimuthal angles in the problem: ~2, the azimuthal angle 

of the fjJ -decay plane, measured with respect. to the '7 - f/J production plane, and ~1 , the azimuthal 

angle of the '1 - f/J production plane measured relative to the beam muon scattering plane. Figure 

1.3 illustrates these angles37• His the muon beam longitudinal polarization, which is approJ:imately 

equal to 0.8. 
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It is interesting to note that this form of W(8,;) remains unchanged if we decide to abandon 

SCHC in faTI>r of TCHC or SIM, as long as 8, ;
2

, amd ; 1 are dellned iD the appropriate coordinate 

systems (use, for esample, the f/J rest frame with z = P.., for the SIM). Experiments seeking to 

decide among these choices, or desiring to measure quantitatiftly the leftl to which any model is 

true find it more conftnient to espress W directly iD terms of the original density matm elements 

and to measure the leftl at which certain elements, predicted to ft.Dish in a particular model, are 

ruled out. 

L2 Perturbatm Quamum ChromodJnamlc• 

There are two fundamental assumptions underlying the current perturbatift QCD approaches to 

t/J photoproduction. The first is that the e and ~ quarks of the ll are not present iD the waftfunctions 

of the interacting particles but are instead produced during the scattering process88• That is, any 

contribution due to an intrinsic charmed sea in the nucleon ls ipored. The second assumption 

involfts the distance (mass) scale appropriate to the problem. It is argued311 that if the virtual 

photon fluctuates into a cc pair, the pair will propagate a distance on the order of 

and then materialize after scattering with a nucleon constituent, if the photon's energy is sufficiently 

high. The mass scale of the problem is thus set by me, not Q2, and as<m~) should be small enough 

to justify low order perturbation theory. By allowing the photon and nucleon constituents (partons) 

to interact according to the Feynman rules for QCD and folding in the assumed parton distribution 

functions, cross sections for cc production can be calculated. 

The first calculations•0-•7 of heavy quark photoproduction within this framework assumed that 

the dominant process is the fusion of the photon with a gluon in the nucleon, as shown in Figure 

L2(b). ID this picture, termed the photon-gluon fusion (1GF) model, the scattering amplitudes are 

8 



proportional to aa
9

• AB drnn in Figure L2(b) the 8nal cc state is a color octet, since the exchanged 

gluon is itself colored. To produce color singlet hadrons, at least one other gluon must be exchanged. 

This color rearrangement is assumed to occur with unit probability and not atrect the validity of the 

calculation. 

The assumption that momentum is transferred to the nucleon target Tia the exchange of one 

massless gluon implies that 

and that 

t == (plJ - plJ,'f = m: == 0. 

Here, z = 'P./'P is the traction of the target's momentum carried by the gluon. The z distribution, • 
G(z), and the value of me are inputs to the model. ~he form of G(z) typically used is 

(1- z)" 
G(z) = 0.5(17 + 1) , 

% 
(/.7) 

where 11 = 5, as suggested by power counting arguments48, and where the normalization is chosen so 

that the gluons account for halt of the nucleon's moment.um. The value of me used in the "standard" 

calculation is 

To the extent that the Tariation of m~e + Q2 in the data can be neglected. compared to that of v, 

G(z) determines the energy dependence of the cross section. Its Q2 behaTior is dominated by the 

size of me. 

As thus formulated, the "(GF model describes ~/astic cc production only. While not specifying 

the color rearrangement mechanism limits predictions of TjJ helicity and da/dt, once G(z) and me are 

specified, definite predictions411 - 51 for O'T(Q2,v), O'L(Q2,v), and dO'/dm~e are obtained. To restrict 

its predictions for inclusive cc production to particular bound states, such as the ¢, an additional 
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usumption38, known u semi-local duality (SLD), i1 required. It i1 prescribed that Ul1 bound state 

cross section is found b7 integrating da I dm~, from the lower kinematic limit of 4m~ to the threshold 

for open charm (DD) production 4mb, divided b7 the number of states f in that range. It is 

unfortunate that an experiment restricted to .P production complicates a test of fundamental short 

distance ideas with that of the semi-local dualit7 usumption. Taken literall7, SLD predicts that 

each cc state will be photoproduced equally, regardless of its spin and parity. Then / and ce-.; 

a
5

( m~e) will uniquel7 determine the normalization of the calculated cross section. Typically / 
e~-• 

is taken u r - t· We will use t iD our "standard". calculation. as is calculated via 

2 121" 
as(m ) = (33- 2n)ln(m2/A2)' (/.8) 

with the number of active flavon n = 4, and the empirical scale parameter A= 0.5 GeV. Then 

cr5(m~) ~ 0.4. We compare the ,.,or model described by Reference 50 and the above usumptions 

to the experiment's data on elutic f/J production. A less dogmatic approach52 takes / as an a 

priori unknown parameter proportional to the density of cc states near the T/J and hed by the 

experimentally measured cross section. This conceptual retreat allows the remaining fraction 1 - / 

of the cross section below D threshold to appear iD the open charm channel, rather than iD t/I, x. 

or fie states. 

The predictive limitations of the ,OF approach can be viewed as the unfortunate by-product of 

the desire to make the calculation tractable. With the above assumptions, simple integral formulae 

for the differential cross sections are indeed aftilable"8•50 • More recently, boweftr, attempt.153-511 

have been made to calculate non-diJrractive and inelastic cc production within the same framework · 

by considering specific subprocesses that are second order in a 
5

• While the earlier of these53- 58 

limited their attention to manageable subsets of the second order diagrams, the most recent57•511 

by D.W. Duke and J.F. Owens encompass the complete set of subprocesses shown80 in Figure 1.4. 

In this general case inelastic T/J production occurs when a hard gluon or light quark appears iD the 

tlnal state. Elastic cc production is treated as one kinematic limit of all cc production, deflneable 
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by whatner cuts an ei:periment might ue to isolate an elastic sample. The duality usumption 

desribed abaft is used to restrict the mode] to t/J production, and while two gluon diagrams are 

included iD the calculation, it is still not required that the c~ system form a color singlet at the 

perturbative level- the color rearrangement being accomplished by soft. gluons with unit probability. 

The algebraic dimculty in this general approach, involving 12 interfering amplitudes, necessitates a 

computer generated solution with graphical presentation of results. Both this fact and the recent 

nature of the calculation have prevented us from comparing our data with this model in more than 

a passing fashion. 

A calculation58 of inelastic t/J photoproduction through the 6 QCD subprocesses shown iD Figure 

l.4(aHc) hu been presented by E. Berger and D. Jones. Analytic ezpressions for the dilft'erential 

photon cross section are given as a function of v, the square of the t/J's transverse momentum 

with respect to the incident photon direction, r..L.• and the elasticity, z, deJlned as (E'f,)10.Jv. 

These predictions will be labeled as "1g - f/Jg" in the following ten. In addition to the choice 

of fundamental subprocesses included, certain conceptual ~erences exist between the 1g - rJJg 

calculation and that of the recent eJ:tensions of 1GF. The first question is whether or not color 

must be conse"ed at the level of the perturbative calculation. Instead of allowing unspecified final 

state interactions involving gtuons to produce the color singlet hadrons, as in 1GF, the 1g - rJJg 

calculation abandons the semi·local duality prescription in favor of a representation of the flnal cc 

state by a definite color singlet, JP= i- wavefunction, normalized to produce the correct t/J leptonic 

width f(t/J - e+e-). Secondly, it is claimed by Berger and Jones that the use of perturbative QCD 

ror t/J production is only applicable when both gluons iD the process are hard enough to both justify 

the me or a parton model of hadron constituents and allow specific hadronic es:clusive channels, such 

as 1N - 1'JN or 1N - t/JN•, to be ignored. By placing conditions on the square of the momentum 

transfer to the nucleon, !ti > 1 Gev-2, and the mass of the state recoiling against the t/I, mx > 2 

GeV, similar to restrictions placed on the parton description of deep inelastic scattering, they limit 

the claimed region of validity of their own result to the elasticity region z < 0.9 and suggest that 



all purely elastic calculations are innlid. 

The 'Tg - fig calculation uaumes zG(z) ,_ 3(1- z'f, m
1 

== O, m11 -= m./2, and a
8 

,_ 0.3. 

ID this form it is compared to the inelastic fl production results from this ezperiment. Despite the 

abcrte noted differences, to flnt order, escept for overall normalization and the shape of rfl<1/dzdii. 

at high z, this model's predictions are qualitatively consistent with those of the generalized -yGF 

calculations . The conclusions drawn from comparing data to it can be considered as applicable to 

the general perturbative QCD approach. 
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IL APPARATUS 

The experiment wu performed in the muon beam at the Fermi National Accelerator Laboratory 

using a newly constructed apparatus specilcally designed for the study .or rare muon induced reac­

tiom, particularly those characterized by having more than one muon in the 8nal state. Data were 

taken at an average incident beam energy of 214 GeV, with typical flues of l-2x 108 muons/sec. 

The detector, which also sened as the target, is shown in Figure Il.l. It consists of 90 magnetized 

steel plates of dimensions 8 ft x 8 ft x 4 in, instrumented with both plutic scintillator counters for 

triggering and calorimetry, and multi-wire proportional (PC) and drift chambers (DC) for tracking 

muons. The magnetic Beld of 19.6 kG is excited in the vertical direction by a coil run through 

vertical slots cut into each plate. 

The Fe plates are arranged in 18 groups of 5 plates, called modules. Behind each module 

is a PC, measuring coordinates along 3 axes - parallel, perpendicular, and diagonal (z, 11, and u, 

respectively) to the bending plane of the magnet, and a DC, providing better resolution in the z 

direction. After modules 4, 6, 8, ... , 18 are banks of 12 plutic scintillaton for counting Bnal state 

muons and triggering the apparatus. Mounted behind each of the Brst 75 steel plates is a large 

plutic scintillator; these counters sene u hadronic calorimeter and vertex detector. AD elevation 

view of one module of the apparatus is shown in Figure Il.2. 

The most important features of the apparatus for the f/J production study are the distributed 

nature of the steel target, the non-toroidal geometry, and the full sensitivity of all detectors both 

inside and away from the beam region. The 8.rst 14 modules serve u target for the experiment. 

Muons arising from interactions in these plates are detected and meuured by that part of the 

apparatus downstream of the vertex. The use of steel u the target medium is dictated by the desire 

to have a high integrated luminosity for the study of rare processes. By distributing the target 
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Ulliformly throughout the apparatus this is achieved while maintaining a high event acceptance that 

varies only slowly with outgoing muon scattering angle. 

Because r T(Q2),.,, 1/Q2, the beam muon in most µN - µtf;X events tends to scatter near 

the forward direction. Since the PC, DC, and counter systems do not need to be deadened in the 

beam region to handle the a'Vailable flu or muons, the scattered muon ("spectator"), as well as 

the f/J daughter muons, can be used in the trigger and tracked in the spectrometer. This results in 

an acceptance that is approximately lat in Q2 (Sec.m.4.3). Moreover, by measunng the momenta 

or all lnal state muons magnetically, as well as ·the energy Ex or any hadronic shower, a one 

constraint It can be applied to the event kinematics, improving the spectrometer's 11 resolution at 

low 11 (Sec.m.3.3). 

These features make the apparatus unique and well suited tor the study or multi-muon physics. 

A description or the beam system, the various subsystems or the apparatus, and the f/J event trigger 

follow. 

ILl The Muon Beam 

The 400-GeV beam or the Fermilab proton synchotron was extracted and focused on a 30-cm 

aluminum target to produce high energy pions and bons. These secondaries were focused into 

a 400-meter evacuated pipe where tr, K - µ11 decays occurred. Resulting muons or the desired 

energy were then extracted into the Nl beam line and transported to the muon laboratory, where 

the Chicago Cyclotron Magnet (CCM) bent them into the MMS. 

The beam optics have been described in detail elsewhere81 • Briefiy, tour sets or dipole magnets 

were used for the initial momentum selection, the minimization or muon halo (i.e., muons that 

have been bent or multiple scattered out or the beam line yet penetrate into the muon laboratory), 

and the ll.nal momentum determination. Hadron contamination was minimized by the use of 23 

meters of high density polyethelene ( C H
2

) absorber. One triplet or quadrupole magnets (immediately 
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downstream. of the production target) and three quadrupole doublets focused the beam through the 

nrious apertures and onto the MMS. 

The design resulted in a muon momentum acceptance of ±2.5% and a low (7r/µ ....., 10-7) 

hadron beam component81 at the e:ipense of muon intensity and halo. Multiple scattering in the 

CH
2 

absorber was the primary cause of the beam halo. There were as many halo muons outside as 

there were beam muons inside the 8.0 inch high by 13.5 inch wide aperture deflning the beam at 

the apparatus. The yield of positive (negative) muons per incident proton was....., 10-7 (! x 10-7). 

Typically, 1-2x 1013 protons were extracted onto tile production target during a 1 sec period ("spill") 

every 10 sec:. The resultingµ+ intensity for beam passing all vetoes was 1-2x 108 muons/sec. 

The system used for de8ning the beam and measuring its momentum is shown in Figure Il.3. 

In order to maintain the possiblity of simultaneously running an upstream. e:1periment using the 

CCM, the MMS was installed at an angle of 8 mrad with respect to the beam as it entered the muon 

laboratory. The CCM field integral was set to supply a compensating bend to the beam. Thus two 

magnets were available for beam momentum determination - the CCM and the last set of dipoles 

(0104) of the beam line. 

Beam :: coordinates upstream. of the CCM were measured by 2 sets of 2 PC's bracketing the 

0104 magnets; y coordinates were measured with 2 PC's downstream. of OH>4. These were identical 

6 inch by 6 inch uni-directional chambers employing 2 sets of ofl'set wire planes. The wire spacing 

was 2 mm; the ofl'set was 1 mm. Each chamber had a corresponding hodoscope of sis 1 inch wide 

plastic scintillator counters (BB), aligned so as to shadow groups of PC wires. An eight segment 

open center •Jaw" counter (V
1

) immediately downstream of the last 0104 magnet was used to tag 

events where a beam muon might have scraped through the magnet aperture. 

In the area immediately upstream. of the MMS were another set of counters and PC's for beam 

defln.ition. Two multiplane (::, y, and u) PC's provided spatial information. These chambers were 1 

meterx 1 meter in area with 2 mm wire spacing. E:1cept for sharing adjoining cathodes, the chamber 

signal (anode) planes were essentially independent and employed voltage sensitive preamplifier-latch 
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circuitry. A large 10 It high by 24 It wide wall (V w> of 64 plastic counten (provided by the upstream 

esperiment E444, a ChicapHanvd-IDinois-O:rlord collaboration) with a 8 It high by 4 It wide 

central opening was used as a beam halo ftt.o in conjunction with smaller overlapping group of 18 

counters (V•) haYing a 9f in high by 14+f in wide beam hole. Pulse height measurements in four 1 

in thick counters (VJ. designed for signal uniformity in the beam area, were used as part of a system 

that vetoed ennts caused by more than one in-time muon . An z-1 hodoscope of 8 vertical and 6 

horizontal 1.55 in wide counters (BB(z, J)) served u the final target for beam alignment. One and 

only one count wu demanded in each plane so as. to veto spatially separated but in-time muons. 

Finally, a St in high by 121\ in wide counter (BB) prcrrided the final beam definition aperture for 

the esperiment. 

For most of the data reported here the CCM was ran at 3100 amperes with a resulting field 

integral of 5.9686 kG-m. The measured field integral of the D104 magnets was 20.59 kG-m. The 

beam momentum was measured as 214 GeV/c with a ±2% width at halt muimum. 

D.2 The Mapet 

The iron plates used in the MMS were manufactured at a steel mi1182 in five separate •heats" 

of the furnace. The steel wu rolled to a nominal 4 in thickness, and tlame cut to the size of 8 It by 

8 It. The coil slots in each plate were also cut by a computer controlled tlame-cutter and samples 

from the resulting scraps used for measurements of magnetic susceptibility µ. 

A total of 91 plates were used in the spectrometer. These were arranged in 18 groups of 5 

plates with the extra plate (plate 0) placed 10 in upstream of the first module. While this extra 

plate helped minimize magnetic field edge efrects in the spectrometer and absorb incident hadrons 

and delta rays, its use was dictated more by its aftilability than by necessity. Ideally, each module 

would have 1.25 inch gaps between the plates for the calorimeter counters, followed by a 10 inch 

gap for the trigger counter-PC-DC package (Figure n.2): While variations in plate thickness and 
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warping caused Buctuations in these numbers, the wire chamber to wire chamber repetition distance 

was maintained at 35.000 ± 0.016 in. Substantial design effort was expended in minimizing this 

number, as it controls both the average density of the spectrometer (and thus susceptibility to''" K 

meson decays) and the maximum Q2 accepted. Measurements of each plate's spatial parameters and 

magnetic susceptability were taken and the modules assembled so that they would be as identical as 

possible. The mean plate thickness was 4.040 in. The entire spectrometer weighed approximately 

4.32x 1<>5 kg or 475 tons. 

The coil slots (Figure II.4) were designed83 to.maximize the uniformity of the vertical field in 

the central region of each plate covered by the wire chambers (41.5-in wide by 71.2-in high). The coil 

itself was composed of 18 turns of 0.75-in square water cooled copper. Each 9 by 1 turn package was 

pulled to the outer cornen of its slot by banding straps and interconnected so that current flowed in 

both upper and lower loops with the same sense of circulation. The coil power supply was operated 

at 4000 amperes (60 volts), driving the iron well into its magnetic saturation region and producing 

a field in the vertical direction. The sign of the field was periodically (- once per day) reversed to 

minimize the effect of any systematic left-right difference in the apparatus. 

The components of the magnetic field in the z-y plane of each module were mapped using both 

Hall probes and a rotating flip-coil. In addition, measurements of the induced voltage in flu loops 

wrapped in 12 orientations about each module when the magnet supply was ramped from -4000 

amp to +4000 amp provided absolute field normalization and constraints on the field map. One 

large flu loop around the entire magnet gave the overall field normalization for the experiment. All 

measurements were constrained to satisfy Maxwell's equations and a detailed field map produced.83 

The average field was 19.65 kG, implying that each module provided a trannerse momentum kick 

of 0.300 GeV /c. The field was uniform throughout the fiducial region of the spectrometer to 3% and 

mapped to 0.2%. Unconstrained Ots to the "1 peak of the dimuon mass distribution (Sec. llL3.5) gave 

m., = 3.090± 0.010 GeV, giving independent information on the accuracy of the field measurement. 

Since three consecutive banks of trigger counters are required for the t/J trigger (Sec.II.5) only 
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the first 14 modules (and plate O) are availabl,e as a target. The total amount of target material in 

this region i1 5.6 kg/cm2• Given the total number of incident muom in the data presented here, this 

corresponds to an integrated luminosity of L - 1000 events/nb. Additional ftducial cuts in z (Sec. 

ID.5) in the f/J data analysis reduce these numbers slightly. 

IL3 ne CalorimNr 

The use of sampling calorimeten for the measurement of hadronic energy in inelastic seattering 

events has been widespread.84 The combination of the 4-in thick Fe plates and plastic scintillator 

employed in this esperiment is typical of such devices. The technique in'TOlves sampling the number of 

particles along the length of a shower induced by the primary hadrom produced in a muon interaction 

and calibrating the total number seen versus energy. The primary figure of merit is its resolution, 

generally parameterized as '1(E)/ E ~ a/../E, where typically a,.., 1. Design considerations include: 

high average calorimeter density (to prevent decays occurring before the hadrons interact), number 

of samples obtained (thickness of shower medium), transverse size of counten (to minimize leakage), 

and the spatial uniformity, efllciency, time st.ability and dynamic range of the counters. 

In this esperiment we use 31.5-in high by .fa.in wide plastic scintillation counten mounted 

after the ftrst 75 steel plates of the apparatus. They are read out on one side with RCA 6655 

photomultiplier tubes mounted on ~in long ultra-violet absorbing (UVA) triangular light pipes. 

Counter spatial uniformity was measured with both cosmic rays and a source and found to be 

between 15 and 30%. Adjacent count.en were read oat on alternate sides of the beam to further 

enhance uniformity. Shower leakage, given the muon beam's transverse dimensions, was determined 

by simulating inelastic muon scattering and shower propagation and found to be less than 10%. 

The same simulation indicated that only a 10% improvement in resolution at high energies would be 

obtained by sampling every 2 inches. By taking signals from both the anode and last dynode of each 

phototube, amplifying the former 25 times, and measuring the signal on each with a 1024 channel 
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LRS 2249 analog-~gital conftrter (ADC), we could detect from 1 to 1500 minimum ionizing 

particles in each counter. The sensitivity in the high resolution ADC was suJllcient to allow us to 

use the difference between 1 and 3 minimum ionizing particles as a tool in determining the z ftrtei: 

location of elastic fjJ events. An amplifled output signal was also used u part of the hadronic shower 

requirement in the experiment's di-muon trigger, described in detail in Reference 65. 

The calibration of the calorimeter is described in Sec DI.3.2. When complete we find that 

crl.E)-= 1.SJE( GeV), with a minimum ftlue for" of 2.S GeV. 

D.4 The Trimaoa. Trigger 

The experiment ran with three simultaneous eftnt triggen, basically corresponding to the 

number of muons obse"ed in the final state, as well u a trigger which gathered a sample of beam 

particles for later use in simulations. The single muon triggerH was used to inft!tigate deep-inelastic 

muon scattering at high Q2, while the dimuon trigger's85 primary physics motivation was the virtual 

photoproduction of promptly decaying charmed mesons. The dominant processes contributing to 

the trimuon trigger were fjJ production and the electromagnetic production of muon pain (so called 

muon tridents) by either bremsstrahlung or Bethe-Beitler graphs (Figure Il.S). 

Each trigger hodoscope consisted of 12 counten S
1

_
12 

(Figure Il.6) mounted on a half inch 

thick aluminum plate. These were bolted flush against the downstream side of the last plate of 

modules 4, 6, 8, 10, 12, 14, 16, and 18 and centered on the beam. To be identifled as a muon, 

a particle had to be seen in 3 successift hodoscopes, passing through a minimum of 80 inches, or 

12 absorption lengths, of steel. Counters S
4

_
1 

(S
3

, S
10

)are I.SS (5.98) inch high "slat• counters, 

responsible for counting muons and acting as a beam veto for the single muon trigger. Each is 

41.S-in long. s
1
•
2

•
11

•
12 

are 23.8-in high by 20.75-in wide "paddle· counten; hits in these counters 

are required for the single muon trigger. Note that the use of horizontal slat counters in the beam 

region limits the study of multimuon states to those where the produced muons separate enough in 



the ftrtical direction. Eftnta where the incident muon scatten, or the f/J decays, In the horizontal 

plane are not detected, thus substantially reducing acceptance from the full 41"·. While the fact that 

the magnet bends muons in the horizontal plane makes ftrtical scattering a necessity for the single 

muon trigger, it is not a fundamental constraint on multimuon triggering schemes. 

The efBciency of each individual counter was measured in the ol'-line analysis. The slat counters 

were found to be > 99% emcient. The paddles were seen to haft an emciency e which varied linearly 

with distance cl from the phototube. This was parametemed as 

E = 0.88 + (36 - cl(inches))0.0033 

for each counter and used in the Monte Carlo simulation of the apparatus. 

The simplest trimuon trigger for the apparatus would haft merely required that 3 separate 

counters fire In 3 hodoseopes. Unfortunately, the copious production of low mass electromagnetic 

tridents forced us to implement an additional opening angle criterion. Basically, we require that by 

the time the 3 muons reach the second (and third) of three consecutift banks of counters participating 

in a trigger, they separate enough so that at least one 8red counter is not adjacent to the other two. 

It a paddle counter is inTolftd in a trigger or if more than 3 counters haft Bred, the non-adjancency 

requirement is dropped for that hodoscope. Figure n. 7 shows the tormation of the trigger in detail 

for one bank, numbered i, i == 1-8, and the defln.ition of '1~; and '1~.it;· The trigger tires when 

one or more of the 6 possible subtriggers, '1~; • '1~tl; • '1~'t1;, is sat.isled. Figure Il.8 shows the 

spectrum of muon pair muses tor the ezperiment under slightly more general cuts87 than those used 

in the present analysis. The combination of bite width counters and the abon trigger algorithm 

successfully turns oftr the rapidly climbing distribution as m ,.+,.- goes to zero. 

The total data aquisition rate for the trimuon trigger was 15 x 10-• per incident muon. Bowenr, 

only a part of this was due to physically interesting processes. Random coincidences between 

multiply-hit hodoscopes were responsible for appro:rimately a third of the data taken. Muons are 

continuously losing energy in the spectrometer. Both knock-on electons (delta rays) from the last 
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bit of steel before a hodoscope and small electromagnetic showen along a track can cause multiple 

counts in hodoscopes. These are uncorrelated from module to module but occur with suJBcient 

probability to substantially contribute to the trigger rate. Shower punch·thru from single or dimuon 

events also contribute to the spurious background at a lower level. 

D.S The PC-DC Synem 

Muon tracking in the spectrometer was accomplished with a system of 19 PC-DC pain. These 

chamben were mounted behind each of the 18 magnet modules and plate 0. The (z, 71, z) origin of the 

spectrometer coordinate system was located at the upstreammost PC. Both the PC's and DC's were 

designed to be as thin as possible, thereby minimizing the inter-module gap and overall spectrometer 

length while maximizing the spectrometer's average density. Each PC measured coordinates in the 

z, 11. and u directions. Proportional chamber wire spacing in the z, or magnet bend plane, direction 

was chosen so that momentum resolution for average length tracks would be comparable to that 

caused by multiple coulomb scattering (MCS) in the steel plates. The DC system provided improved 

z spatial resolution so that the same MCS momentum limitation could be maintained for shorter (4 

chamber) tracks. Each chamber was fully active over its entire area, including that occupied by the 

beam . .A5 mentioned previously, this simplifies analysis of low Q2 events. The PC signals were used 

to resolve the two-fold ambiguity inherent in the DC readout. 

D.S.1. PC Coanruciloa 

Each proportional chamber (PC) consisted or an anode plane of vertical wires, measuring the z 

coordinate, bracketed by two wire cathode planes. These were strung at 90 degrees and 60 degrees 

with respect to the vertical wires, measuring they and u coordinates, respectively. The u coordinate 

was used for determining which z and y points should be paired together and provided an additional 

position measurement in case or non-unit efB.ciency on the other planes. 
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The anode, or sense, plane was compoeed of 336 gold plated tUDpten wires 20 pm in diameter 

spaced eTery 0.125- in. Each wire was de coupled to a comparator circuit, whose ampliJled signals 

were delayed l'ia 200-400 ft of Ansley ribbon cable and latched for events satisfying a trigger. The 

cathode planes were constructed of 3 mil diameter Be-Cu wire spaced every 0.050 inches. Consecutive 

groups of 4 wires were ganged together and ac coupled to the input of a centerft.nding - amplifier 

circuit. The Lorentzian shaped charge distribution induced on the cathode plane of a PC causes 

each wire to have the same sign TI>ltage pulse - a problem not found on the sense plane. Rather than 

simply using a TI>ltage comparator with a set threshold level, thus playing detection eftlciency against 

pulse pair resolution, the design chosen (Figure Il.9) essentially_ takes the second derifttive of the 

charge distribution to convert signal polarity in the central region of the pulse to the opposite of that 

foUlld on the remaining wires. In this scheme there is one output channel driving a comparator-delay 

linealatch circuit for every two input channels. The plane measuring the 1 coordinate had 176 such 

output channels, while the 11 coordinate plane used 192 channels. 

The chamben were constructed out of Nema-GlO layen, bolted on 47.5 in wide by 96 in high 

by ~ in thick aluminum jig plates and covered on the outside with 1/16 in aluminum sheets. The 

jig plate and mylar sheet formed a gas barrier; both were kept at ground potential. The jig plate 

was equipped with two vertically oriented 72 in x 2.5 in x 1 in thick aluminum support ribs and two 

horizontically oriented 46 in x 3 in x 1.5 in aluminum support ribs for flattening the chamber affter 

wire tensions pulled it out of shape. The inner (outer) chamber dimensions were 41.5 in x 71.2 in 

( 47 .5 in x 83.2 in). There were two symmetrically positioned dowel pins on the 3 in wide vertical 

rrame memben and one on each 6 in wide horizontal member to locate the chamber. The sense • HV 

plane separation was O.~in, while the HV plane· jig plate, gas window separation was 0.555-in. 

The ditrerence in these numbers comes rrom the ract that the wire sense plane cannot be treated 

exactly as a continuous groUDd plane ror the purpose or balancing bulk forces on the HV planes. 

Instead, ir a is the sense plane wire spacing, d the sense wire diameter, and L the senseaHV plane 

separation, the HV plane-true groUlld plane gap L' required for electrostatic equilibruim on the HV 
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plane is 

The sense-RV plane spacing L wu eet to optimize 11 and u plane spatial resolution, once the basic 

channel spacing {0.400-in) was fixed (by cost considerations). Since L d'ects the width or the 

induced chwge distribution, it can be tuned so that the probability or 1lring either one or two output 

electronics channels is equal. Then the intrinsic ~lution pwameter or the plane corresponds not to 

the output channel width or 0.400-in, but rather to the input channel width or 0.200-in. The sense 

{HV) wires were strung at a tension or 60 g {150 g), appro:iimately 2/3 or their elastic limit. Four 

double-sets or nylon wires interwoven across those or the sense plane provided protection against 

wire to wire electrostatic instabilities. Each plane used se'ftral larger diameter (5 mil) wires near the 

frames to aToid regions or abnormally high field. The gas used was "magic gas II"' a blend or 60% 

argon, 35% isobutane, 4.7% methylal, and 0.3% freon, by number or molecules. Aftrage operating 

Toltages were between 5.0 and 5.7 kV. The readout S)'!tem was gated on tor a period or 70 nsec 

when a trigger was satisfied. 

Besides minimizing cost and oftrall thickness, getting intormation on 11 and u coordinates from 

the cathode plane wires or a chamber whose anode wires measure :z, rather than from other separate 

anode plane chambers, simplified track finding by eliminating the need tor knowing the track slope 

before matching :z, 111 and u coordinates together. For the cathode readout chamber all measurements 

are automatically referenced to the z position or a single electron avalanche, independent or track 

direction. 

Chamber resolution on the sense plane was equal to 900 µm, appro:iimately 1/./12 or the wire 

spacing. Cathode plane resolution reflected the 0.200.in semi-channel spacing or the electronics, as 

described above, so that <7(y or u) ~ lSOOµm. Chamber efBciency was measured in the off-line 

analysis by finding tracks and e:iaming whether or not a particular chamber contributed. It was 

round that ef!lciency varied with track position in a form parameterized by 



( ) - 6 _,.,,,., 
E .. :r, f - Cl •• - •. e , ., ., ., 

where r. is the radial distance of the point (:r,r) from the beam centroid in chamber number;, and 
1 

i =- z or y. Thus a .. is the muimum chamber ellciency far from the beam and (a .. - 6 .. ) is the ., ., ., 
chamber ellciency in the beam; r .. determines how fast the transition occurs. These parameters were ., 
measured forµ+ andµ- numing separately, as lower beam intensity improTed em.ciency somewhat, 

and included in the MC simulation of the spectrometer. The aftrage ftlues (over-chamber number) 

and root mean square (rms) deviations of a., 6 ., r. forµ+ and µ- data are shown in Table Il.l. Poor • • • 
induced plane ellciency in the beam area increased the dillculty of the track finding substantially. 

This minimum ellciency systematically improfts with distance from plate 0, since the beam is 

spreading as it scatters in the magnet steel. 

Il.5.2. The Drift Chamber S1nem 

Each DC consisted of one plane of 0.75-in wide cells, actift oftr a 42-in wide by 72.S-in high 

areL The drift cell geometry and other construction details can be foUlld in Reference 65. 

The DC readout system involftd the use of senn 8 input channel time-~digital conftrten 

(TDC) per chamber and a 120 MHz clock. Each TDC could latch up to 4 signals arriving within 31 

time bins of the trigger logic start pulse. By distributing each DC wire in a group of 7 consecutin 

wires to a different TDC it was possible to avoid overloading any given digitizer with beam related 

hits. The readout system is described more thoroughly in Reference 68. 

The DC system was foUlld to han a resolution of better than 250-µm and an em.ciency in the 

beam greater than 98%. Multiple DC hits occuni.ng in the 300 nsec trigger gate were sorted using 

information from the PC system. 

:U.8 Data Acquilitlon 

The data acquisition system consisted of a PDP-15 computer reading trigger-latched information 
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from the hardware via a CAMAC interface. The total trigger rate was approximately 25 x lo-e per 

incident muon; typically 50 events were recorded on magnetic tape each spill. Total dead-time from 

all causes (including all beam vetoes) was 50%. Readout related deadtime was only 10%. A major 

part ot this 10% was due to electronic noise problems in the CAMAC interface which prevented us 

trom using its double-buJfer capability. 
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ID.ANALYSIS 

From January to June 1978 a total ot approximately 4x 1011 muons were incident on the MMS. 

The data reported here correspond to a sample of 0.6x 1011µ- and 1.8x 1011µ+, 80% of the ueable . ' 
tot.al. The remaining nents are sWBciently lawed by equipment abnormalities to make analysis 

uncertain. For 60% (40%) of these events the MMS magnetic leld was in the +r (-y) direction. 

While the incident beam energy was 214 GeV, the average energy of an interacting muon was 209 

GeV, due to dE/dz losses in the spectrometer. 

Approximately 1100 data tapes, containing 1.2x 108 triggered events, were written. These were 

divided into 14 basic analysis units, each consisting of runs taken at roughly the same time, having 

the same beam muon sign and MMS magnet polarity. Beam and calorimeter calibration constants, 

wire chamber alignment constants, and apparatus acceptance were determined separately for each 

group. The average ftlues of the main kinematic T&riables and the f/J yield per incident muon were 

evaluated separately for each group and found to be consistent. Of the 7.2x 1<>5 trimuon triggers, 

I.Ox 1<>5 satisled the analysis criteria (Sec. IIl.1) for true trimuon nents. After choosing one of the 

beam sign flDal state muons as the spectator (Sec. m.3.4) one can plot the mass distribution of the 

remaining opposite signed pair (Figure Il.8). This plot reTeals a clear peak at the t/J mass containing 

6700 events. Setting cuts that insure an accurate measurement of the apparatus acceptance reduces 

this sample to 4375 events. 

These events are classified as either elastic (2625 events) or inelastic (1750 events) based on 

the amount of energy E 
1 

that is seen in the calorimeter in a region surrounding the interaction 
ea 

vertex. Figure m.1 shows the distribution of E 
1 

and the cut at 4.5 GeV which deflDes the two 
ea 

samples. Apparatus acceptance was calculated for each sample by separate, though similar, Monte 

Carlo (MC) simulations; results for each will be presented separately. The reason for this apparently 



arbitrary diTision of events is historical: at the time results were first being prepared the only 

production models al'Bilable were those of VMD and -yGF, both of which pertained only to elastic 

events. Quantitative comparisons required a sample consistent with Eclll = 0, which, given the 

calorimeter resolution, the 4.5 GeV cut satisfied. The later publication of inelastic t/J production 

models seemed consistent with the concept of maintaining separate samples defined by the same 

cut. Using the final MC simulations (Sec.ID.4.2 and ID.4.3) the (appropriately normalized) integral 

distributions J~00 P. 
1 

•. (E 
1
)dE 

1 
and J': . P 

1 
•. (E 

1
)dE _, were examined as a function of •tt• u.IC c• c• - • u.IC c• c-

Ecw,· As seen in Figure m.2, defining Ecw1=4.5 GeV minimized the need for a resolution induced 

smearing correction between the samples. 

Two problems are created by this method, due basically to the fact that the apparatus remains 

a deTice best suited for inclusive t/J production rather than one capable of studying the final state in 

detail. The first is artificial-the relative normalization of the samples. This is discussed in Sec.IV.I 

and does not dect the total t/J production cross section. Second, and more important, is the difftculty 

of identifying events near E , as "truly elastic" or "truly inelastic". Its greatest efl'ect is on the cw 

elasticity (z) distribution of the inelastic sample (discussed in Sec.V.l), where it creates a systematic 

error for points above z > 0.7, as the concept of an '"inelastic event" at z - 1.0 is something of 

an experimental contradiction in terms. Operationally, these di11lculties could have been solved by 

modeling the entire t/J sample with a single simulation, whose results could then have been cut to 

meet whatever theoretical constraints were needed. Not using this method is probably the single 

largest shortcoming in the analysis. 

Below we describe those steps that mu.st be taken to convert the raw information on the 

primary data tapes to acceptance-unfolded diJ!'erential cross sections. Major topics include track 

finding, momentum fitting, and the acceptance measurement. Included under these headings at 

the appropriate point are discussions of the definitions, calculations, calibrations, and cuts used. 

A discussion or the effects that might contribute to a systematic error in the results concludes the 

section. 
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m.1.1 Tnck fllldlng 

Candidate track segments were formed at the downstream end of the spectrometer and projected 

to upstream chamben. Additional points inside a carefully defined search window were then added 

to the track and used to adjust further projections. Actual track formation wu done only with 

MWPC information; DC coordinates were added to each track after reconstruction was complete. 

The finding process coupled z and 11 spectrometer 'riews by placing greater importance on z-11 pairs 

of points which had confirming hits on the u plane (z-y-u matches or "triplets") than on otherwise 

independent z and 11 points. Successift projections of the scattered tracks proceeded up to the 

MWPC downstream of the calorimeter supplied ~ 'Vertex position. As triplet points were added to 

tracks, they were deleted from the available pool of points; the track finding process ended when the 

pool of points wu su11lciently exhausted. Accepted tracks were required to haft at least 4 z-points, 

two of which were triplets. A detailed description of the method can be found in Reference 65. 

JU.1.2 Vertiz Flllcllng wWa the Calorimeter 

Two methods were used in finding the "Vertex position z. of an eftnt satisfying the trimuon 

trigger. When E"' < 36 GeV a mu:imum likelihood approach was used to find the small step in 

pulse height expected from a change in the energy lost by one and three minimum ionizing particles. 

For eftnts with Ee., > 36 GeV a search was made for the counter with the mu:imum pulse height. 

Approximately 90% of the eftnts employed the muimum likelihood method, which requires as 

input the parent pulse height distributions for one and three minimum ionizing particles. For the 

one muon case these were measured for each of the 75 counters j using beam sample events. After 

the mode was normalized to one "equivalent particle" (e.p.), 8ts to each distribution were made to 

flnd P~(n), the probability of obse"ing n e.p. in counter j from the passage of 1 muon. Typically, 
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The average three muon pulse height distribution was found using calorimeter information in a 

sample of handpicked trimuon events. P3(n) was flt to a gaussian whose mean was 4.17 e.p. and 

standard dmation was 1.54 e.p. The vertex was found by evaluating Lie, the logarithm of the 

lildihood function for a vertex in the steel plate before counter K, 1 S K S 75, 

and flnding the muimum. The method worked well for clean events, but could be fooled by small 

electromagnetic showers hitting a number of consecutive counters and creating a second peak in L1e. 

The statistical error assigned to z., was typically 1 plate spacing divided by ./12, or 3.7 cm. When 

tnck information implied an incompatable result for z.,, the calorimeter vertex was dropped from 

the flt. 

When the calorimeter signal is large, vertex finding is easier. Basically, the counter having the 

largest pulse height is found and a decision made on whether or not to move z., slightly upstream 

to account for shower development. If A is the muimum pulse height, for each counter k, the 

algorithm calculates N,,,. the ditrerence in the number of upstream counters with pulse height less 

than and greater than O.OSA.. The middle of the plate having the maximum value of Nie is chosen 

JIL2 Moment.um FliilDg 

For each track candidate in every event the track finding program supplied an array containing 

the best :z and/or y PC coordinates found (if any) and the two best DC coordinates attached (if 

any). It was the responsibility of the next program to determine which tracks were consistent with 

a common vertex, the position or the vertex, which track candidates were actually parts or the same 

track - broken by a large angle scatter, which points supplied for a given track truly belonged on 

it, and flnally, the 4-momentum or each tnck at the vertex. It used an iterative solution to these 
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problems baaed primarily on rejecting information which would caue an unacceptable x2 ill the 

momentum Jlt. In addition to Jlnding each muon's vertex momentum, ~his Jlt solm for the multiple 

coulomb scattering angles in each map.et module and considered the effects of energy loss. The 

general iterative procedure is described in Reference 67. 

Once the Jlnal vertex position is known, the calorimeter counter pulse heighta around"• can 

be used to Jlnd E ,. Basically, we sum the number of equivalent particles (e.p.) in the 5 counters c• 
upstream and 10 counters downstream of "•' correct for the mean number of ·e.p. expected from 

the muons themselves, and convert the result to GeV using an inelastic muon scattering determined 

calibration. The sum over 15 counters is truncated if we run out of calorimeter, or extended, 

either upstream or downstream, if there is evidence of more sip.al than that expected from the 

obsened number of minimum ionizing muons. While we typically consider E , as a measure of the c• 
hadronic energy seen in an event, having corrected for the mean energy less due to electromagnetic 

processes (i.e. the measured 1 and 3 particle probability distributions discussed in Section Ill.1.2), 

it is nonetheless an all inclusive measurement that might contain an electromagnetic component. 

This may arise from interesting physical processes, such as µN - JJX with x - t/rr, or from large 

fluctuations in dE /dz losses from the mean. 

DL3.2 Calorimeter Callbratloa 

The amount of energy lost by muons in dee~inelastic scattering nents, as measured magneti-

cally by the spectrometer, was used to calibrate the calorimeter. Typically we found that 1 GeV 

corresponded to 6 e.p. The calorimeter's zero level was flne tuned by using samples of t/J events 

with E • < 36 GeY and demanding that the average beam energy equal the average energy seen 
co. 



in both the spectrometer and calorimeter. The resulting rms resolution of the calorimeter a(E) wu 

meuured as -1.Sy'E( GeV), with a minimum value for" of 2.5 GeV. 

IU.3.3 ConRrainlng Event• Klnematic1 with the Calorimeter 

While true in an average sense, the requirement of visible energy conservation in¢ events is not 

automatically satisfied on an event,. by-event basis due to the etrects of resolution or improper analysis. 

When the missing energy E . = E• - (E' +Et+ E-; + E ,>is histogrammed, the resulting m••• c• 
gaussian distribution hu arms standard deviation of 16 GeV. Only events statistically consistent 

with E . == 0 (a(E . ) < E . /2.2) were kept in the analysis. This cut is approximately ...... ...... ...... . 

equivalent to the requirement -34 GeV < E . < 28 GeV. Events satisfying the cut then had ...... 
the momentum components of the 4 muons and E , statistically adjusted so that E . == 0. This 

Cll ...... 

constraint can only be used if all energies involved are independently measured. Its major benefit is 

an improvement in resolution, especially at low values of v. Figure m.3(a) shows the quantity <1(v)/v 

versus v before and after the constraint equation is applied. Figure m.3(b) shows t-he resolution in 

Q2, <1(Q2)/Q2, vs. Q2. Only one curve is presented in this case as no substantial change is induced 

by the E _ constraint . ...... 
IU.3.4 Spectator Algorithm 

To calculate kinematic quantities for ¢ events one of the two beam-sign muons in the final state 

must be chosen as the spectator. If one of the muons has an energy which is more than two times 

that of the other it is chosen, while if this condition is not met, the muon which minimizes the lab 

scattering angle 8v is picked. Monte Carlo studies show that this algorithm is successful 91% of the 

time. It waa designed so that when it did make a mistake, the resulting pair mass m ,.+,,- would 

tend to fall below, rather than above, m~, where the large electromagnetic trident background can 

ameliorate its eft"ect. 

IU.3.5 Background Subtraction; The Di.muon Mui Diltribution 

As previously mentioned, the dominant trimuon background to µN - µ¢X, f/J - µ+µ-is the 
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coherent electromacnetic production of muon pain through the Bethe-Hiether or brellllltrablung 

graphs (Figure Il.5). These events, and any othen due to less important proceslleS (e.g. the virtual 

photoproduction of D meson pain, with both D's decaying to muons), are removed from the f/J 

sample by making a smooth extrapolation of the continuum under the fl peak in the m + mass " ,,-
distribution. Since such a background subtraction is done for each bin in a kinematic variable for 

which a data point is presented, no uaumptions as to how the background varies with any ftl'iable 

need be made. The statistical error presented for any result includes the estimated error in the 

subtraction. 

Figures Ill.4(a) and (b) present the muon pair mass distribution ahem 1.12 GeV /e2 for the 

final sample of trimuon events having Ectll less than and greater than 4.5 GeV, respectively. Since 

the mass resolution u(m + ) - km + , the chosen abscissa coordinate u is logan'thmic. Then " ,,- " ,,-
the bins of equal width each correspond to a constant fraction (- 2/3) of the mass resolution, 

independent of mass. Specilcally, u = ln(m ,,+,,-/3.1) and 4u = 0.06. The curves shown are flts 

to the data of the form 

dN dU == g(u)exp(/(u)) + N"'S(u), 

where S(u) is a unit-normalized sum of gaussian functions, N"' is the sought after number of f/J 

events, and f and g are quadratic polynomials in u. 

The Jltting procedure attempted to solve the the intrinsically non-linear problem in three linear 

steps. First, exp(/(u)) was found by fitting the continuum outside the fl region. Then, for a given 

Talue of N •' the best quadratic polynomial llt g( u) to (rJ.N /du- N "'S( u))/ esp(/( u)) was found. The 

function esp(/(u)) thus removed the rapid Tariation of the data, which typically dropped by more 

than 3 orden of magnitude Oftr the mus range of interest. The best ftlue of N"' was found by 

using it to minimize the x2 of the g(u) flt. The error on N"' was calculated by finding those points 

for which x2 increased by one unit. 

The parameters describing S(u) were bed separately for elastic and inelastic events by op-

timizing them using the total dimuon mass distributions of Figure m.4. Once determined, they 
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were not allowed to vary for any other flt. To describe the inelastic t/J peak required two pussians, 

·each centered at 3.07 GeV/c2, with rms widths of 0.086 and 0.145 and relative areas of 0.63 and 

0.37, respectively. The resulting value of N.,, is 1747 ± 57 events, with x2 = 14.8 for 22 degrees of 

freedom ( df). In fitting the elastic t/J peak two pussians were also required. These were centered at 

3.12 GeV/c2, and had rms widths of 0.080 and 0.127 and relative areas of 0.75 and 0.25. The elastic 

flt also assumed an additional 4.5% contribution to the signal from t/J' - µ+ µ- events, as expected 

from VMD arguments (See DI.5.3). The small shoulder above the¢ peak in Fig. m. 4(a) indicates 

the effect of such a contribution. 

The additional pussian function of larger width in S(u) is a first attempt at describing the high 

mass tail of the m ~ distribution. There may be reconstructed ¢ masses at still higher values 
IA,.. IA-

that would require additional terms to be flt. For simplicity, a third pussian was not added to 

S(u), but instead, an overall correction to the flt N,. wu calculated ard applied in all cases where 

absolute normalization of a result wu required. The correction is determined by graphically fitting 

the background by hand, ignoring the region 2.3 GeV/c2 < m ~ < 4.5 GeV/c2 , and comparing 
IA,..IA-

the result with the flt value. We find that no correction is needed for the inelastic results, but that 

the elastic value of N.,, must be raised by a factor of 1.05. The total number of elastic t/J and VI 

events above background is then 2627 ± 66, where the x2 of the flt was 21.5 for 23 df. 

Finally, as a one-parameter description of the mass resolution, we use the full width at half 

maximum (FWBM) or the¢ peak divided by 2.36. For elastic events O'(m ~ ) = 0.086m + , 
IA,..IA- IA IA-

while for inelastic events O'/m = 0.096. 

lD.4 Accep~ce Calculation 

A Monte Carlo (MC) simulation or ¢ production in the spectrometer was used to unfold 

apparatus acceptance and resolution effects from the measured distributions or the data. Events were 

generated, the muons propagated through the apparatus, and simulated raw information written on 
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tape. These events were then analyzed with the same programs med on the data. The resulting 

distributions of measured l'Viables were compared. to those or the data to produce the ftDal results. 

The MC is composed of two parts: a physics generator and an apparatus simulation. The 

apparatus section, described below, models the beam, the nrious elements of the spectrometer, and 

the interactions of muons with matter. The use of an accurate model in the physics generator of 

a simuJation is important when much of the cross section measurement to be reported lies in an 

area of low apparatus sensitivity, when poor resolution alects the meuurement of rapidly changing 

distributions, when one desires to factor known physics from the results, or when the acceptance 

is a function of several inter-correlated l'Viable. For the purposes of this analysis the third and 

fourth points are most pertinent, although the 8rst does apply somewhat to our total cross section 

measurement. The "known" physics to be factored. out in this case consists of the transverse Bu of 

virtual photons r T(Q2, v) and nuclear physics effects (coherent scattering, shadowing, Fermi motion). 

Differential resuJts will be presented. that are directly comparable with those from experiments using 

real photons and hydrogen targets. The fourth point refers to the fact that, while the simulation's 

dependence on any given l'Viable is factored. out by the pr0ced.ure used to extract flnal results in 

that l'Viable, there is an intrinsic assumption that the data's dependence on any other l'Viable that 

is correlated to the one in question, either by the apparatus or by the physics, is correctly modeled. 

Both elastic and inelastic MC simulations used VMD inspired. phenomenological distributions 

to describe the Q2, v, (tor JJ1), 8, t/>, and z distributions of the generator. An iterative pr0ced.ure 

was used to adjust the parameters in these distributions until the ratio of data to MC events was 

flat as a function of each ftriable. Convergence waa achieftd by the third iteration. The final set 

ot generating functions can be viewed as the best phenomenological ftts to the di6erential results 

presented in Sections IV and V. 

IU.4.1 The Apparatus Simulation 

The MC program used as input the sample of beam trigger events accumulated during each 

data run. These muons were propagated through the spectrometer and interacted randomly in the 



target material of the first 14 modules of the apparatus. The three muons arising from successfully 

generated 'ljJ events were then also propagated until they either left or ranged out in the spectrometer. 

Raw information from the beam system was transferred intact to the MC and information from 

detectors in the spectrometer simulated for each of the four muons. Hit wires in each MWPC 

and DC and hit tri"er. counters in each hodoscope were registered according to the e1Bciencies 

discussed in Section 11.5. The calorimeter was simulated in two ways: counter-by-counter and as a 

whole. Individual counter pulse heights were determined by converting total event shower energy (if 

any) in GeV to a number of e.p., spatially distributed as seen in pion-induced hadronic showers in 

similar calorimeters011 , and incrementing this by the number of 8nal state muons passing through the 

counter. This information was used exclusively for calorimeter z vertex 8nding and for simulating the 

calorimeter part of the di muon trigger. In order to get a measured value of E , for use in constraining 
Cll1 

event kinematics, the total generated shower energy was simply smeared by the resolution function 

discussed earlier. When events passed any one of the three triggers, the raw information was written 

on tape in the same format used by the data, along with the values of the generated variables that 

would later be used for understanding resolution and unfolding the 8nal results. 

Muons are propagated plate by plate using the measured magnetic field map, and taking into 

account the elects of MCS and electromagnetic energy Joss mechanisms. The field map is tabulated 

on a 1 inch grid for one quadrant of the magnet. The same map, up to a normalization factor,is 

used for each module in the spectrometer. The net transverse momentum components Ps and P, 

caused by the many independent small-angle Coulomb scatters are drawn from gaussian probability 

distributions whose standard deviations are given by isj'E'; MeV /c, where LR is the number 

of radiation lengths of material traversed. A pl. tail due to single large angle Coulomb scatters 

is generated according to the Rutherford formula70 modified by the nuclear form factor for iron. 

Energy loss mechanisms considered include µ-e scattering, direct electron pair production, and muon 

bremsstrahlung. 
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JD.4.2 llanlc ITlllt Generator 

Three separate physics generaton were med to model elastic '1 muoproduetion, corresponding 

to the processes: µN - µNf/J with '1 - p+p-, µN - µNf/I with f// - µ+µ-,and µN - µNf// 

with f// - fJ1'1',f/J'I and f/J - µ+µ-. The f// models are simple VMD extensions of the primary 

f/J generator. They contribute relati'vely few nents to the MC sample and are included mostly 

for the sake of completeness. Each generator assumes that o(µN) = r TO'( "TyN), as described in 

Section 1.1.1, and handles the nuclear elects of coherence, shadowing, and Fermi motion in the 

same way. Once an eTitnt is generated on the basis of Q2 and v, ftlues of z, t, 8, and rp are 

chosen according to the distributions listed below. As mentioned previously, because of the iterative 

enraction procedure, the forms of the generating functions med in the flnal version of the MC are 

the best phenomenological fits to the results themselTI!s. Here we compile those results from Sections 

IV and V without explanation and refer the reader to them for more detail. 

The amount of coherent vs. incoherent scattering is bed by the optical model inspired 

expression, 

where the ftlues of be, b
1

, b
2

, and fare those of Fit 3 in Table IV.1. For the purposes of generating 

the MC we assume A,
11 

=- 0.8SA, independent of Q2• This question of shadowing is dealt with 

more fully in Sec.IIl.6.2 and in those sections which describe results that can be alected by it. 

Fermi motion refers to the fact that, for incoherent events, the nucleon targets are not at rest in the 

laboratory. We assume that their kinetic energy T distribution is given by 

"' ,/T dN /dT l + exp((T _ 36)/6.4) for T < 70 MeV, 

"'T-2.1 for T > 70 MeV. 

A transformation to the target rest frame is made, assuming m
11 

= 0.9045 GeV/~ (empirically 

determined for this particular Fermi motion parameterization so that the atomic weight of iron is 

conse"ed), and the incident muon momentum boosted accordingly. 
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The integral of da / dt from t mill to tma gives the cross section for producing events as a function 

of Q2 and v. We have, 

where, 

and 

P(Q2) = (l + Q2/A2)-2, 

S(v) = log10 v/vt1a' 

with 

with 

A= 2.18 GeV, 

vtla = 11.2 GeV, 

The angular distribution W(8, </>)of the'¢ daughter muons is assumed to be 

W(f1,R; 8, </>) = 
6
3 1 

R [(l + cos2 8) + 2ERsin2 8 - '7E sin2 8cos 2</>], 
1 1rl+E 

with '7 = 1.0 and R = uL/u7 = 4Q2/m;. 

For the 11 generators it is assumed that 

u(µN - µNt/I) f(tP' - µ+µ-)Im., 
-----= = 0.38, 
u(µN - µNf/J) f(f/J - µ+µ-)fm 

" 
i1l accord with VMD expectations of the virtual photon-vector meson coupling strength. The 

threshold v,,. is scaled up by the factor (m;., + 2m .. m.,,)/(m; + 2m"m.,). The t/1- 'I/IX angular 

distribution is uumed to be a-waft, and the dipion mus distribution giftn by equation 6 of 

Reference 71. The branching ratios oft/I toµ+µ-, t!Jtr+tr-, Y,tr01r0, and ¢'7 used are 0.009, 0.33, 

0.17, and 0.042, respectively. 

In parts (aHf) of Figure m.s are plots of the MC measured apparatus acceptance (i.e. before 

analysis) as a function of Q2 , the minimum'¢ daughter energy (E...) . , ri.l., cos8 (the polar decay 
.. m1" 

angle oftbe µ+daughter in the'¢ rest frame), the azimuthal angle</>, and the elasticity z = E.Jv. 
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respecti"Rly. The Q2 plot illustrates the advantages of maintaining an acti"Ve region in the beam area 

of the spectrometer. The gradual increase of efllciency E with Q2 is due to the increased separation 

of the muons as the scattering angle increases. The (E .. ) . plot shows how the sensitivity of the 
•ms" 

apparatus drops at low muon energy, due to muons stopping in the spect.rometer steel. Fear of 

modeling this dependence over too large a range causes a cut to be applied (Sec.IIL5) at 10 GeV. 

The drop oft" of E with decreasing z has the same cause as that at low ( E..) . . The cos 8 plot indicates 
•ms" 

how asymmetric muon energies limit acceptance at high values of I cos 81. A3 will be discussed in 

Sec.IV.3, since the function 1 + cos2 8 is approximately flat over most of its accessible range, this 

lack of sensitivity limits our measurement of W(l,f>) and through W, of "L'"T· The acceptance in 

p2J. is approximately flat. The f> plot implies that the apparatus is muimally efllcient for e"Vents 

where all three muons are not coplanar. One should note that while the observed shape of this 

distribution is similar to that reported as an acceptance-unfolded result in Sec.IV.3, its variation is 

3.75 times smaller than that required to account for the obse"ed signal. 

The average efllciency for detecting and analyiing an elastic "' event is gi"Ven by 

# MC events analyied, passing all cuts 
f= . 

# generated psi events 

We find that E = 0.186. Note that this assumes a 3.4% contribution to the cross section from the 

f// - µ+ µ- channel and corrects for it. 

ID.4.3 IDelutic: Eveni Genentor 

At least two diJferent types of physics can contribute to the 1747 ± 57 event inelastic sample 

(Figure Ill.4(b)). One of these is true inelastic '1 production, such as that embodied by calculations 

in which hard final state gluons provide hadronic energy to the calorimeter. II bound cc pairs with 

masses greater than m., are being produced (as expected in the 1GF model), they may decay to 

the ¢(3097) with the emitted hadrons contributing suJllcient energy to the calorimeter to label the 

event as inelastic. These events are fundamentally elastic in nature. They include, for example, 

production of f// and x states where VI - fjnrtr and x - ¢1. It is possible to isolate a sample of 
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truly inelastic events by further cutting the data in elasticity z = E .J E,.,. Became of the limited 

mass ~erence of m., - m• and the peaked nature of the dipion mass distribution in f// - f/J1f'1f' 

we e:s:pect events from that source to satisfy 

where 'Y is the Lorenti boost used to go from the f// rest frame to the laboratory frame. The smaller 

mass difference in x decays will cause these events to be even closer to the elastic edge, z = 1, of the 

data. Calorimeter resolution and the angular distribution of the emitted .P's will smear the resulting 

elasticity about this central value. Tabulated in Table V.1 and plotted in Figure V.1 (as filled 

triangles) is the result of the MC simulation of the f// - f/J1f'1f', t/J'I process described in the previous 

section. By considering separately the data satisfying z < 0.7 we can be assured of including very 

few of these events in the sample. 

The generator assumes that all inelastic scattering is incoherent. As in the elastic case, only Q2 

and v control the probability of an event being generated; every successful event has a value of z, 

p2l., 6, and~ chosen for it. It is assumed that 

and that the t/J decay angular distribution is W( 6, ~ ). One functional form of f( z) is chosen, and 

T(p2.i.), P(Q2 ), S(v), and W(6,~) each iteratively optimiied for both the z < 0.7 and z > 0.7 

regions. We use 

and 

f(z) = z(l - e:s:p(-z2/0.54)), 

T(p2.i.)• o.o72e-1.811 Pl + 0.28e-0•52Pl, 

W(8,~) = l -0.25cos26, 

P(Q2 ) = (1 + Q2 /(3.10 GeV)2)-2 , 

S(v) = v0·115 , 

(///.1) 
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for z < 0.7, and 

for z > 0.7. 

T<Pi)"' O.a&-2.'2,3.J.. + 0.14e-o . .a,~, 

W(l,;)-1 +o.58cos21, 
Pf.Q2)- (1 + Q2/(2.61 GeV)2)-2, 

S(v) - vo.ea, 

We ftnd that the average e11lcieney for detecting and analyzing an inelastic f/I event is: 

(E) •<0.T - 0.120 ± 0.008(1tat.) and (E) •>O.T - 0.185 ± 0.001(1tat.). 

Dl.4.4 Estraetian of Renlt1 

(/11.2) 

The method used for extracting a result y. for the itb bin of the measured (i.e., resolution • 
smeared) variable z. is to calculate • 

(1//.3) 

where D. and MC. are the number of data and MC nents in the bin, and G .,,
0

(z .) is the generating 
• t ,.. • 

fllnction of ftriable z aaed in the simulation, for example P(Q1) or S(v.). Above, z. refen to the 
t • 

average true l"llue of :r in bin i of measured%, found using the MC generated varibles passed along 

with each simulated event. This method unfolds both acceptance and resolution, as well as the eft'ect 

of any function not included in G MC (such as r r(Q2, v)). When comparing theoretical predictions 

which are a fanction of more than one ftriable to results enracted in this manner, those ftriables 

should be set to whatever their average l"llues are for the data being considered. 

The method aaed is optimally designed for extracting the z dependence of the kernel or 

generating function of the t/J photoproduction process. It should be distinguished from measurements 

of the generaJ form (dq(µN - µf/JX)/d:r).) vs. z., where variables other than :rare integrated over • • 
and where phase space, the virtual photon ftu factor, etc. can infiuence the result unless their eft'ects 

are speciflcaJly removed later. Operationally, it is di11lcuJt to properly account for both resolution 
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and acceptance in this latter method as it requires knowing how many paerated MC eTents lie in 

a given bin of a measured nriable, whereas, in general, only events which trigger the apparatus are 

analyud. We use it only for calculating the total cross section, where there is no problem with bin 

edges. 

m.s AnalJ•il Cuti 

Two analysis cuts haft already been mentioned: we require that the nent have two beam-

sign and one opposite-sign tracks attached to the vertex and that the visible energy of an event 

be conse"ed at the level -34 GeV < E . < +28 GeV. A number or other cuts are applied "' ... 
to both the data and MC events to detlne a region in which we are positive that the apparatus 

acceptance is understood and well modeled. We remove badly reconstructed events, and events lying 

in regions where either the acceptance varies rapidly or the MC has explicitly failed to duplicate 

the data. Two tools are used to set each cut: the D/ MC ratio as a function of each variable and 

the number of t/J events lost per cut compared to the amount of background removed. The Q2 and 

v dependences of the D/ MC ratio for events lost are checked to avoid introducing spurious effects 

to the analysis. Ultimately the need for any cut can be traced to an inadequacy in the simulation. 

Known detBciencies include the approximate handling of the calorimeter counter pulse heights {for 

MC events the calorimeter vertex almost always agrees with the track-reconstructed vertex) and the 

lack of chamber hits from halo muons, delta rays, and out-of-time beam muons. 

The cuts applied fall into four categories, having to do with the beam quality, individual 

track quality, overall event quality, and acceptance-sensitive variables. The beam must: 1) have 

a momentum between 204 and 230 GeV/c, and 2) satisfy a 10-cmx ~cm z-y aperture cut at the 

enclosure 104 magnet. The cuts applied to each track are: 1) that the x2 /dl in the tlnal momentum 

flt be less than 4.5 and 2.5 in the z and y directions, respectively, 2) that there be a minimum of 6 

contributing chambers, 3) that there be a maximum of 6 and 4 missing chambers when the found 



track segment is projeeted upstream to the nrtu and downstream until it leaves the spectrometer, 

respectively, and 4) th» the ratio of contributing chambers to total track length (in chambers) be 

greater than 0.45. The cuts on event quality are: 1) that there be fewer than 8 hits in the chamber 

downstream. of plate 0 (to guard against incident showers), 2) that it the calorimeter vertex t1. is used 

in determining the tlnal vertex, the dUference between the track reconstructed z-vertes position and 

t1• be greater than -115 cm and less than +85 cm, 3) that the calculated error on m (usmg· ,.+,.-
errors supplied by the momentum flt) be between 5.5% and 10.5%, and 4) that the three tlnal state 

tracks be suJllciently distinct that they occupy more than a minimum wlume in their 6-dimensional 

:1-p phase space. Finally, we require that the tlnal reconstructed vertex lie downstream. of the center 

of module 1 (z = 44.5 cm) and upstream. of module 12 (z = 977.8 cm) and that each t/J daughter 

muon have an energy greater than 10 GeV. These cuts were applied to both elastic and inelastic 

events. 

The average efllciencies (E) , ~ and (E) . _. ~- tor detecting and anal)"'ing elastic and inelastic ..... , ....... ... 
t/J events were found (Sec.111.4.2 and Dl.4.3) using only MC events with three tracks attached to 

the vertez, (E4) . > 10 GeV, and 44.5 cm<z ··- <977.8 cm. These must be corrected for the ,,... . ....... 
ditrerent fractions of data and MC events that are lost by applying the other analysis cuts listed 

above, if they are to be used to produce a cross section measurement. In the elastic case, there are 

3170.3 data and 13949 MC events before and 2502.4 data and 11245 MC events after the cuts are 

applied, implying that the elastic cross sections should be increased by 

In the inelastic case, we correspondingly have 

Finally, we note that while each E was constant over the above quoted z region chosen for 

the presentation of ditrerential results, the D/ MC ratio for elastic events increased by a factor of 



c = 1.075 in. the more restricted region: 355.6-cm(module 4)< z < 800.1-cm(module 9). Since 
2 

. anal)"&ed ennts from this central part of the spectrometer should be more free of edge e!ects, we 

e!ectively choose this region of z for normalizing the elastic cross section by increasing its value by 

this factor. 

m.s S1nematle Etreru 

m.s.1 Radlatln Corredlon1 

Radiative e!ects (Figure Dl.6) are considered only to the extent that they in.Jluence the relative 

normalization of the elastic and inelastic data samples. Since the range of Q2 /m! in the f/J production 

process is small, corrections to the shapes of the di!erential cross section results presented in Sections 

IV and V have been ignored. 

The normalization correction is due to the mislabeling of elastic events as inelastic when a 

su11lciently energetic real photon associated with the vertex is emitted and contributes to E 
1
• Its 

ea 

size is determined by a separate MC simulation which uses the equivalent radiator approximation72• 

Here, the internal bremsstrahlung from the incident and scattered muon lines (Fig. m.6 (a)) is 

replaced by an external bremsstrahlung from a separate radiator whose length is given by 

3a[ 2/2 ] t = 4; ln(Q m 11)- 1. 

For radiation from the t/J daughter muons (Fig. Dl.6 (b)) we let Q2 - m!+,.- = m;. The diagrams 

of Fig. Dl.6(c), involving virtual photons, are ignored, as they will not contribute energy to the 

calorimeter. 

The radiation has the spectrum 

k(y)dy = (1- 11+3/4y2)dy/y 

43 



where, .. E.,/ E,. is the fractional energy loa in the radiator. In this simplUled treatment the MC 

generates. ennts without regard to the effect of the radiation on Q2 and v; it merely calculates, after 

generation is complete, the probability of each muon to emit a photon ot fractional energy 1 - y: 

P(y . ,Q2) = ~(ln(Q2/m;)- 1)/.
1 

k(y)dy 
"''" ~ , ... 

= ~ID( Q2 /m"2 
)- l)[- Illy . - 5/8 + 11 . - 3/Srf..,,.,.,.] 

~ "''" "''" 

where 11 . was chosen as io-•. Within the constraints imposed by energy consenation, all muons 
"''" 

are handled independently and the total radiated energy loss taken to be the incoherent sum of the 

energies of the (up to 4) radiated photons. The increase in then~ fraction of ennts with measured 

E 
1
>4.5 GeV under these circumstances is 5.9%, implying that we should increase the elastic cross 

ea 

section of a factor ot 1.063 ± 0.008(stat). 

ID.8.2 Nuclear Sbadowlq 

The phenomenon of •shadowing" ot nucleons of complex nuclei in photon interactions, pre-

sumably arising from the absorption ot the hadronic component of the photon, means that A•ll' the 

effeetin number of nucleons participating in a reaction, will be less than A, the atomic number otthe 

target nucleus. The question of nuclear screening in iron arises from the desire to present results "per 

nucleon", comparable to equivalent esperimenta U!ing hydrogen targets, rather than "per nucleus" 

or "per Fe nucleon". There are three areas where this question directly atfeets reported results: in 

absolutely normalized muon or photon cross sections, in the separation of coherent ( otr the nucleus) 

from incoherent (otr the nucleons) elastic production, and in the measurement of the Q2 dependence 

ot f/J production through the possible Q2 dependence of the screening factor. In addition, other 

variables are atfeeted to the extent that their distributions are different tor coherent and incoherent 

processes; for e:s:ample 11, through the ditrerent t . ( 11, Q2 ) suppression of the coherent and incoherent 
"''" 

terms. 

This experiment does not attempt to measure this etreet and relies instead on published results. 

The experimental situation is clouded by the existence of contradicting evidence73- 77 and, until 



recently, by the unavailability or data at photon energies typical or this experiment. The basic 

conclusion or the low energy photoproduction ( < 20 GeV) data is that A.
11

1A ~ 0.6 - 1.0 and 

decreases with increasing photon energy and atomic number. The low energy electroproduction 

results show a significant reduction in shadowing, with less variation in v and A than the photon 

results. Recently measurements78•711 or A.
11

1A have been made in a 215 GeV muon scattering 

experiment at Fermilab. Figure DI. 7 shows the results, together with the low energy data, as a 

function or the parameter z' = Q2 l(2m,.v + m:). This variable is motivated by VDM arguments 

that predict a decrease in shadowing as the phase. ~erence between the vector meson and photon 

(due to their ~erent momenta) increases above a nuclear mean rree path, and by a desire to simply 

combine all available data. The A ~ 200 data has been flt to the empirical rorm 

Alt ~ = 1.0- ae:rp(-br'), 
.. 200 

with the result (J = 0.33 ± 0.03, b = 28 ± 12, x2 = 11 ror 9 degrees or freedom, and then scaled to 

A = 56 via the expression 

The result is 

A 
•II= A'. 
A 

~ = S(r') = (1.0 - 0.33exp(-28r'))°"711 • 

~-se 

This expression is used when discussing the effect or shadowing on the Q2 dependence or t/J produc-

tion. Since S(z'} varies from 0.7 to 1.0 as z' increases from iero, we use (S(z')) = 0.85 ± 0.15 when 

an average ftlue or A.
11 

is needed, as in the absolute normalization ot the total cross section. 

45 



IV. ELASTIC RESULTS 

IV.1 Maoprodactlon Cro11 Section 

The cross section for • muoproduction on Fe is 

where, 

N"' =number of obse"ed f/J + t/I events==2627 ± 66, 

L=integrated luminosiity=(2.4 x 1011 muons)x(4.4691 kg/cm2) x NA, 

B + ==branching ratio "1(3.1) - µ+ µ- = 0.069, ,, ,.-
£,,=average detection and analysis efBciency==0.186. 

Here c
1 

== 1.021 and c2 == 1.075 are the corrections t.o £ ,
1 

discusaed in Section DI.5 and c3 

is an estimate of the fraction of truly elastic psi events that are forced int.o the inelastic sample 

through the elects of radiative corrections and 8uctuations in muon energy loss from the mean over 

the length of calorimeter which provides the measurement of E 
1
• This latter effect is due to the c• 

high energy tail of the dE/dz distribution. While the mean energy lost by each muon is subtracted 

from E 
1 

for each event, as described in See. DI.3.1, small coincidental electromagnetic showers c• 
in the region of the calorimeter surrounding the vertex can bring individual elastic events int.o the 

inelastic sample. To study this we look at the energy typically deposited in an equivalent number 

or calorimeter counters away from the vertex and flnd the fraction or events with E ,>4.5 GeV. 
Cll 

That fraction is 8.0±tg%. The error arises from considering difl'erent gaps between the vertex and 

the measurement area (small gaps are susceptible t.o punch-thru from true inelastic events, while 



loss of particles or the finite size of the calorimeter can atfeet results using large gaps), di6erent cuts 

on observed calorimeter energy, and various regions of muon pair mass. When we include the 5.9% 

feed-down factor due to radiative processes (Sec. IIl.6.1), we flnd that the net correction should 

increase the elastic cross section by a factor of c
3 

== 1.14. 

After applying these corrections, the cross section for elastic production of ¢(3.1) on Fe is, 

"
1 

,. (µFe - µf/JX) == 0.40 ± O.Ol(atat.) ± 0.08(1y1t.) nb/( Fe nucleon). 
• •• IC 

The result for t7(Fe) is converted to t7(nucleon) using the ratio of incoherent to all psi production, 

f. == 0.78 (section IV.2), and a nuclear screP.ning factor (section m.7.2) of (A 11/A)F == 0.85. 
me • e 

Then, 

" 1 •. (µN - f/JX) == 0.36 ± O.Ol(atat.) ± 0.01(syat.) nb . . ... ., 
The 1GF prediction for t1(µN - f/JN) == 0.35 nb, usuming /ee-.P == 1/8 and a8 == o8 (<J2 == 

m;, A == 0.5 GeV) == 0.41. 

The values of c 1 and c
2 

give some estimate of the size of the systematic error in the elastic cross 

section normalization associated with uncertainties in the MC. In addition, " 
1 

. is sensitive to the •••he 
12% error in I and the uncertainty in (A l.'l/A)F , which might be as much as 1.0/0.85-1==8%. 

me • • 

Lastly, uncertainties in the factor c
3 

which converts the calorimeter cut at 4.5 GeV into a definition 

of an "elutic event" increase the systematic error estimate. The value assigned to the above cross 

sections corresponds to an error of 20%. 

IV .2 The t dhtributloa 

The optical model prediction for the general form of da / dt in a nuclear target was presented 

in Eq. 1.3. Previous experimental data80•81 lead us to expect that be ~150(GeV/c>-2 and that 

the incoherent t.erm will be bett.er represented82- 84 by the sum of two exponential terms, /e61 ' + 
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(1-/)ei1 ', with br t::Ja{.GeV/c>-2 , 6& t::Jl(GeV/c>-2, and / 0 
t:::J 7/8. Therefore, were it possible, we 

would like to Jlt the da'ta to the form, 

(IV.1) 

Unfortunately, multiple Coulomb scattering in the spectrometer steel limits resolution at low t. This 

prevents us from resolving the coherent peak eio', and Jlattens the apparent slope of the incoherent 

part of df1 / dt near t = 0. 

The magnitude of the problem can be estimated from the form of the resolution function g 

which maps true t (a t) into measured t (a t). Fort~ O, 

where bm=5 (GeV/c>-2, implying poor sensitivity to any 60 > 6,, •. This is not a fat.al problem, 

as the measurement of 6 c itself is not of primary interest. Rat.her, the goals of the t analysis are 

the extraction of "'1 / dt(incoherent), especially the measurement of the average t slope 

(/ 1-/)-1 
<61>.11= r+~ , 

1 2 

(/V.2) 

which can be used to convert normalized cross sections from" to "'1/dt if desired, and the measure-

ment of the ratio of u(coherent) to u(incoherent) so that. absolutely normalized results may be quoted 

independent of the steel target medium. Basically, these aims are accomplished by determining 6
1

, 

6
2

, and / away from t = 0, and then extrapolating da/dt(incoherent) to t = 0 to measure the 

coherent to incoherent production ratio. 

For these results the method of unfolding g(t - t) and the acceptance f(t) from the raw data 

is more complicated than that used for all other ftl'iables (Sec.m.4.4), as in this case one must 

subtract an a priori unknown amount of resolution smeared coherent signal from the data before 
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~/dt(illcoherent) can be found. The relative size orthe sign.al removed will depend on A•//' be' b
1

, 

b
2

, and f, the quantities we seek to flnd. A straightf onrard way of accomplishing this would be to 

generate coherent and incoherent MC (C and/, respectively) using test values of these parameters 

(A~11 , ll0 , tl1, /'2. and/') and to extract ~/dt(incoherent) via an extension of Eqn. IIl.3: 

du D.-C~ 
-d (t .)(incoherent) = ' 

/ 
' d (t .)(incoherent). 

t dot• ' . t MC ' • 
(/V.3) 

Here D., C., and /. represent the obse"ed number of events ill the .~h bin of meuured i tor data, • • • • 

coherent MC, and incoherent MC, respectively, t. is the average true value oft in that bin found • 
using only the incoherent MC, and ~ /dt MC(t

1
)(incoherent) is that function /'e'~' + (1 - f)e•~t 

used to generate /
1
• The best values of b

1
, b

2
, and f could then be determined by minimizing the x2 

of ~/dt.,.(t)(incoherent) flt to /e61 ' + (1- f)e61'. This subtraction plus x2 minimization scheme 

is so mew hat anal ago us to that described in Section IIl.3.5 tor finding the number of "1 events above 

background. 

The analysis procedure actually followed is a generalization of the above method, meant to 

overcome its requirement that we continually regenerate MC to form the flnal 5-parameter x2 grid. 

We instead use only one version orthe MC (C0 and J0) generated according to Eq. IV.1 with the 

parameters set to the values b~, b~, b&, r, and .4. •fl = 0.85 previously mentioned. If the MC 

simulation were the correctly normalized representation of reality we would have 

for each bin i in t. Since this will not in general be the case, we seek to ftnd a set of coeftlcients a., 
I 

d. such that 
I 

can substitute tor the C and /. of Eq. IV .3. The a . and d. will be a function of the test parameters 
I I I t 

lie, !', 111, and 112 ot C. and /. and those parameters used to generate C~ and /~. 11 the efllciency 
t I 
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E(t) and the resolution g(_t- t) were known analytically, these functions could be found for each bin 

i by eftluating 

for each set of parameters. However, u this is not the case, we must make an approximation to this 

optimum solution. 

Since any b
0 

>5 (GeV/c>-2 will have the same distribution in i, changing b~ to 6'0 will not 

change the ratio C./C~ u a function of i. It will only have the eft'ect of changing the average 
I 

coherent to incoherent mixture. That is, since b
0

tm•• > 1, we can approzimate, 

In general, because the incoherent distribution is spread over a larger range in true t, making the 

same simplification, d. == d, is not as accurate. However, if the qiues of by, b~, and!° used in the 
I 

MC generation are not very dift'erent from the final result the approximation should be adequate. 

Then, since b1 2t . c 1 and 61 2t"'" > 1, we similarly have, 
I mt• t 

Thus we set 

where, 

f /tl1 +(I - /')/"'2 
ct,= d = JO/bY +(I - JO)/bg· 

and D'l' = EDi, 
• 

C'l'== EC1, 11'== EI~, 
i 

and flnd a, b
1

, b
2

, and f by minimizing the chisquared for 

so 



fl.t to 

Here N' is a normalization constant which should be approximately 1lllity if the method and 

approximations used are l'alid. Five fl.ts of this type were performed; their results are summarized 

in Table IV.I. In each b
1

, b
2

, and f were allowed to Tal'Y· The fl.ts dUfer in which, if any, of the 

remaining parameters are constrained to hed values. 

Figure IV.1 (a) displays the number of events.having Ee•l < 4.5 GeV and muon pair masses in 

the region-0.052 < log10(m + /3.1) < 0.052 ~rsus measured t, deftned as t . +ri.L. The upper 
,. ,.- • m111 

histogram is all data; the lower histogram is that fraction assumed caused by incoherent production, 

as parameterized by Fit 3, which is described below. Despite the fact that, as anticipated, no clear 

coherent peak is visible, when all parameters are left free to Tary, the fitting procedure can measures 

the sizes of the coherent and incoherent components of "'1/dt directly from the data, independent of 

additional assumptions. This is done in Fit 1, where the main parameter of interest is CJ. Deviations or 

CJ from 1lllity are interpreted as changes in b 
0 

from b~, changes in A ,
11

/ A from 0.85, or a breakdown 

in the optical model which hes the relationship between coherent and incoherent contributions to 

do/dt at t = O. We ftnd that CJ= 0.62±g:g:. The corresponding measurements or b
1

, b
2

, and f can 

be used to calculate the a~rage t slope (br),
11 

through Eq. IV.2 and f 
0

, the fraction or coherent 

e~nts in the m~asrued (i.e. uncorrected for acceptance) data, 

CJCT 
I = o 
c CJC + ~:'~"I T I ti T 

These quantities are also shown in Table IV.1 for Fits 1 and 3. For Fit 1 we ftnd that f 0 = 24±re%, 

implying that, even with our poor t resolution, we can independently determine that at the lo level 

at least 8% or the events recorded must arise from photons scattering ojf the iron nuclei. 

In Fit 2, N' is hed to unity and deviations of the other parameters from their N' free l'alues 

(Fit 1) observed. This flt tests the sensitivity or the reported results to a parameter which gauges 
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the l'alidity of the analysis procedure. Since the results of Fits 1 and 2 are within their quoted one 

sigma statistical erron~ for the remaining fl ts N' is allowed to nry, with no significance attached 

to its l'alue. 

Since a is consistent with Ullity, and because there is no reason to doubt either the optical model 

constraint or the l'alue of b~ used, the best l'alues for the incoherent parameters are calculated with 

a= 1. These results are presented as Fit 3 in Table IV.l. We flnd that, the incoherent ditrerential 

cross section is wen flt by the sum of two e:1ponentials, 

(du/dt). = 49.5 nb/( GeV/cf[0.82e•:25
' + 0.18e0

·
881J. ttteeA.,-ettC 

This curve is displayed in Figure IV.l(b), where we have plotted the absolutely normalized l'alues of 

da/dt, corrected for coherent production, against true t. It is e"fident that one e:1ponential term is 

not suftlcient to describe da I dt(incoherent) oftr the range I ti < 4 (Ge VI c "f. 

Fits 4 and 5 are identical to Fit 3, but have a flJ:ed at 0.70/0.85 = 0.82 and at 1.0/0.85 = 1.18, 

respectively, to provide an estimate of the systematic erron iD b
1
, b

2
, and/ of Fit 3 that are associated 

with ftriations iD the assumed nuclear screening factor. When applied to (b
1
),

11 
and f e, we flnd 

that (b1),11 = 2.se±g:gg(1tat.)±8:ff(ay1t.) ( GeV /cr2 and / e == 0.30 ± o.03(.stat.) ± 0.02(.sy.st.). 

This l'alue of (b
1
),

11 
has been used to normalize the data and the curve iD Figure IV.l.(b) by 

requiring agreement between the integral of Fit 3 and the l'alue of '1-rvN-•N((v), Q2 == 0) reported 

in Section IV.4. The normaliiation uncertainty associated with du/dt l,_
0 

is therefore greater that 

in u((v)) because of the erron in (6
1
),

11
. To aYOid introducing similar uncertainties when we later 

compare the v dependence of this data with that of other e:1periments which e:1plicitly measure the 

cross section through da/dt, we will present those results in terms of C1(v), the primary measured 

quantity, and convert other measurements of du/ dt to u by the reverse procedure. 

Since be is large, t . etrects rorce coherent eftnts to have a higher mean value of v, and thus 
'"'" 

a higher detection efBciency, than the incoherent events. Once these acceptance etreets are removed 

through the MC simulation, we flnd that the fraction of coherent events in the generated sample, 
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corresponding to / 
0 

- 30%, is(/ 
0

)1.,. == 0.22. This number is used to co~rt the f/J muoproduction 

cross section otl iron to one which is independent of the target material. 

In Table IV.2 are listed the values of dcr/dt(incoherent) plotted in Figure IV.l(b) versus their 

corresponding values of t. Also tabulated, in order to quantify the coherence correction displayed in 

Figure IV.l(a), are the apparent total diflerential cross section in each bin of measured i (before any 

coherent signal subtraction is applied) and the value of the coherence correction specitied by Fit 3. 

IV .3 Tbe Q2 and Angular Dl.Rribatlon1 

While the general problem of f/J leptoproduction llm>lves both uT(Q2,v) and uL(Q2,v), as 

described in Section Ll.l, the experimentally measured. quantity is the eflective cross section u,
11 

== 

(1 + ER)cTT' where R == uL/uT and E == r L/r T. In this section we describess a measurement of 

the Q2 dependence of u ,
11

, and an attempt to measure R using as a tool the angular distribution 

W(R; 8, IP) of the f/J daughter muons . .A5 discussed in Section Ll.3, the decay angular distribution 

is a function of the ,P's polarization. If the SCBC and NPE model accurately describes how the 

helicity of the f/J is related to that of the exchanged virtual photon, as it does for the lower mass 

vector mesons, u L and u T can be seperated by analy&ing W(R; 8,; ). 

This is not the standard technique usually employed, for example, by experiments88 that seek 

to measure R for inclusive lepton inelastic scattering. There, one algebraically separates u L and u T 

by nrying E while keeping Q2 and v bed, plotting u,
11 

against E to flDd the E == 0 intercept, uT, 

and the slope, u L. This method requires data at diflerent beam energies, with large statistics and 

careful conrol of systematic el'ects at each energy. Since only data at E" == 209 GeV are available 

for this analysis, we use the f/J polarization technique to measure R. 

Note that the experiment does not attempt to quantitatively measure the level at which the 

SCBC and NPE hypothesis is satistied, or other model choices ruled out. Rather, we introduce an 

ad hoc factor 'I to monitor the size of the cos 21P azimuthal asymmetry term in W, which must be 
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present it SCHC and NPE are satisfied, regardless of the ftlue or form of R. F.quation 16 then 

becomes; 

W(17,R; 9,¢) == ...!... : R [(1+cos2 9)+2ERsin2 9 - 'If sin2 9cos2¢ 
161" 1 f 

+ ...j2ER(l + E)sin29cos6 cos¢- H V2ER(l - E)sin29 sin6 sin¢). 
(/V.4) 

By Btting the data binned in 9, ¢, and Q2 to the product of W(17,R) and the propagator P(A)::: 

(1 + Q2/A2)-2 we will simultaneously measure A. and R while checking it the data are coasisteat 

(i.e., 17==1) with SCHC and the NPE hypothesis. 

An important feature of this analysis is that it allows for the possibility that the decay angular 

distribution is a function of Q2 through the Q2 dependence of R, e.g. R• Q2/m~ as suggested87 

by VMD. Since the experimental acceptance falls ojf rapidly away from !cos 91 == 0, such a Q2 

dependence could have biased our measurement of A it the data had been summed over all angles 

and the wrong form for W used. This global technique allows us to estimate the systematic errors 

introduced in the one quantity unique to leptoproduction experiments by one of the two nriables 

on which the apparatus acceptance is most sensitive. 

The terms in W(9,¢) proportional to \l'ERsin29, sometimes called single-spin-flip terms, arise 

from the interterence of the longitudinal and transverse scattering amplitudes. They predict a front-

back asymmetry in the emittedµ+ relative to the t1J direction of motion and involve an unknown 

phase 6. Since most of our data fall in the region around 9 - "/2 we expect our sensitivity to these 

terms to be low. Thus alter flnt checking to see it an asymmetry is present, in order to prevent 

uncertainties in the measurement of 6 from decting R and ,, , we bin the data in 9 and ¢ in such a 

way as to eliminate any ejfect of the sin 29 terms on W(9, ¢). 

To examine the sin 29 cos¢ term, data and MC are accumulated in two regions detlned as: 

(P)=[cos9 > 0, 1¢1<1"/2 or cos8<0,1¢1 > tr/2 ], and (N)==( cos8>0,1¢1>1"/2 or cos9 < 0, 

1¢1 < rr/2 ]. Since fln.ite Q2 is needed to de8.ne a scattering plane from which to measure azimuthal 

angles, we remove the region of poorest¢ resolution by requiring Q2 >0.3 (GeV/c'f. Then data/MC 
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ratios for regions P and N are used to 8nd 

2(P- N) 
A1 = (P + N) = 0.12 ± 0.16. 

Similarly, the sin28sin; term is isolated by considering (P)=[cos8 > 0,; < 0 or cos8 < O, ti>> O] 

and (N)=[ cos 8 > 0, ; > 0 or cos 8 < 0, ti> < O]. ID this case 

~ = -0.21 ± 0.16. 

Using the average ftlues of cor 8, cos 2t/>, cos;, cos28, E, and Q2 for each region we can calculate 

the e:1pected ftlues of A
1
, and ~ u a function of R and 6. ID Figure IV.2 these are presented 

as a family of cunes in A
1 
and~ space where each curve is labeled by a ftlue of Rand 6 is the 

parameter along the curve. The region allowed by the data is indicated by the data point, where 

the erron are statistical only. All ftlues of R are allowed and ,,. < 6 < 21". The single-spin-flip 

terms are henceforth dropped from the analysis. 

The data were divided into a 4 x 5 x 3 grid in Q2, jcos8l and tl>F = !cos-1jcos2t/>I (mapping 

(-1", 1") into (0, 1"/2)). Dimuon-mus-continuum subtractions were performed in each of the 60 bins 

to obtain a raw number of f/J events per bin. This raw f/J yield was corrected for acceptance and 

resolution etrects by using the number of events and the average ftlues of true Q2, E, cos28, and cos2t/> 

from the MC simulation for each bin in the standard manner described in Sec. Ill.4.4. The resulting 

acceptance corrected f/J yield, rfl<J •ti 'YvFe - t/l<.diffractive))/dt/>d cos 8, and the average ftlues of 

true Q2, cos28, cos2t/>, and E are tabulated in Table IV.3 (aHe), respectively. These differential 

effective cross sections are plotted in Figure IV.3 as a function of jcos 81 for the 4 x 3 bim of Q2 

and ~F. ID order to provide a more compact display, Figure IV.4 shows the data sum.med over tl>F 

(lcos81) and plotted versus jcos81 (f>F)' for each Q2 bin and for all Q2. ID order to leave out those 

data with very low resolution in ;, the q, F plot labelled •all Q'lw is composed of data from all but 

the lowest Q2 bin. ID Figure IV.5 the data have been summed over q,F and lcos81, normalized to 

unity at Q2 = 0, and are plotted versus Q2 • 
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It is important to note that the f/J yields plotted in Figures IV'.4 and IV.5 have aot been corrected 

by any assumed dependence of the UJlclisplayed variables. This implies that any coupling among q2, 

cos8, and f/J in the data could cause the displayed projections to have additional dependencies that 

one might not naively expect. The most striking example of this occurs in the lcos 81 plots of Figure 

IV.4, because of the apparent need tor the -esin2 8cos2f/J term in W. When the data are summed 

over rl>,., each lcos81 point has an {cos2rp) associated with it. These average values are in general not 

equal to zero (in fact, {cos 2f/>) au = -0.27), and, in addition, can systematically vary from point to 

point (from -0.41 to -0.06 in the worst, {Q2) =· 1.6, case). This behavior in cos 2f/> can result in 

a •spurious" sin2 8 contribution in the plotted cos8 projection that causes the shape of the data to 

look flatter than might be e%pected tor any given value of R. In the e%ample tor instance, R = 0, 

implying W(8) = 1 +cos28, would look like 1+cos2 8 +0.27{e) sin2 8. These remarks only apply to 

the displays mentioned. The Bts, being global in nature, do not have this complication. In Figures 

IV.4 and IV.5, the curves are plotted in exactly the same manner as the corresponcling data, so that 

comparison between them does indicate the level of agreement with the assumptions of a given Bt. 

The details of the Bts are presented in Table IV.4. In each Bt A, "' and either R or e2. as 

well as one adjustable normalization constant are parameters. Fits 1, 2, and 4 are to the SCBC 

formula with R = {2Q2 /m~, constant, and zero, respectively; flt 3 corresponds to the flat angular 

distribution that would be e%pected in the production of 1lllpolarized 1/l's. In It 5, A is bed at 3.1 

(GeV /c2) and Rat 0 to correspond to the simplest VMD expectation. In Bt 6, an additional factor 

ot (1 + e-R) is multiplied times W(fl, R)P(A) so that the resulting parameters apply to the transverse 

cross section, "T' rat.her than ",
11

. The 1GF model has yielded no prediction ror the t/I polarization, 

but does make a statement about the Q2 dependence. We have Bt the data in Figure IV.5 to the 

1GF prediction (Bt 7), assuming the standard input to the model: a charmed quark mass me= 1.5 

GeV /c2 and a gluon fractional-momentum distribution G(z) = 3(1 - z)5 /z. 

AD additional complication is the possible Q2-dependence of any nuclear shadowing in the Fe 

t.arget. ID Sec m.6.2 we have summarized evidence for this eJ!'ect in terms of the function S(z'), 
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where r = Q2/(2m,.v+ m~). The ftlue of S(r) for each of the 60 data bins is tabulated in Table 

IV.3(f). All fits are made both with and without S(r) multiplying W. & the results in Table IV.4 

indicate, including S(r) lowers the flt propagator mass A, but hardly dects the angular results. 

The results of flts 1 (solid) and flt 4 (dash) are shown in Fig. IV.3; flts 1-4 (so labeled) are 

shown in Fig. IV.4. All curves are for S(z') •out" of the flt. The main feature of these angular 

distributions is a strong dependence upon f/J F' in the form predicted by SCHC. The production of 

unpolarized ¥J's would yield a flat distribution (flt 3) whic~ is ruled out. The data show no strong 

dependence on I cos 81, but do not rule out R == 0 {flt 4). Comparison of flts 1 and 2 indicates that 

significant Q2 dependence of R is not required. Unfortunately, variations of the flts attempted differ 

signiJkantly only at lcos81 ~ 1 where the acceptance substantially limits the amount of data. 

The Q2 dependence of flts 1, 5, and 7 is displayed in Figure IV.5. When the angular distribution 

is parameterized in the SCHC form with R• Q2 and S(r) included (Table IV.4, Fit 1) A= 2.03±8:~~ 

Ge v I c2, where the statistical errors take into account the uncertainties in ,, and e2• If instead, 

R=constant and S(r) is left out (Fit 2) A= 2.43± 0.15 GeV /c2. The other flts to A, either for a,
11 

or "r (flt 6), are within this 2.~2.4 GeV/c2 range; this ±0.2 GeV/c2 uncertainty is the principal 

systematic error in A. We conclude that A is between 1.9 and 2.6 GeV/c2. The simplest VMD 

prediction, A = m., (flt 5) is at least 4'1 away from the best flt. The Q2 dependence of the 'TGF 

prediction is similar in nature to the VMD result, being determined primarily by the ftlue assumed 

for m,. The data fall faster than the ,.,GF curve, giving a barely acceptable flt (7% con.fldence) 

when S(r) is omitted. We have reached a similar, but less definitive, conclusion comparing 'TGF 

predictions with opeo-eharm muoproduction, using a dift'erent analysis88• In that case, a redefinition 

ot the point at which the strong coupling constant is enluated suJBces to bring the theory into 

agreement with the data. In the nen section we will use the Q2 and v spectra of the ti> data to 

determine those parameters decting the 'TGF predictions. 
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IV.4 The E,., Dirirlbutioa ud lb Vuiatioa wllb Q2 

These data, ill addition to supplying a measurement of ",.,N-;N< 11, Q2 == 0), are ued to 

provide a defbUthe test for the 'YGF model. By fttting the combined Q2 and 11 spectra of the data 

simultaneously, we can determine the three basic input parameters to the model: the charmed quark 

mass, me, the power of (1- z), 11, in the assumed form (Eq. LT) of G(z), and the fraction of bound 

cc pairs produced that are realized as .P's, Ice-.;· 

Ju mentioned in Section L2, the mass scale in. the problem that allows the we of short distance 

ideas, and thus the perturbative QCD calculation, is m~e ~ 10( GeV/c2)2, not Q2• HoweTer, 

choosing m~e u the point at which to enluate the strong coupling constant 0
8 

(u ill Eq. LS) is 

somewhat ubitrary. It has been suggested89 that m~e be replaced with m~e + Q2, u this additional 

Q2 dependence is useful in bringing open-charm muoproduction calculations into agreement with 

experiment. In the ftts, both forms of o s will be considered. 

To prepue for these ftts, the data were divided into a 4 x 4 grid in measured Q2 and 11, and 

dimuon-mass-continuum subtractions were performed for each bin to obtain a raw number of '1 

events per bin. The MC simulation was used to correct these yields for acceptance and resolution 

efl'ects and to produce the absolutely normalized efl'ective cross sections for 'YvN - .PN. These 

ue presented in Table IV.5 and Figure IV.6(b)-(e). The same correction factors that were discussed 

in connection with the normalization of the total elastic muoproduction cross section were applied 

to these results. We estimate the systematic error in the normalization as 20%. The form of 

the summed-over angular distribution used ill enraeting these differential Q2 and 11 results is that 

embodied by Fit 1 of Table IVA - the SCBC form with R =- 4Q2/m;. Had we chosen to use 

R = 0 (Fit 4) the measured cross section would be larger at high Q2(A = 2.40 ± 0.14), as indicated 

in the discussion of those flts. Likewise, the nucleu shadowing factor S(r) is ignored. The changes 

to the results that would be introduced by its inclusion can be estimated from its efl'ect on P(A) as 

discussed earlier. 

To report a measurement of u,
11

(v) independent of Q2 the data were summed over Q2 and 
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enrapolated to Q2 = 0 using P(A) = (l+Q2/A2)-2 with A= 2.18 GeV/~. The data were diTided 

into 6 bins in measured 11 and, in the manner described above, normaliied e«ective cross sections 

were independently measured for the process 1N - ,PN. These results are tabulated in Table IV.5 

and plotted in Figure IV.6(a), where we have also included the results211 of a SLAC photoproduction 

ei:periment to cover the region 11 < 25 GeV. That ei:periment measured do/dt I as a function ,_,_ 
of v and t; we have converted their results to u(v) by diTiding the data by the measured ei:ponential 

t slope, b = 2.9 ± 0.3( GeV/cr2• ID some of the fl.ts that follow we include the SLAC data with 

our own, but allow the relative normalization of the two data sets to TUY by an amount consistent 

with the reported systematic error estimates of each. This is done so as to give the theory being flt 

any advantage the data might allow. This relative normalization constant is denoted as k; it is a 

number which multiplies the function being flt and which is detlned as unity for our own data. 

The details of the fl.ts are presented in Table IV .6. Fits 1 and 2 have been made using only 

the Berkeley-Fermilab-Princeton (BFP) data di«erential in 11 and Q2 • ID Fit 1 er 
111

(v, Q2 ) is that 

calculated in the 1GF model using the nominal values for the parameters me, ,,, and a
5

; in Fit 2, 

f ..... m_, and '1 are allowed to nry. Fit 3 is of the same form as Fit 2, but includes the Q2 = 0 ee-., ~ 

SLAC data and the relative normalization constant k. Fit 4 is identical to Fit 3 in all respects 

ei:cept the speeiflcation of m~e + Q2 as the point at which a
5 

is to be evaluated. ID Fits 5 and 6 

the v dependence of er •II is ei:amined independently of Q2 by considering only the SLAC data and 

the BFP data ei:trapolated to Q2 = O. ID Fit 5 (6) me is bed at 1.5 GeV/~ (1.1 GeV/~). and all 

other parameters are allowed to vvy. The results of Fits 1 {dash) and 2 {solid) are shown in Figure 

IV.6(b)-(e), and results of Fit 3 {solid), enrapolated to Q2 = 0, and Fit 5 {dash) in Figure IV.6(a). 

For reference we note a phenomenological flt to the data in Figure IV.6(a) as plotted (i.e. k = 1) to 

be q{v) = (20.5 ± 0.7)logl0 11.!~o.3• x2 = 5.2 for 9 degrees of freedom. 

The inescapable conclusion of this analysis is that the 1GF model provides an ei:cellent descrip-

tion of the v dependence of elastic f/J production but cannot be made to ei:plain simultaneously 

the observed value of the cross section and the low Q2 propagator mass. The model with standard 
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parameten (Fit 1) yields a x2 of 40.3 for 15 degrees of freedom, corresponding to a conJldence lnel 

ot 4.5 x 10-•. Examination of Figure IV.6(b)-(e) shows this to be predominantly a Q2 effect. When 

the parameten are set free to optimize the flt we 8.nd (Fit 2) me= 1.10 ± 0.08 (corresponding to 

A= 2.18±8:::>. The increase in phase space made available by the lowered threshold of 2me causes 

the predicted cross section to rise to approzimately 9 times that seen in the data; the data would 

imply that f ~ 1/72.7 rather than the 1/8 originally assumed. In this case the best flt value 
ee-• 

of 'I is 9.2 ± 1.2, higher than the value 5 gotten from power counting arguments. These conclusions 

remain unchanged whether or not we include the SLAC photoproduction data in the flt (Fit 3) or, 

more signiflcantly, change the "Q2" equivalent term in 0
8 

from m~1 to m~1 + Q2• (Fit 4). We note 

again that speculations concerning W( 8, 4>) and S( z') can slightly reduce the signiflcance of these 

results. 

Fit 5 isolates the v dependence of the -yGF model with me bed at its standard value of 

1.5 GeV/c2. If the problems in Q2 can somehow be solved, Fit 5 becomes a model dependent 

measurement otthe gluon distribution in a nucleon at values of "Q2" ~ m~1 ~ 10( GeV/c2)2. The 

resulting power of (1- z) is 'I = 5.25 ± 0.41, in agreement wit.ha similar measurement•0 made 

using a previously published fraction of this data. Fit 6 indicates that 'I is forced to a value of 

- 9 whenever me is constrained by the flt or the Q2 binned data to the low value of 1.1 GeV/c2. 

Thus the high values of 'I found in fits 2, 3, or 6 do not necessarily imply that the gluon frational 

momentum distribution G(z) need be changed from the standard iGF choice in order to esplain the 

v dependence of the data; they are more the algebraic result of redefining z = (~1 + Q2)/2m,.v 

when me is lowered. 

In the general quantum chromodynamic calculation the ezponent 'I would develop with Q2 

in the manner described by the Altarelli-Parisi equations00 • In that case we would view01 'I as a 

function of 11 = ln(ln("Q2")/A2 /ln(QUA2 )) with "Q2 " = m~c+Q2 in the iGF calculation. For the 

choice of Q~ = 1.8( Ge V / c )2 and the range of Q2 in our data from 4m~ to 4mi:> + Q~ ... we expect 

a muimum range in 11 of approximately 0.4 (using me= 1.1GeV/c2,Q~ ... =20.6(GeV/c)2,A = 

60 
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0.5 GeV/e). The data are not sensitive to this range in a. For uample, fitting 11(•) == 11(0)+ba does 

not lead to new information; it merely changes the point in "Q2" that 'I refers to from the data's 

average ftlue of approximately 10( GeV /e2f to some arbitrary Q~. 
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V. INELASTIC RESULTS 

The 1755 ± 51 fl event inelastic sample is subdivided into two regions, based on elasticity, as 

described in Section Dl.4.3. Throughout this chapter, results will be presented separately for each 

region. Eftnts with z < 0.7 should form a clean sample which can be interpreted in terms of hard 

QCD processes, while those with z > 0.7 may be partly due to elastic production of higher mass cc 

bound states that then decay. 

V.1 The Muoproductlon Cro11 Section 

The number of T/I events with z < 0.7 (z > 0.7) is 559.3± 26.9 (1196.1-± 42.9). To convert these 

numbers to cross sections we use the average detection and analysis efBciencies quoted in Sec.Ill.4.3, 

(E}s<O.T = 0.120 ± 0.008 and (E}s>O.T = 0.185 ± 0.007. 

Two corrections are applied. First, we compensate for the ditrerent fractions of data and MC that 

are lost by applying analysis cuts (Sec.Dl.5) by increasing the cross section by a factor of c
1 

== 

1.132. Assuming that all inelastic production is incoherent, and using the same luminosity,µ+µ-

branching ratio, and average nuclear shadowing factor as we did for the elastic cross section, we find 

that, including c
1
, 

u(z < 0.7) • d == 0.140 ± 0.007 nb/nucleon, 11ncorrec:.e 

and 

a(z > 0.7) d = 0.194 ± 0.007 nb/nucleon. 11ncorrec:&e 
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The second correction is needed to compensate for the factor of e
8 

== 1.1.f increase in the 

elastic cross section that accounted for elastic events lost to the inelastic sample by electromagnetic 

processes, such as radiative corrections and dE I d:r ftuctuations. The total size of this correction is 

( 
1 )0.40 

uem = 1- 1.l
4 

O.S5 nb/ Fe nucleon= 0.057 nb/ Fe nucleon, 

assuming that the inelastic cross section has no coherent component ed that both coherent and 

incoherent parts of the elastic signal can contribute to the feed-down. These events are expected to 

predominately alect the region z > 0. 7. To estimate their z distribution we examine the quantity 

1 - "Ee•
1
"/v for those events which lead to the 8.0±!:g% dE/d:r ftuctuation correction used in 

Section IV.l. We assume the z distribution of the 6% radiatiative correction is similar in shape. 

"E , " is the energy typically deposited in an equiftlent number of calorimeter counters in a region 
ea. 

away from the vertex. We list "e/dc", the elastic feed-down correction, as a function of z in Table 

V.1. The cross section correction for any bin, u!.,,, is given by (1 - e/dci'pm,· Note in particular 

the large nlue of u!.,, for the 0.9 - 1.0 bin. The size and uncertainty of the calculation are suJflcient 

to make the plotting of such a point meaningless. Therefore, in all results to fol.low we quote results 

only for the z < 0.7, 0.7 < z < 0.9, or the combined z < 0.9 regions. 

Reducing the uncorrected results by -t.5% (95.5%) of the 0.057 nb correction for elastic feed-

down in the z < 0.7 (z > 0.7) regions we have 

u(z < 0.7). , •. = 0.14 ± O.Ol(atat.) ± 0.02(s11st.) nb, •t1••••••e 

and 

u(z > 0.7). 
1 

•. = 0.14 ± O.Ol(stat.) ± 0.03(s11st.) nb. 
lfH •••IC 

This leads to a total inelastic cross section of 

u. 
1 

•. (µN - TJJX) = 0.28 ± 0.03(stat.) ± O.OS(syat.) nb. '"' ••••e 
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Including Ute elastic contribution we ftnd that that the total muoproduction cross section for f/J 

production is 

" (µN - f/JX) = 0.64 ± 0.03(atat.) ± O.lO(ayat.) nb. 
tot 

The systematic error for the inelastic cross section arises predominately from uncertainities in 

the measurement or the average f/J detection efllclency and in the calculation or "corr· The most 

critical parameten in determining the detection efllciency are the energies or the flnal state muons. 

These are controlled by the 11 distribution assumed in the MC simulation. Our own inelastic data lie 

at 11 > 40 GeV; since there are no other inelastic f/J esperiments which determine the cross section 

in the low 11 region, (f) is sensitive to our assumptions concerning the threshold behavior or the 

production. To study this el'ect we parameterized the 11 dependence or the simulation in the form 

log 11/11,,,, and esamined the average trigger efllciency as a function or 11,,,,. For 11,,, ~ 10 Ge V, the 

sensitivity or (E} to 11,,. is given by llf/f -= 0.03ll11,,.( GeV), Implying that a 5 GeV change in 11,,, 

can result in a 15% change in f. We have used a ftlue or 11,,. == 9.7 GeV in the measurement or 

( E), as we did for the elastic case, where lower energy photoproduction measurements h the low 11 

behavior or the cross section. 

The size of the overall correction factor e
1 

is another estimate of the level at which the MC 

simuJation reflects the data. It is larger than the corresponding elastic ftlue partly because of 

insuJllciently modeled wire chamber hit populations, which cause data, but not MC, events to be 

removed from the sample. Also, as in the elastic case, <J is sensitive to uncertainties in (A.
11

/A)Fe 

We estimate the combined magnitude or all these el'ects to be approsimately 15% and assign this as 

the systematic error on the cross section when uncertainties in <J corr can be ignored, as tor either the 

total cross section or <J. 
1 

. (z < 0.7). The estimated error in the 1.14 elastic feed-down correction 
111e o.C1e 

is ± 0.07. When quoting errors on <J 
1 

, . , <J. 
1 

, . , and <1. 
1 

, . ( z > 0. 7) this 6% contribution is 
e GO It Ille Ge IC 1110 Ge IC 

added linearly to 15% quoted above. 
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V .2 The EluticitJ Dlmibation 

After dividing the data in him of measured z = E .J E., and finding the raw number of ¢ events 

per bin, the MC simulation described in Sec. IIl.4.3 is used to unfold acceptance and resolution 

effects to obtain the corrected f/J yield as a function of z. Displayed in Figure V.l(b) are the values 

of rPu("lvN - ¢X)/dzdp21. in arbitrary units as a fU11ction of z; the points plotted are listed in 

Table V.1. The data have been corrected for feed-down from the elastic sample as described in the 

previous section. The values of the correctiom applied, labeled e/dc, are also indicated in Table 

V.1. The erron indicated for z < 0.7 are statistical only. Those for z > 0.7 have had the estimated 

error in e/dc added in quadrature to the statistical error, whose contribution is indicated separately 

by the horizontal marks on the error flag. No point is plotted for 0.9 < z < 1.0 because of the 

large size and U11certainty of the correction and the pro:zimity of the elastic boU11dary, which can 

introduce errors in the emc:iency measurement. 

A measurement112 of inelastic: 'l/J production has been made by the European Muon Collaboration 

(EMC). ID order to compare our own data with their result in z, we present the absolutely normalized 

cross section, dn.
11

(µN - ¢X)/dz vs. z in Figure V.l(a). The same remarks on corrections and 

errors that were made in the preceding paragraph apply in this case also. The 4u of each bin 

of measured z is the e:zperimental measured quantity; their sum yields the muoproduction cross 

sections discussed in the previous section. Bin edge resolution effects (Sec:.DI.4.4) which enter in the 

conversion of 4u to du/dz are handJed only appro:zimately by finding, via the MC simulation, the 

average values of true z for each bin and calculating a 4z using the midpoints of the series of (z .)t ' r•• 
thus obtained. The values of dn /dz, 4z, statistical errors in 4u / 4z, and the applied corrections are 

listed in Table V.1. The EMC data, which were presented in arbitrary units, have been normalized 

in Figure V.l(a) so as to minimize any discrepancy with our own result for z < 0.9. 

In Figure V.1 the solid line labeled (1g - f/Jg) represents the result of the inelastic: f/J photoproduc-

tion calculation of E. Berger and D. Jones55• In part (a) the photoproduction prediction for dn/dz, 

evaluated using E., == 106 GeV and normalized to muimally agree with the BFP data, is plotted 
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against the muoproduction result. The x2 for the curve is 42 for 6 degrees of freedom. In part (b) we 

have e'f'&luated rPu/d~dr.L using E.., == 106 GeV and {17i_) == 1.26(GeV/c)2 and plotted it in like 

manner agains <Pu /dzdri.L. The x2 for this plot is 25 for 6 degrees of freedom. 
•II 

There is no substantial difference between the shape of the data in do(p.N - f/JX)/ dz and that 

of <Pu bvN - f/JX)/dzdri.L. Furthermore, there is good agreement between the EMC result and 
•II 

our own measurement of du/dz. We see that the 1g - f/Jg calculation qualitatively agrees in both 

forms plotted. The level ot agreement observed in the z > 0.7 region is surprising. If VI - f/JX 

events were being produced at the rate <1(V/)/<1(f/J} == 0.38, expected from simple VMD arguments 

(Sec. m.4.2), we would expect the data points to fall above the 1g - f/Jg curve by an amount 

equal to the size or the f// - f/JX simulation plotted in Figure V.1. This does not appear to be the 

case. Lastly, we note the phenomenological form of <Pu/ dzdr.L used to describe the data, before 

correction for elastic feed-down, in the MC simulation: 

d.2u/dzdpl • z(l - exp(-z2/0.54)). 

V.3 The Angular Dlmlbation of "1 - µ+p-

The angular analysis of the inelastic f/J sample is carried out in terms of the same angles, 8 

and r;, used in the description or elastic "' production. While we intuitively expect less mdence or 

1y - f/J helicity consenation when the production process is non-diJfractive, there are no quantitative 

predictions for the dependence of the effective cross section on 8 and r;. 

The data were separated into the two regions of elasticity, 0 < z < 0.7 and 0.7 < z < 0.9, and 

the acceptance corrected 'l/J yield evaluated for each as a function of lcos81 and of <Pr The values 

or the elective di!erential cross section for the reaction 1vFe - 't/JX (Ex > 4.5 GeV), di!erential 

in cos 8 (I/>), are presented in Figure V.2 (Figure V.3). The I cos 81 result is shown separately for data 

summed over Q2 and for data lying below and above a Q2 cut at 0.4 (GeV/c)2. To avoid diluting 
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any ; dependence or "•II with data haling poor ; resolution, that plot contains only nents from 

the high Q2 fegjon. Note that, contrary to the procedure followed iD the elastic angular analysis, the 

cos I and ; results displa,M here have been round using an acceptance whose calculation assumed 

the dependence or "•II OD undisplayed Tariables listed iD Eqns. m.1 and m.2. Each plot is arbitrarily 

normalized to unity at either lcosll == 0 or IF = tr/4 (co112; == 0). Tables V.2 and V.3 list the 

points plotted in Figures V.2 and V.3, respectively. 

Also listed iD Tables V.2 and V.3 are the best parameters of simple phenomenological fl.ts to the 

difl'erential cross section measurements. The lcosll data are flt to the form 1 + f1ccos21, while the 

data binned in ; F are ftt to 1 + '1 A cos 2;. The purely inelastic, z < 0. 7, data are consistent with flat 

distributions ill either Tariable, independent or Q2• The results ill the 0.7 < z < 0.9 region suggest 

the prescence or elastic processes through non-flat angular distributions. The most striking cases 

are 'le= 1.3± 0.7 value in the cos I dependence or the Q2 < 0.4 data and the 'IA= -0.41±0.12 

result ill the shape or the ; F distribution. Conclusions drawn from the possible discrepancy between 

the z regions must be labeled as speculative. 

V .4 Tile p2..L dlriributlon 

The variable in inelastic f/J production that is analagous to t ill elastic scattering is the Pi or the 

f/J, measured with respect to the "Yv momentum. Since t = (p
1

- P,,f. difl'erences in the longitudinal 

momentum components, implied by non-unit elasticity, make it spuriously large for inelastic events 

and therefore inappropriate for use. Even for elastic production, tl.Dite momentum resolution forces 

the Hperimentally measured t to be evaluated as t . + {p2, )..,, rather than calculated through the m•• _."' 
above formula. Since t . is very low(::: 10-3( GeV/cf) at the average 11 or these data, there is 

'""' 
essentially no difl'erence between t and Pl. 

We ftnd the p2..L dependence or the efl'ective cross section for the reaction "Yvfe - f/JX(Ex > 

4.5 GeV) in the standard manner previously described. Figure V.4( a) and (b) show flu ,
1
/ dzdp2..L 
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with statistical errors in arbitrary units n. Pi. for eftnts with 0 < z < 0.7 and 0.7 < z < 0.9. 

Table V.4 lists the information plotted in the figure. The curves drawn in Figure V.4 are the results 

of Berger and Jones' 11 - f)g QCD calculation for inelastic f) photoproduction. We have evaluated 

their result for rP<1/d.zd.Pi. n. p2J.. using the aftrage values (11) = 123 GeV and (z) = 0.58 of the 

z < 0.7 data (or (11) == 100 GeV, (z) = 0.81 for the high z data). 

The Pi. dependence of the inelastic data can be parameteriied by the same functional form 

used for the elastic incoherent cross section. We have, 

da /d.t• 0.72e1•
811'l + 0.28eo.s2'l 0 < z < 0.7, 

and 

0.7 < z < 0.9. 

The aftrage Pi. slopes in each case are much lower than is seen in the elastic data. We haft 

(b
1
),

11 
= 1.02 ± 0.25( GeV/c)-2 and 1.54 ± 0.11( GeV/cr2, respectively, for the low and high 

z regions, compared to the nlue 2.56±8:1~( GeV /c>-2 found for elastic production. ID evaluating 

the inelastic muoproduction cross section, we assumed that there is no contribution from coherent 

production ol' the iron nuclei; these results support that hypothesis. 

The 11 - f)g calculation is in good agreement with the data. It successfully describes the 

changing slope of rP<1/d.zd."1. with respect to "1. 1 not only in the z < 0.7 region, but also in the 

0.7 < z < 0.9 region where discrepancies might be expected due to f// cascade or elastic feed-down 

processes. 
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V .S The Q2 Dtmlbutlon 

The Q2 dependence of u •II tor inelutic events has been eftluated by unfolding apparatus 

acceptance and resolution from the raw f/J yield with the inelutic MC simulation. The sensitivity 

of the result to assumptions concerning nuclear shadowing; the Q2 dependence of u du T' or the 

form of the f/J - µ+µ- angu]ar distribution has not been explicitly investigated, as it was for 

elastic production. The results presented here assume R == uL/uT == 0 and no Q2 dependence 

in nuclear shadowing; the angular distributions used were those that best describe the data for all 

Q2 in each of the two z regions (Tables V.2 and V.3). The eft'ect of changing these assumptions is 

small and can be estimated by considering the elutic results (Table IV.4). The above choices imply 

that the appropriate elutic production propagator mass to compare the following results with is 

A,,= 2.40 ± 0.14 GeV/c2 (Table IV.4, tlt 4). 

The elective cross section for the reaction 1yFe - f/JX (Ex > 4.5 GeV), normalized to unity 

at Q2 = 0, is presented vs. Q2 in Figure V.5. The errors shown are statistical only. Table V.5 lists 

the plotted information. The two upper data sets plotted refer to events with O < z < 0.7 (open 

circles) and 0.7 < z < 0.9 (fllled squares). Each set is well tlt by a Q2 dependence of the propagator 

form P(A). We tlnd A== 3.10 ± 0.37(atat.) GeV/c2 (x2 == 2.6 for 7 df) for the low z data and A= 

2.61 ± 0.20(.stat.) GeV /c2 (x2 = 8.6 for 7 d!) for the data in the high z region. In the lower part 

of the figure we combine data from both z regions and compare the result (filled circles) with that 

previously obtained112 by the EMC (open squares). Note that while our own data satisfy z < 0.9, 

those of EMC span all z. The result of a propagator tlt to the BFP data is A= 2.98± 0.21 GeV/c2 

(x2 = 7.2 for 7 dt). This measurement or A might be considered as rather large, given the ftlues 

and statistical errors or A for each or the two subsets. It results from the non-linear nature of P(A) 

and the importance of the highest Q2 data points in determining A. The propagator mass quoted 

by the EMC is 1.8 ± 0.2 GeV/c2. 

While the difference in 6t A for the low and high z regions is not signitlcant, the BFP(z < 0.9) 

and E~iC results refiect a discrepancy or 4.2 statistical standard deviations. Ascribing this to the 
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0.9 < z < 1.0 data left out of the BFP sample93 would require a very steep decline of "•ti with Q2 

tor that sample. }J Q2 is kinematically unrelated to z, it is unrealistic to ezpect such a behavior. 

No mechanism is known at this time that can resolve the discrepancy. 

We ftnd that the tlt elastic propagator A•' is also lower than that measured in the z < 0.9 region, 

by 2.3 statistical standard deviations. The systematic etrects we have discussed would not change 

this result, as they aifect both elastic and inelastic events in the same manner. Msigning the value 

z = 1 to the elastic result only moderately increases the sipitlcance of the apparent systematic 

increase of A with decreasing elasticity. 

The particular 11 - fig calculation to which we have compared our results in other Tlriables 

has not yet been enended to the case of leptoproduction. However, other authon have calculated 

predictions for inelastic ¢ production by Tirtual photons based on similar perturbative QCD ideas. 

W.Y. Keung graphically presents58 the Q2 dependence of Q2da/dQ2 tor 1vl - f/Jg, where the 

calculation is based on the same six Feynman diagrams (Figure L4 (aHc)) considered by Berger and 

Jones. The result is essentially a propagator shape P(A) with A= 3.1 GeV/CJ, arising because of 

the canonical (zero binding energy) choice of charmed quark mass, me= m.,,J2. This prediction is 

essentially unchanged from that tor elastic fl production through the photon-gluon tusion mechanism. 

However, in this case, the data for inelastic production support the calculation. D.W. Duke and J.F. 

Owens have also performed a calculation58 for inelastic fl leptoproduction based on the 11 - .pg 

subprocesses. They also include the contributions of both dilractive and non-dUfractive 19 - ¢9 

diagrams, where 9 represents a light valence quark from the nucleon target. While their ten claims 

that the Q2 dependence observed by the EMC is well described by the calculations, esaminatlon 

of the accompanying tlgure shows clearly that their Q2 dependence is also essentially that of a 

propagator P(A) with A= 3.1 GeV/c2. 

The only theoretical support for a Q2 dependence which falls faster than that which we have 

observed comes from J.P. Leveille and T. Weiler who have separately considered53 only those 19 -

"19 subprocceses that are non-diffractive (Figure 1.4 (g)-(h)). Their conclusion is that the ratio of 

non-diffractive to diffractive "1 production should fall rapidly as Q2 increases from zero (the ratio 
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(m/m,)"(m~ + Q2 /m~ + Q2f is suggested), arriving at a constant Talue when Q2 ~ - 6( GeV /cf. 

Our data imply that these processes alone cannot account for the majority of the inelastic f/J signal. 

V.6 The E.., Diatribatioa 

The eft'ective cross section for inelastic T/J production by muons is presented as a function of 

incident virtual photon energy in Figure V.6. The.data are absolutely normalized and plotted with 

statistical errors for the elasticity regions z < 0.7 (p~ (b)), 0.7 < z < 0.9 (part (c}), and z < 0.9 

(part (a}). The same correction factors .&ft'ecting the normalization of the inelastic muoproduction 

cross section, with their associated systematic uncertainties, as discussed. in Sec. V.l, have been 

included here. The data have been enrapolated to Q2 == 0 by using the observed propagator 

dependence Pf. Q2 ; A), with the value of A appropriate to each z region. Table V.6 provides a list 

of plotted data. The overall similarity in the shape of the data for z < 0.7 and 0.7 < z < 0.9 

shows that, at least for z < 0.9, the v dependence of the cross section is essentially independent of 

elasticity. When the data are flt to the simple phenomenological form o-(v) ==Av' the results listed 

in Table V.7 are obtained. 

In each part of Figure V.6 we have shown the E.., dependence of the Berger-Jones 19 - ,Pg 

QCD calculation for <7(1N - T/IX) (solid line) and the result of the phenomenological fit, "•' == 

(20.5 nb)log
10

v/(ll.S GeV) (essentially identical to the 1GF form), to the eft'ective cross section 

data for elastic T/J production plotted in Figure IV.6(a). The curves have been multiplied by the 

constant factors listed in the figure in order to maximize their agreement. with the data. The shapes 

of the 1g - "19 and elastic flt curves are similar in nature, due to the fact that each is dominated 

by the behavior of the gluon's fractional momentum distribution G(x). Either curve provides an 

adequate description of the cross section, although both tend to rise more slowly with v than do 

the data at the highest values of v reported. The constants normalizing the elastic flt curve are 

consistent with the division of total cross section into elastic and inelastic parts reported earlier; to 
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wit, roughly half the f/J's produced are UIOCiated with the presence of additional hadronic energy. 

Note that in Figure V.6 we have assumed that the E.., dependence of the 1g - t/Jg prediction 

is uncorrelated with z. The curve drawn in each part of the figure is that found by integrating 

,Pu/ dzdPl_ over al/ z and p2.L. The absolute normalization assumed for each curve is that presented 

by Berger and Jones for all z, but scaled by the fraction of events predicted to lie in the appropriate z 

region. These fractions have been calculated to be 0.33, 0.37, and 0.70, for the z < 0.7, 0.7 < z < 

0.9, and z < 0.9 regions, respectively, by maluating da/dz at the average energy (E.., ,_ 104.4 GeV) 

of the z < 0.9 data. The changing Talue of the constant needed to bring the 1g - .pg prediction 

into agreement with the data reflects the relatively minor discrepancies between these fractions and 

those obse"ed in the data. 

The fact that each of these numben is - S.S indicates a fundamental flaw in the theory as a 

description of inelastic t/J production. This cannot be e:zplained away by the e:zistence of higher mass 

cc cascade events, as the discrepancy is independently obse"ed in the z < 0.7 data, which are free 

of this process. Nor is the systematic uncertainity in the normalization large enough to account for 

such a number. The factors which influence the theoretical normalization are the Talues chosen for 

me and a 
8

, the speciftcation of the subprocesses to be considered, and the decision to treat the f/J as 

a wavefunction normalized through the its leptonic decay width. These results provide support for a 

theory whose energy dependence is dominated by gluon e:zchange, with zG(z)-'(1- z)5, but which 

is not necessarily limited to the fundamental subprocess 1g - f/lg. It me could somehow be lowered 

from the Talue m "/2 chosen, without spoiling the Q2 agreement seen in similar58•58 leptoproduction 

calculations which use l.S GeV (Sec. V.S), or a
5 

raised, or the wavefunction normalization freed 

from its constraint of providing the correct Talue of f( t/J - µ+ µ-), the Berger-Jones calculation 

would provide an adequate description of the data. 

In Figure V.6(a) we have also plotted the result for u.
11

(1N - ¢X) found by the EMC. Their 

absolutely normalized measurement encompasses all events with Ex > 5 GeV, independent of the 

questions of calorimeter resolution or electromagnetically produced elastic feed-down processes. To 
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compare their data with our z < 0.9 result we have multiplied their published82 inelastic cross 

·sections by 0.726, that fraction which they obse"ed below z of 0.9. While the BFP results agree 

in the value of "•II obse"ed at E., = 120 GeV, the mean photon energy of the samples, the EMC 

data rise more steeply with photon energy and exhibit an eft'ective threshold at E., > 50 GeV. 

Unlike the situation in Q2 , it may be possible that this discrepancy is attributable to the 

dift'erence in z regions of the samples, as there is a direct relationship between z and v: z = E .,/ v = 

1 - E 
1
/v. For a given (E _,),events at high z should correspond to high v. Were these z > 0.9 

e• e .. 

events to be included in the BFP sample, we might see the cross section increase sufilciently at high 

v to resolve the discrepancy"3 • 

The "fvg - f/Jg calculation of W.Y. Keung in Reference 56 yields results similar to those plotted 

in Figure V.6. The normalization of that prediction is such that ".,N-"1N(v = 100 GeV) = 6.4 

nb, as compared to 4.3 nb for the 'lg - T/Jg curve plotted. The increase is in.sufilcient to resolve the 

discrepancy with the data. 

In Reference 58, discussed earlier in regard to the Q2 dependence of inelastic T/J production, 

Duke and Owens have also predicted the E., dependence of u.
11

('1yN - f/JX, Ex > 5 GeV) and 

compared their results with the EMC data. As their calculation is basically an extension of the "(GF 

model it incorporates the SLD hypothesis to specialize from inclusive cc results to T/J production, 

with the corresponding normalization uncertainty induced by f .... . If they fix f .... with the 
ee-~ ce-~ 

EMC elastic data sample, they ftnd excellent agreement with the EMC inelastic data in both shape 

and normalization. Thus, their calculation will apparently"" confilct with the E., dependence of the 

BFP data, while accurately fttting the relative normalization of the elastic and inelastic samples. 
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VL SUMMARY and CONCLUSIONS 

The study of t/J production by muons can provide information valuable to the understanding of 

the dynamics of hea~ quark interactions. A qualitatil'e description of the photon-nucleon interac­

tion that results in dUfract.ive t/J production is pl'Ol'ided by the Teetor dominance model. The physical 

picture it supplies has been recently quantifted in many respects by first order QCD perturbation 

theory calculations (generically termed 1GF calculations), which justify their signiftcance by the 

small l'alue of the strong CQUpling constant in hea~ quark production. By extending these calcula­

tions to include second order processes, quantitative predictions for inela.nic and non.-ditrractive f/J 

production are obtained. These data test the Talidity of the fundamental assumptions underlying 

the perturbative approach, determine the values of adjustable parameters present in the models, 

and discriminate between particular forms of the calculations. 

ID order to allow comparisons with models that limit their applicability to solely elastic or 

inelastic processes, the data are divided into two groups, based on the amount of hadroDic energy 

seen in the event. Furthermore, for the purposes of isolating a clear data sample whose interpretation 

in terms of hard QCD processes would be unatrected by eit.her elastic-inelastic sample mixing due 

to electromagnetic, "1 to f/J decay, or calorimeter resolution effects, we consider separately inelastic 

events with z < 0.7. 

We have found that the total cross section for muoproducing '1{3097) at 209 GeV is 0.64 ± 0.10 

nb. The portions ascribed to ela.nic and inelastic production processes are 0.36 ± 0.07 nb and 

0.28 ± 0.06 nb, respectiYely. The muoprod.uction cross section for inelastic events with z < 0.7 is 

0.14 ± 0.02 nb and that for events with z > 0.7 is 0.14 ± 0.03 nb. 

ID the "(GF mod.el the elastic result can be used to flx the fraction of cc states with mee < 2mD 

that appear as ¢(3097). Wben a
5 

is chosen as a
5

(Q2 = m;,A = 0.5/GeV) = 0.41, /(cc - ¢) = 
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1/8 leads to " . ('yGF) == 0.35 nb. 
•lube 

While the ...,Gr calculation which leads to the abo'Ye prediction makes no estimate of the size 

of "true" inelastic cross section, it does imply a certain contribution to ". , . (z > 0.7) due to 
""••he 

VI and x production. By itself, the "semi-local duality" assumption in the model leads us to expect 

that all cc bound states with mer < 2mD will be produced with equal probabilities independent of 

particle spin-parity considerations. Were this true, the measured cross section would satisfy 

"·, •. (z>0.7)+", •. >"J'!.·r== ~ <1.B . .. x~0.70nb, 
.... G••te • G••te - 7U £..., I ·-~ 

-··""·"' 
since the sum of '1 and x branching ratios to t/J is 1.03. The measured number is 0.50 ± 0.08 nb, 

2.5 sigma from the expectation. This fact must call into question the duality concept, and therefore 

the entire ,GF t/J production normalization procedure. 

The photon cross section corresponding to the the z < 0.7 region is approximately 6 times 

that expected from second order perturbation theory calculations that limit themselves to "fg - f/Jg 

subprocesses and require the cc system to form a color singlet. Similar calculations that include "fq -

t/Jq contributions and, more importantly (in terms of OTerall normalization), allow for cc quantum 

number rearrangement through (uncalculated) soft gluon emission, are in much better agreement 

with the magnitude of the measured cross section, if the same fraction /(cc - t/J) set by the elastic 

data is also applied to resol'Ye the inherent normalization uncertainty of this method. 

The poor resolution of the spectrometer for ltl<0.5 (GeV/c'f limits our independent measure-

ment of the size of the coherent production component to 24±~:% and completely pre'Yents us from 

measuring the coherent t slope, b c· Our value is consistent with optical model expectations, assum­

ing A
1
!//A==0.8S and be== 150 (GeV/c>-2• When fl.ts to the data are constrained to this optical 

model we 8.nd that 30 ± 3{stat.) ± 2(syst.)% of the obse"ed signal is due to coherent production, 

which, once acceptance effects are removed, translates into a 22% coherent contribution to the total 

elastic: cross section. 

Once the coherent part bas been subtracted from the data, the remaining incoherent data are 
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well flt by the sum of two exponentials, 

(da/dt). = 49.S nb/( GeV/c)2[0.82e4
•
25

' + 0.18eo.D3 t]. 
tllC 

The average incoherent slope parameter is (b1),
11 

= 2.56±g:H(atcit.)±gJ~(ayat.). There is a 20% 

normalization uncertainity associated with da/dt l,_0 • 

These results are consistent with f/J photoproduction data.28- 31 and with another T/J muoproduc-

tion experiment95• Table VI.1 summarizes these results. By way of comparison, we note that the 

average incoherent slope parameter for p muoproduction35 is b = 6.4± 0.8 (E,. = 147 GeV) and for 

rp electroproduction311 (E'TY =: 2 GeV) is b = 3.4 ± 0.2 (GeV/c)-2• This experiment does not at­

tempt to measure changes in the t distribution as a function of Q2 , a measure of photon "shrinkage", 

a common practice in the light meson production experiments. For reference, the average value of 

Q2 and v for these elastic data are 0.71 (GeV/c>2 and 93.2 GeV, respectively. 

Vector dominance makes no definitive statement on the shape of the t distribution for a given 

vector meson, although the concept of difrractive production is implicitly assumed in the model. 

However, the relationship between the forward scattering amplitudes for 'YvN - TjJNand f/JN -

T/JN prescribed by VMD is used with the optical theorem to generate a relation (Eq. L4) between 

u • • (1/JN) and da/dt(7N - f/JN) I. • . Approximating fJ == 0, bt . = 0, and f(T/J - µ+µ-) = .•. ·-·-- """ 
4.3 keV we can use du/dt I,_, and Eq. 1.4 to flnd ",,,(T/JN) = 1.30 ± 0.26 mb. This ucercise 

was commonly performed in the 8.rst ¢ photoproduction experiments with similar results, to provide 

evidence of the hadronic nature of the f/J. 

Finally, the VMD model can be used to make a statementH about the expected ratio of elastic 

to inelastic charm production. Eq. LS, the Talue of (b
1
),

11
, and the above result for u,,, can be used 

to calculate 

" d u,,, 1 
-{T/IN) = -- = 0.0260 == -, 
<Ttot 161rb I 38.5 

thus suggesting that inelastic channels comprise a significant fraction of tjJN collisions. Vector-
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dominance ideas would then imply 

a, ,(TJJN) 
a(1N - cc+ anything)~ a• (T/JN) a.1(1N - T/JN), ., 

where c and ~ are here used as generic names for particles carrying the charm quantum number. 

Thus, in VMD, we expect the ratio of the inelastic charm photoproduction cross section to the cross 

section for elastically producing f/J's to be ~ 40. We have previously reported97 the cross section 

for dif!'ractively producing open charm as a4i11(µr:' - ccX) = 6.9±f::nb (or a
4
i11(1N - cCX) = 

560±~ggnb at v == 100 GeV and 750±Hgnb at v = 178 GeV). The cross section is labeled di1fractive 

because the data are insensitive to charm production mechanisms where the cc pair does not carry 

off most of the laboratory energy of the virtual photon. Augmenting this number by the cross section 

for inelastic T/J production, a. 
1
(µN - f/JX) = 0.28 nb, we find the ratio ••• 

(ai••'••'") 6.9+0.28 7.2 - ---20 
a . - 0.36 - 0.36 - ' 

•l111ttc: di// 

approximately a factor of 2 smaller than the vector dominance prediction if, as suggested by VMD 

itself, all charm photoproduction is di1fractive. The above result might suggest that non-di1fractive 

processes account for a significant fraction of the total charm photoproduction cross section. 

In the simplest 1GF models t = r,,._ = 0. Arguments39 involving the color bleaching of 

the cc system by the second soft gluon and the breakdown of the parton model approximation at 

Tallishingly small Q2 lead to an expectation that the t distribution will be smeared, but will remain 

sharply peaked toward t = o. In a more general version98 of ..,Gr an intrinsic transverse momentum 

distribution f(k J.) of gJuons in the nucleon is allowed. This momentum allows for the definition of 

a "rv"1 scattering plane and leads to the prediction of an azimuthal (with respect to the beam muon 

scattering plane) dependence in ¢ production. In this case, f(k J.) is measured by the t distribution 

of diffractive "1 production. This analysis has not been carried out. 

The polar and azimuthal angle distributions of muoproduced .,µ - µ+ µ- demonstrate that in 

the reaction "rvN - ¢N the f/J's helicity is related to that of the incident "fv in a manner consistent 

77 



with •channel helicity conservation (SCHC) and natural parity exchange. This same behavior is 

seen in the leptoproduction of the lower mass vector means. When we assume R = e2Q2/m;, 

e2 has a It ftlue of 4.0±U. This can be compared with the ftlue of e2 = 0.5 observed35 in p 

muoproduction. When R is It to a constant ftlue we ftnd R = 0.37±3:~, a 1.5 <J deviation from 

R=O. 

The azimuthal angle data clearly rule out a lat angular distribution. In the standard 'YGF model 

for t/J production there is no obvious correlation between virtual photon helicity and t/J helicity411·, 

due to the required exchange of a second color-conserving gluon that is ignored in the calculations. 

The longititudinal and transverse cross sections, <J L and <J T' are, however, calculated for different 

assignments of gluon JP. For_JP = 1- (1+,o-) these yield R ~ 0.02 (0.4,0.2) at ftlues of Q2 111:1 1 

(GeV /cf typical of our data. Our results are not precise enough to decide among these possibilities. 

The questi'>n of helicity con.senation in ?/I photoproduction for the general case of two-gluon 

exchange has been addressed1111 independently of ')'GF by B. Humpert and A.C.D._ Wright. Their 

conclusion is that, for s suftlciently above t/J threshold, as in this experiment, any choice of gluon mass 

and spin-parity results in a prediction of SCHC. (i.e.p30 - 0, see Appendix A). Furthermore, for 

vector gluon exchange, helicity is conserved almost exactly even in the .,_threshold region. In general 

SCBC is violated in the .,_threshold region at nrious levels, depending on the phenomenological 

model chosen. This experiment clearly adds support to these ideas. 

The Q2 dependence of the effective cross section for elastic f; photoproduction is well described 

by a propagator shape, P(A) = (1 + Q2/A2)-2. When one chooses to parameterize the f/J -

µ+ µ- angular distribution in the form prescribed by the SCHC and NPE assumptions, choosing 

R = <JL/<JT•Q2 and ignoring any Q2 dependence in the nuclear shadowing factor S(r) yields A= 

2.Is±gJ~ GeV /c2. If instead we assume R= constant, we flnd A= 2.43 ± 0.15 GeV /c2. Including 

a shadowing factor which rises from 0.7 to unity with increasing Q2, in the manner described in Sec. 

ill.6.2, causes the flt value of A to drop by 0.2 GeV/<?. 

The highest value or A found remains 4 statistical standard deviations from A= 3.1, the VMD 
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expectation which has adequately described the Q2 dependence of the lighter mass 'ftetor mesons. 

Since m; is on the order of 10 times that of the mesons for which the VMD model was originally 

postulated, this may not be too SUlprising. However the ...,GF model also predicts that the Q2 

dependence of the eB'ective cross section will be approximately propagator-like, with A essentially 

determined by the mass of the charmed quark used in the calculation. Fits of the model to the data 

with me as an adjustable parameter indicate that the best flt me is typically equal to half the best flt 

value of A. For example, we llnd me= 1.10 ± 0.08 GeV/c2 when we It the data which yields A= 

2.18 GeV /c". The increased phase space available with low me causes the "(GF calculation for the 

muoproduction cross section to rise dramatically. Using me== 1.10 GeV /c2 results in a prediction 

for a that is 9 times the obse"ed value, if I ..,, and a. are kept at 1/8 and 0.41, respectively. ee-., 

Introducing additional Q2 dependence by evaluating a 
5 

at m~e + Q2, rather than at m~e• has no 

eB'ect on these conclusions. Neither can the form of the gluon fractional momentum. distribution 

G(z), through the power of 1- z in its parameterization, alleTiate the discrepancy. 

Examination of a •Ii v) in diB'erent Q2 regions indicates that the two variables are essentially 

uncoupled in the kinematic range covered by these data. The elastic cross section is still slowly rising 

with E'1 at E., = 170 GeV and can be parameterized by the form a,1iv) = 20.5- nblog10(v/ll.5-

GeV). The form of G(z) determines the v dependence of the "(GF calculation. Fits of the model to 

a,
1
iv, Q2 = O) indicate that when zG(z) == 0.5(71+1)(1- z)", excellent agreement results; we llnd 

'1 = 5.3 ± 0.4, consistent with the value '1 = 5 arrived at through dimensional arguments. If ...,Gr 

can resolve the Q2 discrepancy, a,ff(v) measured in this experiment proTides a model dependent 

determination of G(z) at Q2 =:::: 10( GeV/c)2• 

Results for the inelastic f/J sample, as determined by a cut in the energy observed in the 

calorimeter, have been presented separately for data in the elasticity regions z < 0.7 and 0.7 < z < 

0.9, in order to lessen possible ambiguity in subsequent interpretations. The elasticity distribution 

itself, rPa,
1
/dzdp'i_ rises approximately linearly with z = E.JE'1 and is adequately described in 

z < 0.9 by the result or a QCD calculation55 of the second order process 19 - f/Jg. It is surprising 
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that the data do not lie above this prediction when z > O.T, where both simple VMD and .,OF 

predictions for elastic t/I production indicate that f/J events coming from t/I decay should augment 

the signal from purely inelastic processes. 

In fact it is generally true that the measured <Wrerential cross section in any ftriable does not 

vary dramatically for events in the two elasticity regions. Both the overall dependence and what 

little variation is observed is adequately described by the "19 - f/Jg calculation. For example, the 

variation of ,P" •
11

1 dzdPi_ with Pi_ can be parameterized by the sum of two exponential terms in 

Pi_, with average slope parameters of 1.02 ± 0.25( GeV/c>-2 and 1.54 ± 0.11( GeV/c>-2 for the 

low and high z regions, respectively. The "19 - f/Jg calculation predicts both the changing slope of 

the differential cross section and the correct average slope in each z region. 

The observed Q2 dependence of the effective cross section for the inelastic 'TvN - f/JX process 

is also described by the propagator form .P(A). Paramet.erizing the f/I - µ+ µ- angular distribution 

in the SCHC, NPE form with R = 0, and ignoring nuclear shadowing, we flnd that A= 3.10 ± 

0.37 GeV/c2 for events with z < 0.7, and A= 2.61 ± 0.20 GeV/c2 for events with 0.7 < z < 0.9. 

When data from these two z regions are combined we measure A= 2.98 ± 0.21 GeV/c2. This last 

result is 4a larger than the propagator mass found by the European Muon Collaboration (EMC), 

A= 1.8 ± 0.2 GeV/c2, whose inelastic f/I data span all z and are defined by a 5 GeV calorimeter 

energy cut. Since Q2 is largely ldnematically uncoupled from elasticity, it is unlikely that the Q2 

dependence for z < 0.9 can resolve the discrepancy between the two experiments. The data from 

this e:rperiment are consistent with both the "1v9 - 'fig prediction58 and with a calculation58 which 

includes the contributions from 'Tq - 'flq diagrams. The inelastic events cannot arise from purely 

non-diifractive processes, for which a propagator mass A - m, is e:rpected53. 

The variation of "•l/('TVN - !PX(inelastic)) with E., is found to be consistent with that of 

elastic tJJ production, similar in the two elasticity regions e:raminf'd, and described adequately by the 

"19 - f/;g calculation. This may be attributed to the dominance of '19 diagrams in both elastic and 

inelastic processes, with f1(v) determined for each by the form of G(x). The E., dependence of the 
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combined z < 0.9 data hu been compared to that meuured by the EMC (all z), and are round to 

rise less steeply with photon energy. This, however, is a discrepancy which may be caused by the 

different z regions considered. When the models which include "Jq - f/Jq diagrams incorporate the 

E > 5 GeV cut of the EMC, the calculations agree well with the EMC result. 
A•4 

In conclusion , we find that the 8rst order QCD perturbation calculation, photon-gluon tusion, 

describes elutic fl production in all respects e:icept tor its Q2 dependence. Inelutic fl production is 

adequately handled by e:ipandiDg the calculations to second order where final state gluons provide 

the obse"ed energy. Limiting the cc pain thus produced to those in color singlet., JP=- 1- states, 

however, results in predictions tor the cross section far below the meuured value. 



APPINDIXA 

TH ADpJar DllVilMRloa of Dl-leptom la tile Deear of Lep&optaclaced Vedor M81081 

A formalism, now in standard ue, in which to analyie the photoproduetion and leptoproduetion 

of 'ftetor mesons bu been presented. in References 33 and 32, respecti'Tely. ID these works the spin 

dependence of the produetion is described in terms of the spin space density matra of the 'ftetor 

meson. By espressing the decay angular distribution, W, of the ftetor meson in terms of these 

matris elements, measurements of W can be used to study the production amplitudes. However, 

since these papen were written before the discovery of charm, the specific decay mode considered 

was V - two pseudoscalar mesons, as in p - ,,.+,,.-. More recently, Humpert and Wright have 

considered 1111•100 the analagous problem for fl p.llotoproduetion through the f/J - e+ e-, µ+µ-decay 

modes. This section fills the currently esisting gap by using the results of these authon to flnd the 

angular distribution of fl-+ µ+ µ- in terms of the density matra elements for leptoproduced 'I/J's. 

A.1 Killematlc1 

The kinematics are those depicted in Figure Ll, where the +-momenta of the incoming and 

outgoing leptons, the initial and ft.Dal state nucleons, and the ezchanged virtual photon and produced 

vector meson are 1
1

, 1
2

, n
1

, n
2

, q, and u, respectively. The vector meson production is analyud in 

the badronic center of masa system deflned by 

• • • q 
z == lq•I' 

q X T 
Y == I • •

1
• x == Y x z. 

q X T 

The angle • is deftned as the angle between the normals to the lepton scattering plane, 
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and the hadron production plane Y: 

cos+==•,· Y, 
. . (Y x •,>. z 

aagn(sin +) == IY x •,I · 

The decay distribution ot the vector meson is described in the vector meson rest tn.me with the z 

uis as the direction or flight or the vector meson fJi the hadronic c.m.s . 

• 
~ 

I== -1.;1' 1 ==Y, s-1x •· 

If 11 is the unit 'ftetor or the µ+ in the VJ rest tn.me, the decay angles are 

cos9-. u · 1, 
A. 1 · (• x 11) 

cos~== I I , 
IX 11 

• A. - - s. (• x 11) 
SID'!'- I I . 

IX 11 

See Figure 13 tor a graphical representation or these angles. Note that in this ftgure, and in the 

main ten, we use the ?Viable names </J = f,
2 

- f,
1

, while in this appendix, after the notation ot 

Reference 32, we identity, VJ -. </J - +. 
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The polarization states or the photon and the fl are represented by their hermitian spin space 

density matrices, p(1) and p(1/J). These are related by the production amplitudes T 

In the helicity coordinate system described ahem, the angular distribution or the decay is giftll by 

where Mis the decay amplitude, x+.- - (±~.)represent lepton helicities, and xV,V' ==(-1,0,1) 

represent fl helicities. The decay matri:i elements are given by 

where a= X + - X_. The Wiper rotation functions101 D(t;,8,-t;) and the hermiticity or p(1/J) can 

then be used to show 

W{8,t;) == 4~1ci!2(~1+cos28)+2a sin
2 8(p11 + p_1_ 1)+ ~(2sin2 8 + 4acos2 8)p00 

+ ~(Rep10 - Rep_10)sin28costP{l - 2a) 

- ~(!mp10 - !mp_10)sin28sint/l(l - 2o) 

+Rep
1

_
1 

sin2 8cos2tP{l - 2a)- !mp
1

_
1 

sin2 8sin2tP{l- 2a)). 

a photon, o == O; we assume this to be the case and henceforth drop these terms. Note that the 

sum or all terms that appear above multiplied by 2a are just those constituting the decay angular 

distribution ror V - 2 pseudo~alar mesons. 
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In. order to make the spin content of p(f/J) explicit, it is decomposed into a basis spanned by an 

othoganal set of hermitian 3x3 matrices, Ea (Ref. 32, Eq.64) related to the photon's polarization. 

where, 

Here the X's denote the helicities of the respective particles in the reaction '1vN - f/JN' and Na is a 

normalization factor. The matrices I:0 and I:1•2.3 describe transverse photons and correspond to the 

11llit matrix and the three Pauli spin matrices " in the photoproduetion cue: t 0 gives the unpolariied 

part, E 1 and E2 represent linear polarization, and I:3 represents circular polarization. The matrix 

.I:4 describes longitudinal photons and E5 - E8 represent transvene/longitudinal interference terms. 

The components of D meuure the degree of polarization of the virtual photon in terms of these 

basis states. We have 

where 

J2ER(l + E + 26)cos•, J2dl(l + E + 26)sin•, 
2;(1- E)vR(P1 cos•+ P2 sin•), 

2;(1- E)vR(P1 sin•- P2cos•)), 

2m2 

6 = -"(1-E) Q2 , 

( 
(Q2 + v2)tan29v/2)-1 

E =- 1 + 2 Q2(l _ Q'f,.,,./Q2')2 , 

and the P are the components or the incident lepton's polarization in the Breit system. 
I 

Symmetry properties or the pa, along with their hermiticity, reduce the number or independent 

matri:1 elements in pa and divide the pa into two groups: a=O, 1, 4, 5, 8 and a= 2, 3, 6, 7. These 

8S 



are listed in Reference 32, Table B, where we note, however, an error in the signs ofthe imaginary 

parts or the elements lying below the diagonal of the upper matrix. 

The angular distribution is then written as 

8 

W(l,,P) == L ll0 W°(8,,P), 
a-o 

where the wa are obtained from W by replacing the p .. with /ff.. Using the simpWled tP and the 
. ., "' 

trace condition Trp0 - Trp4 == 1 (arising from t~e identUlcation of not0 and n,t' with UT and 

u L' respectfully) we Ind, for a=- 0, 4: 

for a== 1, 5, 8: 

and for a ::a 2, 3, 6, and 7: 

A.3 General ntd for upolarbed iDcidm ~n• 

In this case P0 == P1 == P2 == 0 and therefore ~ == ~ == ~ == 0. We are left with 

unrnpol(I, "", •) """ ~ n urar(I "") "" - .,, ~ a"' '.,,' 
0,1,2,4,S,ll 
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which leads to 

1 3 2 
W(I,;,+)= l+(£+ 6)R 4,..lc11 x 

(1~1 + pg0) + ~1- 3pg0)cos21 + .r2Rep~0 sin28cos;+ P~-l siD2 1cos2;] 

- £cos2•[p~ 1(1 + cos21)+ p~0 sin
2 1 + .r2Rep~0 sin21cos; + P~-l sin2 1cos2;] 

- £siD2+[-./2Jm,;f0 sin21 sint;- /m,;f_1 siD
2 8 siD2t;] 

+ (£ + 6)R[i(l + P:o>+ ~1- 3p:0 cos2 1 + .r2Rep:0 siD28cos; + P~-l sin2 1cos2;] 

+ V2£R(l + £ + 26)cos+[p~ 1(1 + co~I)+ pg0 sin2 8 

+ .r2Rept0 sin21cos; + pt_1 sin
2 1cos2;] 

+ J2•R(l + '+ 26)siD +(-J2!ml.0 siD2Sslll~- /mpl-i 111D2 SsiD2~)) 

Note that there are 20 independent quantities affecting the distribution: "r' "L and 18 Pij 's. 

A.4 Geaenl rnult for loacftudJDaUJ polariHd lacidem lepM>n1 

For longitudinally polariied leptons moving ill the z direction, the rest frame polarization is 

~ = P(0,0,±1,0), 

which transforms to the Breit system (BS) u 

pBS == (P p p p) == p(~J2£(1+f+26) O 
" i • 2• 3' o 2m 1 _ £2 ' ' 

This can be used to evaluate II3,7 ,8 to give, 



n.lnq poL( •) ±P 3 ,..- · s,;, ==1+(£+6)R4•x 

( vT=Ei{- ,/2/ml,0 sin 21 sill \I - I ml,_, sln2 I lliD 2\1 J 

+ J2<(1- •XI+ iT,JRcos~-,/2/mpr0 sill2lsillfl- /mpr_, lin2 Bsill~) 

+ J2f(l- £XI+ 
1 
~ f)Rsin~p~1(1 + cos2 9)+ p:0 sin2 9 

+ .r2ReiP,0 sill 21 cos fl + p~ _, sill2 I cos~)} 

This term introduces 8 addit.ional independent qUDt.it.ies. 

coatenatioa 

If "tvN - V N Tia t -channel escbanp of a particle system with natural (P == (-1)1 ) or 

11D.D&tural (P == -(-1)1 ) parity, there exists a further symmetry property or the helicity amplitudes 

T Wlder interchange or V and '1 helicites indices. These are such that it 

we can define 

where, 

with no interference terms between TN and Tu. The above equation, t.be symmetry property of 

re:n refered to abon, the parity symmetry or the helicity amplitudes, and a further property or 

the I:0 matrices that relates different I:0 and I:' can.be used to express p0<:> in terms of p0 and 

pl (a 7' fJ), thereby reducing the number of independent matrix elements once Nor U exchange is 

speci8ed. 
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It helicities are consened in the hadronic c.m.s. (SCHC), 

the 3 x 2 x 3 x 2 = 36 original complex amplitudes are reduced in number to m. Parity conservation 

symmetry reduces these by an additional factor of two, leaving 3 independent amplitudes. The 

assumption of natural parity e:ichange leans us with only two, which are chosen to be T and 
ltlt 

T0tof Their relative phaae is dedned as 6, 

These conditions can be used to dnd that 

1 
p0 =2E0 (a=0,1,2,3,4) and 

1 ~I. 
p0 = -e"'E0 (a= 5-8). 

2 

En.luting the angular distribution then results in 

wunpol(8, ~. •> = 1 +(fl+ 6)R 8~le112(c1+cos28)- f sin2 8(cos2•cos 2~ + sin2•sin 2~) 

+ 2(f + 6)Rsin2 8 + J2fR(l + f + 26)sin29cos6(cos•cos; + sin•sin;)). 

or dnally, 

wunpo~8, ~.•) = 1 +(f~ 6)R 8~1ei12(u + cos2 8)- f sin2 8cos2¢ + 2(£ + 6)Rsin2 8 

+ J 2£R( 1 + f + 26) sin 28 cos 6 cos t/J} 

where t/J = ; - •. 
By comparison we can write down the polarization dependent term 
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In the limit Q2 > m:, we haft (lc11
2 =!for normalization) the flllal result: 

W(9,-,•) ~ 1 ~ER 1!1"((1 + cos2 9)- Esin2 9cos2'1+2ERsin2 9 

+ V 2ER(.l + E) sin 29 cos 6 cos '1 - PV 2ER(l - E) sin 29sin 6 sin '1). 

The (1 + cos2 9) term is related to trannerse '1 production, while the 2ER sin2 9 is related to 

longitudinal '1 production. The cos 2'1 term arises from linearly polarized trannene photons while 

the sin 29 terms result from interference between trannene and longitudinal hellcity amplitudes. 

We note here what form W takes when the SCHC assumption is not made and W averapd mer 

azimuthal angles: 

NPE only dects the terms which haft aftraged to zero. SCHC implies P8o = 0 and P:o = 1. 

Clearly, any test of SCHC with virtual photons requires R to be known. Tests of this assumption 

are therefore hen made using real photons by ucribing differences in measured W from 1 + cos2 9 

to deviations of P8o from zero. 

\ 
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Table ILi A"Rrage ftlues and mas dmations of parameten specitying MWPC chamber etnclency 

E. The dependence on radial distance r from the beam centroid is taken as E = a - be-r /ro, and the 

a"Rrap is over chamber number. Results are shown for anode (:r} and cathode (y} planes for both 

µ+ (lu=-2 x 108 muons/sec} and,.- {lu=0.6 x 108 muons/sec} running. 

MWPC EFFICIENCY 

µ+ ,,-
mean " mean " 

e1(%} 93.4 4.7 94.9 3.5 

z 6(%) 10.8 5.6 10.7 6.5 

r
0
(cm} 17.2 11.6 12.2 8.3 I 

Cl(%} 92.0 4.5 94.3 4.2 

11 6(%) 33.1 13.3 30.5 17.9 

18.2 11.1 15.6 9.0 



Tab .. IV.L Results or flt• to the t dependence of the el'ecti'ft Croll teetion "•JI tor the reaetion 

1vFe - .,x (energy (X) < 4.5 GeV). The lt parameters N', a, I, 61 and 62 are described ill the 

ten. The l-.e reported lts dil'er ill which, if &111, otthese parameters are constrained. In Fit 1 all 

parameters are tree; a then meuures de'fiatiom ot the data trom the optical model or changes ill 

the coherent slope parameter trom that uaed ill the Monte· Carlo simulation. Fit 2 hes N' == 1, 

testing semiti'fity or the meuured parameters to the Talidity or the analysis procedure. In Fits 3, 4, 

and 5 a is constrained to values corresponding to l"lrious nuclear shadowing factors, A.
11

/A, within 

an optical model parametizat.ion or da/dt, with 60 =- 150 (GeV/cr2• Fit 3 is the best estimate 

ot the data; Fits 4 and 5 provide an estimate ot the systematic errors ill Fit 3 under variation ot 

A •
1
/ A. Also presented tor Fits 1 and 3 are the values ot the anrage incoherent slope parameter, 

(6
1
).

11
, and the traction ot coherent ennts ill the obse"ed data sample, 1

0
. 

Fit 1 Flt 2 Fit 3 Fit 4 Fit 5 

x2/DF 0.4/4 1.7/5 0.5/5 0.4/5 0.7/5 

N' 110+0.14 · -o.oe = 1.00 1.06 ± 0.05 1.08 ± 0.05 1.05 ± 0.05 

tJ 0 62+0.es . -0.58 1 40+0.1e 
. -0.51 = 1.00 = 0.82 = 1.18 

I o 85+0.01 . -0.10 0 79+0.oe . -0.09 0.82 ± O.CM 0.83 ± 0.04 0.80 ± 0.05 

61 5.03 ± 1.80 3.46 ± 0.86 4 25+o.n . -0.10 4 59+o.77 
. -0.12 3 97+0.75 . -0.58 

62 0.96 ± 0.12 0.90 ± 0.13 0.93 ± 0.11 0.94 ± 0.11 0.92± 0.11 

le 0 24+o.29 
. -o.u NA 0.30 ± 0.03(atat.) ± 0.02(ayat.) NA NA 

(b ,>.11 3 os+o.87 . -1.03 NA 2 55+0·35(stat )+0·21(syat) . -0.32 . -0.11 . NA NA 
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Table IV .2 The total, coherent, and incoherent cross sections, Merential in t, for the reaction 

1vFe - -;x (energy 00<4.5 GeV), in nb/(GeV/cf. Each entry corresponds to a bin in measured t. 

The total cross section is corrected point by point by the assumed coherent contribution, as described 

In the test, to yield the incoherent cross section. The tabulated tis the resolution correeted (true) 

nlue corresponding to the incoherent contribution only; for coherent events true t Q! 0.01 (GeV/cf, 

for alJ bins in measured t. The erron on (dll/dt)c•la and (dll/dt)t•t are statistical only. Erron in 

(dll/dt). are calculated from those of the total and the coherent cross sections. The incoherent .. , 
contribution is plotted in Figure IV.l(b); note that the ftnt two data points have been combined in 

the plot. 

t(GeV/cf dll/dt (nb/(GeV/c>2J 

TOTAL COHERENT INCOHERENT 

0.128 73.4 ± 6.4 45.9 ± 2.3 27.5 ± 6.8 

0.159 63.7 ± 5.5 33.6 ± 1.9 30.1 ± 5.8 

0.199 44.8 ± 2.5 19.4 ± 0.9 25.4 ± 2.7 

0.281 29.3 ± 1.9 9.72 ± 0.67 19.5 ± 2.1 

0.383 18.3 ± 1.3 4.05 ± 0.45 14.3 ± 1.3 

0.546 10.2 ± 0.8 0.92 ± 0.27 9.31 ± 0.80 

0.965 4.54 ± 0.32 0.13 ± 0.13 4.41 ± 0.34 

1.85 1.67 ± 0.18 0.01 ± 0.09 1.66 ± 0.20 

3.74 0.286 ± 0.051 0.002 ± 0.035 0.284 ± 0.062 
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Table JV.I. Part. (a) dilplaJI tile deethe eroa leetioD, dlt"ereDtial ID eosl and; tor tile raetton 

"Yv"e - flX (tmerl1 (X) <4.5 GeV), ID arbitrary uita. Data and Mt.lltical erron are ghen ID 

eo bim, debed by annce Q2 (top mr), PVap eor' (left col11JDJ1), ud one ot three • bins 

(teeond-Jett eol11JDJ1). Ill part.a (b), (c), (d), (e), ud (f} tile ·~ nluea ot Q2, eoa2 I, cos 2,;, f, 

ud the nuclear ahadcnriq fld.or S(J') are iabuJat.ed in u identical muner. 

Table IV.a(a) 

0.53 1.60 6.34 

- • cos 2e bin d2a(eff)/d~dcos8(arbitrary units) 

l 0.52(07) 0.37(09) 0.30(10) 0.05(07) 
0.02 2 0.55(07) 0.61(11) 0.36(11) 0.10(05) 

3 0.59(06) 0.64(13) 0.44(09) 0.35(11) 

l 0.51(06) 0.24(07) o. 36 (13) 0.05(04) 
0.06 2 0.61(07) 0.68(13) o. 35 (10) o. 27 (10) 

3 0.50(06) 0.76(14) 0.54(11) 0.22(06) 
l 0.54(07) 0.25(11) 0.22(10) 0.04(05) 

0.16 2 0.64(08) 0.52(12) 0.36(11) 0.09(04) 
3 0.52(07) 0.56(11) 0.49(11) 0.11 (OS) 
l 0.58 (08) o. 32 (12) o. 36 (13) 0.04(06) 

0.32 2 0.46(08) 0.47(16) 0.27(09) 0.12(07) 
3 0.62(09) o. 66(14) 0.39(10) 0.11 (06) 

l 0.55 (28) 0.91(34) 0.31(25) 0.12(10) 
0.54 2 0.67(20) 0.15(28) 0.48(22) 0.05(10) 

3 1. 09 (29) 1.21(48) 0.35(28) 0.12 (10) 
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102 

2 2 
<Q >(GeV/c) 0.10 0.53 1.60 6. 34 

- • cos2e bin <Q2>(GeV/c) 2 

1 0.081 0.511 1.610 6.490 
0.02 2 0.097 0.509 1.734 5.480 

3 0.111 0.525 1.528 4.956 

1 0.092 0.567 1.406 7.141 
0.06 2 0.105 0.492 1.564 5.327 

3 0.104 0.486 1.489 7.218 

1 0.085 0.487 1.743 5.930 
0.16 2 0.102 0.529 1.617 7.893 

3 0.105 0.562 1. 717 7.277 

1 0.087 0.556 1.539 5.246 
0.32 2 0.122 0.607 1.578 6.183 

3 0.117 0.517 1.601 6.059 

1 0.116 0.494 1.611 7.763 
0.54 2 0.123 0.597 1.450 6.867 

3 0.123 0.601 1.829 6.691 
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Nm IV .l(e) 

0.53 1.60 6.34 

cos2e • <cos2e> bin 

1 0.017 0.014 0.014 0.015 
0.02 2 0.015 0.013 0.017 0.012 

3 0.014 0.014 0.014 0.019 

1 0.067 0.067 0.071 0.067 
0.06 2 0.065 0.066 0.061 0.061 

3 0.062 0.062 0.058 0.070 

1 0.158 0.158 0.154 0.147 
0.16 2 0.152 0.164 0.155 0.152 

3 0.162 0.154 0.152 0.153 

1 0.318 0.332 0.323 0.313 
0.32 2 0.319 0.317 0.318 0.326 

3 0.313 0.320 0.335 0.286 

1 0.533 0.524 0.559 0.518 
0.54 2 0.525 0.555 0.545 0.561 

3 0.522 0.555 0.554 0.548 
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Tabll IV.a(d) 

0.53 1.60 6.34 

- • oos2e bin <cos2~> 

1 -0.191 0.488 0.660 0.801 
0.02 2 -0.328 -0.154 -0.106 -0.082 

3 -0.503 -0.704 -o. 756 -0.807 

1 -0.110 0.550 o. 707 0.810 
0.06 2 -0.307 -0.165 -0.084 -0.064 

3 -0.495 -o. 724 -o. 754 -0.790 

1 -0.073 0.600 0.726 0.784 
0.16 2 -0.249 -0.111 -0.117 0.009 

3 -0.422 -0.743 -0. 766 -0.823 

1 -0.009 0.547 o. 728 0.778 
0.32 2 -0.187 -0.094 -0.077 0.022 

3 -0.422 -o. 721 -o. 716 -0.830 

1 0.129 0.502 0.746 0.786 
0.54 2 -0.101 -0.130 -0.094 -0.196 

3 -0.409 -0.692 -0.648 -0.733 
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Tabi. IV.a(e) 

0.53 1.60 6. 34 

- • cos2e bin <£> 

1 0.820 0.799 0.795 0.851 
0.02 2 0.816 0.818 0.830 0.799 

3 o. 836 0.801 0.800 0.800 

1 0.825 o. 811 0.766 0.789 
0.06 2 0.829 0.799 0.774 0.814 

3 0.813 0.804 0.789 0.788 

1 0.792 0.808 0.794 0.781 
0.16 2 0.801 o. 794 0.790 0.825 

3 0.798 0.795 0.807 0.775 

1 0.774 o. 729 o. 769 0.701 
0.32 2 0.751 0.746 0.778 o. 710 

3 o. 771 0.748 0.733 0.739 

1 0.614 0.642 0.662 0.587 
0.54 2 0.691 0.630 0.618 0.614 

3 0.659 0.666 0.664 0.548 
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Table IV .a(f) 

0.53 1.60 6.34 

- • cos2e bin <nuclear screening> 

1 0.744 0.766 0.807 0.906 
0.02 2 0.744 o. 764 0.810 0.877 

3 o. 745 0.764 0.803 0.878 

1 0.744 o. 767 0.795 0.902 
0.06 2 0.745 0.763 0.803 0.888 

3 0.745 0.764 0.799 0.897 

1 0.743 0.762 0.809 0.876 
0.16 2 0.744 0.764 0.803 0.904 

3 0.744 0.763 0.806 0.900 

1 0.743 0.759 o. 796 0.869 
0.32 2 o. 744 0.763 0.797 0.877 

3 0.745 0.760 0.795 0.881 

l 0.743 o. 756 0.788 0.879 
0.54 2 0.744 0.758 0.781 0.870 

3 0.744 0.758 0.792 0.867 



Table IV A. Flt.a to tile Q2, f, ud Mepadenee ti \be deetm: croa llCUon "•II tor tile raetion 

'Tyf'e - flX (aero (X) <4.5 GeV). The aq'Qlar fuetlon W(,,,R), propap&or P(A), aad nuclear 

ah.dowiq t.cior S(s') ue dellaed ba ibe ten. Eich of -.. IU (numbered ba ibe Int cohmm) 

ii performed both wit.h S(r) included (multiplied "ill•) uad ignored (•out•) ID ibe function fitted. 

Values ot chi-squared uad the degrees of freedom ue smn ill tbe fourth cohuu. Enon on the flt 

parameters A, ,,, and ( 2 (flta I ud 8) or R (Ii 2) ue ·ltatlltical. Flt 8 ii Ule same u flt 1 aeept 

Wis multiplied by (1 + €.R); A then panmeteri1e1 tile Q2 dependence of "r rather t.b&ll <J•lf' Fit 7 

compares the data iDtegrated cmr - ud coal with ibe Q2-dependenee predicted by ,GF. 

Fit Function S(.:rj x2 /OF A(GeV/c2) 
No. " 

2 t or R 

W(~,P.)•P(h)} in 45.4/56 2 03•0.l 8 1 02•0• 28 3 3•4•9 
l • -0.12 • -0.23 • -3.0 

a er~/ )2 5 5156 •0.18 •0.28 •4.8 
n• ~~ m~ out 4 • 2.18_0• 13 1.04_0•23 4.0_ 3•4 

2 
W(~,R)•P(h)} in 42 0/56 2 24•0 13 1 09•0. 3l 35•· 26 

• • - • • -0.24 • -.18 
a.. 2 I • •0.31 •.27 .n-constant out 4 .4 56 2.43-0.15 1.10_0•24 37 • -.22 

3 1 •?(h) 

4 W(l ,O) •?(h) 

5 W(~,O) •P(ri"1) 

in 73.3/58 2.06:0.11 
out 73.3/58 2.22:0.13 

in 48.6/58 2.21:0.12 
out 49.3/58 2.40!0.14 

in 89.1/58 :3.1 out 68.5/58 

=1 :o 

0.96!0.13 :0 
0.93:0.14 

in 47.0/56 2.08:0.24 0.86:0.17 .:4::~~ 
6 (l•cR)•Fit l 

out 47.6/56 2.20:0.29 0.87:0.17 .34::~~ 

7 yCF -~ Q
2

. in 32.l/8 2 
pro)ect1on out 14.6/8 mc:l.5 GeV/c 

XBL 809-11763 
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Table IV.S Part (a) tabulates the efrectm croa section "•II in nanobarns as a function of E
1 

for 

the difhctin process 7N - -IJN. The data for E1 < 25 GeV were calculated using the results 

of a SLAC photoproduction experiment211 , as described in the ten. The measurements listed for 

this experiment are attained by enrapolating "•II to Q2 == O using P(A) == (1 + Q2/A2)-2 with 

A== 2.18 GeV/c2. In part (b) "•II is given in nanobarns for the process "fvN - 'IJN tor 16 bins, 

each labeled by the average ftlue of v and Q2 of the bin. The erron listed for both parts (a) 

and (b) are statistical only. The data are plotted in Figure IV.6 along with the flts summarized in 

Table IV.6. 

(a) " ('YN - .PN) • 
SLAC This Experiment 

v(GeV) <1(nb) v(GeV) <1(nb) 

13.0 1.31 ± 0.28 40.1 10.3 ± 0.8 

16.0 2.83 ± 0.38 58.0 14.3 ± 0.9 

17.0 3.72 ± 0.34 80.3 17.5 ± 0.9 

19.0 4.14 ± 0.38 108. 20.7 ± 1.2 

21.0 5.03 ± 0.41 140. 23.8 ± 1.6 

173. 24.0± 5.0 

(b) " ('Y N - .PN) elf' V 

Q~ Q~ Qi Q~ 

<1( nb) 11.1 ± 0.7 12.6± 1.6 8.17 ± 1.17 2.08 ± 0.61 

vi v( GeV) I 48.8 I 48.4 I 49.9 I 51.2 

Q2( GeV/c'f 0.076 0.47 1.63 6.12 

<1( nb) 16.5 ± 0.9 17.4 ± 1.8 10.9± 1.3 4.20 ± 0.73 

v2 I v(GeV) 82.0 83.3 82.9 87.9 

Q2( GeV/cf 0.099 0.55 1.66 6.30 

<1( nb) 20.8 ± 1.4 18.9 ± 2.2 9.98 ± 1.56 3.17 ± 0.76 

"3 I v(GeV) 120. 121. 124. 126. 

Q2( GeV/cf 0.12 0.49 1.64 6.84 

u( nb) 22.8 ± 3.0 21.6 ± 4.0 20.0± 3.9 5.79 ± 1.96 

"• v( GeV) 156. 159. 161. 163. 

Q2( GeV/c)2 0.16 0.52 1.54 5.58 
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Table IV.8 Results of tits to the Q2 and v dependence of the etreetm cross 3eetion " for the 
•II 

reaction ivN - -;N. All tits are of the form predicted by the ,.,GF model of f/J muoproduetion. 

They di6er in which, if any, of the parameten I .... and 11 are con.strained, in the form of a , ee-,.. S 

the strong interaction coupling constant, assumed, and in the data included in the ftt. Fits 1 and 

2 use only data from this experiment from d.i«erent Q2 and v bins (Table IV.5, part (b )). In tit 1 

the nominal values of the parameters me, 11, and as are uaumed; in ftt 2, me and 11 are allowed 

to ftl'Y. Fit 3 is of the same form u ftt 2, but includes the Q2 - 0 SLAC data and allows for a 

relatin normalization constant le between the two data sets in the ftt. Fit 4 investigates the changes 

introduced by using m~e+Q2 u the point at which as is evaluated. Fit 5 (tit 6) ftts ",
1
/v.Q2 = O) 

(Table IV.5, part (a)) by bing me at its standard (best ftt) value. Fit 5 thus shows the best value 

'of,, in the 1GF model independent of the Q2 dependence of the data, wllile ftt 6 indicates how 11 

can change in response to changes in me. 

Fit -x. 2/DF 8 x I ee-• me( GeV/c2) ,, le arg(as) DATA 

1 40.3/15 0.92 ± 0.03 = 1.5 55 NA 2 mee BFP 

2 16.6/13 0 11+0.05 1.10 ± 0.08 9.18 ± 1.23 NA 2 BFP . -0.03 mee 

3 20.8/17 0 11+0.04 1.08± 0.07 8.58 ± 1.11 1.24± 0.16 2 BFP,SLAC . -0.03 mee 

4 21.3/17 0.12 ± 0.03 1.10 ± 0.05 7.95 ± 0.94 1.21 ± 0.16 m~e+Q2 BFP,SLAC 

5 9.7/8 1.01±0.04 = 1.5 5.25 ± 0.41 1.23± 0.16 2 mee BFP( Q2 = O),SLAC 

6 5.4/8 0.12 ± 0.04 = 1.1 8.49± 0.68 1.27 ± 0.16 2 mee BFP(Q2 = O),SLAC 

109 



Table V.1 The z = E/E., dependence of inelastic t/J production. Meuurementa of "'1/dz in pb. 

for the reaction µN - pf/JX (Ex > 4.5 GeV) are shown in column 4; the efreetl'ft cross section, 

differential in z and JJi. for the reaction 'lvFe - "1X Ex > 4.5 GeV) are shown in column 6 in 

arbitrary units. Both sets of results ha'ft been corrected for elastic eTent feed-down by the numbers 

in column 3, labeled e/ck. The errors for z < 0.7 are statistical onlr,. those for z > 0.7 ha'ft both 

statistical and systematic (through uncertainty in e I ck) errors indicated, in that order. The nlues 

or Az used in enluating "'1 /dz are listed in column 2. ColUDl.DI 5 and 7 present "'1 /dz in pb. 

and rP-<1.1/dzar.l. in arbitrary units for the MC simulation or fl production, with fl - t/J••, t/Jf/, 

assuming a fl' to f/J production ratio ot 0.38. These data are plotted in Figure V.1. 

"'1/dz( pb) rP<1.11/dzdii. (arb. units) 

z Az e/dc µN- µf/JX µN- µf/N 'lvN - t/JX 'lvN - fl'N 
tP' - f/JX tP' - f/JX 

0.28 0.088 0.98 107 ± 56 117 ± 61 

0.37 0.099 0.97 83± 21 115± 30 

0.47 0.101 0.99 256± 36 304± 42 

0.57 0.092 0.99 386± 37 424 ± 41 

0.66 0.093 0.97 597 ± 44 12±3 597 ± 44 12±3 

0.75 0.094 0.91±0.06 624 ± 39± 41 171±10 641±.40±42 175 ± 10 

0.85 0.098 0.79± 0.13 644 ± 40± 107 363± 14 683 ± 42± 113 386± 15 

0.93 0.086 0.38± 0.35 227 ± 15 ± 208 113±7 258 ± 18± 235 129±8 
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. . 

Table V.2 The e6eeti-.e cross section, di6erential in cosB, tor the reaction 'YvFe - 'IJX (Ex > 

4.5 GeV), in arbitrary UD.its. Data and statistical erron are given in (a) tor 0 < z < 0.7 and (b) tor 

0.7 < z < 0.9. Results are tabulated vs. (lcos Bl) tor data summed over Q2 and tor data with Q2 

less than and greater than 0.4 (GeV/cf. Also presented are the values of 'le and chisquared for fits 

of each data set to the form 1+11
0

cos2 8. 

z: 0 < z < 0.7 
(Cl) 

Q2: all < 0.4 > 0.4 

(Q2)(GeV/cf 1.3 0.12 2.8 

(!cos 81) I "'1.
11

/rtcosB(arbitrary UDits) 

0.14 I 1.07 ± 0.10 1.10 ± 0.13 1.10 ± 0.16 

0.25 I 0.89± 0.09 0.80± 0.12 1.03± 0.14 

0.39 I 1.03± 0.10 1.30± 0.16 0.74 ± 0.14 

0.56 I 0.87 ± 0.12 0.80± 0.16 1.03± 0.19 

0.71 I 0.98± 0.25 1.14 ± 0.45 0.91±0.37 

'le -0.25± 0.39 -0.18± 0.57 -0.34± 0.60 

-x.2/DF 2.4/3 8.3/3 3.4/3 

z: 0.7 < z < 0.9 
(b) 

Q2: all < 0.4 > 0.4 

(Q2)(GeV/cf 0.92 0.10 2.2 

(lcosBI) I "'1.
11

/rtcosB (arbitrary UDits) 

0.13 I 1.04 ± 0.10 1.07 ± 0.12 1.01 ± 0.14 

0.25 I 0.93± 0.09 0.95 ± 0.12 0.96± 0.13 

0.40 I 1.31 ± 0.12 1.47 ± 0.17 1.10 ± 0.16 

0.56 I 1.11±0.12 1.31 ± 0.18 0.95 ± 0.16 

0.73 I l.30 ± 0.26 1.66± 0.49 l.03 ± 0.32 

"c 0.58 ± 0.41 l.28 ± 0.68 0.01±0.51 

x2/DF 5.1/3 4.5/3 0.5/3 
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Table V .3 The efeetift cross section, diJrerential in ~. for the reaction "fvfe - tiX (Ex > 

4.5 GeV), in arbitrary. units. Data and statistical erron are giftn Ys. (~,) for data with Q2 > 

0.4( GeV/c)2 in the z regions deftned by 0 < z < 0.7 and 0.7 < z < 0.9. The bottom two rows 

present the Talues or ,, A and chi-squared for flts or each data set to the form 1 + 11Acos2~. 

Q2 > 0.4(GeV/cf 

0 < z < 0.7 0.7 < z < 0.9 

(~F) "".1/d~ (~,> d".1/d~ 
(arb. units) (arb. units) 

0.31 1.22 ± 0.22 0.33 0.70± 0.16 

0.46 0.78± 0.16 0.52 0.68± 0.15 

0.69 0.84 ± 0.17 0.68 1.00 ± 0.19 

0.91 1.25 ± 0.22 0.95 1.32 ± 0.20 

1.12 1.15 ± 0.22 1.12 1.32 ± 0.18 

1.25 1.00± 0.19 1.25 1.20 ± 0.17 

'1A -0.11±0.14 -0.41±0.12 

x.2/DF 5.0/4 2.4/4 
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Table V.4 The e!'eeti'ftl cross eeetion, di!'erent.ial in z and Pi,, for the react.ion "fvFe - flX 

(Ex > 4.5 GeV) in arbitrary units. Data and statistical errors are presented vs. p2..L for the elasticity 

regiom 0 < z < 0.7 and 0.7 < z < 0.9. These data are plotted in Figure V.4. 

"fvfe - f/JX (Ex> 4.5 GeV) 

0 < z < 0.7 0.7 < z < 0.9 

Pi rPu.11'dzdp2..L Pi rPu.11'dzdp2..L 
(GeV/cf (arbitrary unit.a) (GeV/cf (arbitrary units) 

0.16 8.48± 1.30 0.14 9.71 ± 1.01 

0.39 6.80± 0.70 0.34 6.19 ± 0.56 

0.89 3.91±0.39 0.82 2.62 ± 0.25 

1.49 2.05 ± 0.27 1.50 1.28 ± 0.18 

2.47 0.90± 0.16 2.30 0.65 ± 0.13 

3.19 0.86± 0.22 3.15 0.385 ± 0.07 4 

4.44 0.42 ± 0.12 4.56 0.269 ± 0.061 

5.83 0.134 ± 0.062 5.81 0.102 ± 0.033 

8.56 0.037 ± 0.016 7.37 0.070 ± 0.019 
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Table y .s The Q2 dependence of the etrectm cross section for the reaction 1vFe - f}X (Ex > 

4.5 GeV), normalized .to unity at Q2 = 0. Data and statistical erron are presented with their 

corresponding Q2 for the elasticity regions z < 0.7 (left columns), 0.7 < z < 0.9 (center two 

columns), and z < 0.9 (right columns). These data are plotted in Figure V.5. 

1vFe - f}X (Ex > 4.5 GeV) 

I< 0.7 0.7 < z <·0.9 I< 0.9 

Q2 
"•//(Q2) 

Q2 
".1/Q2) Q2 "•t/Q2) 

( GeV/c)2 "•t/(O) ( GeV/c)2 . ".1/0) (GeV/c)2 ".1/0) 

0.074 0.954 ± 0.091 0.058 0.898 ± 0.078 0.058 0.905 ± 0.061 

0.19 1.02 ± 0.11 0.16 0.933 ± 0.091 0.17 0.962 ± 0.070 

0.42 0.90± 0.17 0.39 0.95 ~ 0.16 0.42 1.03 ± 0.13 

0.79 0.72 ± 0.15 0.67 1.17 ± 0.18 0.65 1.03 ± 0.12 

1.18 0.92± 0.18 1.07 0.91±0.17 1.11 0.93± 0.13 

2.25 0.74± 0.12 2.10 0.69± 0.11 2.09 0.688 ± 0.084 

4.68 0.41±0.10 4.33 0.411 ± 0.089 4.50 0.489 ± 0.089 

8.42 0.23± 0.12 8.42 0.136 ± 0.048 8.25 0.208 ± 0.058 

24.6 0.094 ± 0.043 21.9 0.049 ± 0.043 20.3 0.082 ± 0.036 
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Table V.8 The E., dependence of the elective cross section 'TN - f}X (inelutie). Absolutely 

normalized data and statistical errors, corrected for elastic contamination of the Ex > 4.5 GeV 

sample and extrapolated to Q2 = O as described in the tei:t, are presented vs. E., for the elasticity 

regions z < 0.7 (left columns), 0.7 < z < 0.9 (center two columns), and z < 0.9 (right columns). 

These data are plotted in Figure V.6. 

"ffe - f}X {ine!astie) 

z < 0.7 0.1 < z < 0.9 z < 0.9 

E., ".1/nb) E., "•If( Db) E., "•11< nb) 

42.2 4.9± 1.6 42.1 4.3 ± 0.9 42.1 1.6 ± 1.3 

58.5 5.1±0.8 58.2 6.6 ± 0.8 58.3 11.1±1.0 

80.7 6.1±0.7 81.9 7.1±0.8 81.0 12.7 ± 1.0 

111.0 10.5 ± 1.0 111.0 1.8± 0.9 110.6 16.8 ± 1.3 

146.7 13.1±1.3 143.6 10.6± 1.4 144.1 22.1±1.8 

177.6 12.5 ± 2.1 180.2 14.0± 3.0 177.9 26.4 ± 3.5 
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Table V.T Results of ftta to the E., dependence ot the inelastic., cross section, ~,1j'1N - .,X), 

ot the to~ Av', wher:e ~,11 is in nb. when 11 is in GeV. A, p, and the resulting chisquared (tor 

4 degrees ot freedom) are presented tor the three elasticity regions z < 0.7, 0.7 < z < 0.9, and 

z < 0.9 considered in Figure V.6 and Table IV.12. 

~ (11 Q2 = 0) ==Av' 
•II ' 

'JN - f/JX (inelastic) 

A p x2 /DF 

z < 0.7 0.11 ± 0.07 0.95 ± 0.14 4.2/4 

0.7 < z < 0.9 0.45 ± 0.28 0.63 ± 0.14 2.9/4 

z < 0.9 0.37 ± 0.16 0.82 ± 0.10 1.6/4 
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Table 'VI.1 Summary or the da/dt behalior seen in Tal'ious T/J pho~ and mu~production esperi-

ments. 

. . Experiment (E") A,,, ltl range (61),
11 

or/, 61, 62 
(GeV) (GeV/c'f (GeV/c>-2 

ComeU80 11.0 9 0- 2.8 1.25 ± 0.2 

SLAC29 19 2 0-0.5 2.9± 0.3 

Fermilab31 SS 2 0-2 1.8± 0.4 
(tagged 1) 

This ezperiment 93 56 o-s 2.56 ± 0.30(.stat.) ± 0.20(.sy.st.) 

0.82 ± 0.4, 4.25±8:~g, 0.93 ± 0.11 

Fermilab82 116 9 0- 1.5 1.8± 0.6 
(broadband 1) 

Rer. 28 129 9 0-0.7 ,..,,3 

Rer. 83 161 9 0- 3.5 2.68± 0.36 
0.98 ± 0.23, 3.48 ± 0.80, 0.08 ± 0.67 

Rer. 84 120 9 0-4 0.815, 3.0, 1.0 

EMC95 120 56 0-3 2.31±0.30 



µ:t(l~ 

Bv _ _} __ 

XBL819-7316 

flpn Ll The eledomapetic reaction pN - pf}X, where '1 - p+p-, ID ihe one photon 

appro:limatlon. The ~momenta of the incoming ud teatt.ered muons, Uae achu.pd Tirtaal photon 

ud produced f], ud the illitial state nucleon ud IDal hadronic nate recoiling .gain.st the fl are 

1
1

, 1
2

, 9, v, n
1

, ud nx, retpect.i'ftly. The lt.boratory 11st.em energies ohhae particles are delDed 

u: ,Y - E, ~ - E', f° - v (or E.,), v0 
- E•, n' - m., ud n~ - Ex (or E ... 1.>· The¢ 

\daagbter muons' envsies ID tH laboratory .,. £'t and E<. We ddDe 02 
- -f', nJc - mJc, ad 

t =- nx- n
1 

- 9- 11. The labontory ugle between 1
1 
ud ~is ev. ID addition to Ex. a measure 

lr event elasticity is z =- E ..,Iv == 1 - E ,..iv. 
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Flpre U Models for elastic t/J muoproduction. Part (a) shows the 'ftetor-meson dominance picture, 

where the 'rirt.ual photon couples directly to an o1l'-shell t/J meson with a Q2 independent coupling 

strength em~/ f .,. The f/J's are lnally brought on-shell when, by an un.speciJled diffractive process, 

they e:1change momentum with the target. Part (b) shows the photon-gluon-fusion picture. There, 

a pair of charmed quarks are formed through the interaction of the incident photon and a gluon 

from the target. The coupling strength is proportional to aa
5

. The process by which a cc pair of 

arbitrary m~e becomes a f/J is unspecified, but presumably involves the emission of at least one soft 

gluon, so that color can be conserved in the reaction. 
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(a) 

( b) 

a ,,....__c_~~D- ~ 

X8L819- 731~ 

flpn L2 Models for elutic ., product.ion. 



. . 

Lab system 

Muon scattering plane 

A 
x 

Yv N c.m. system 

Production plane 

"' rest system 

XBL819-7317 

flpn U The coordiute qstems ued bl Ule analysis of I.be aqular distrib11tion at Ule '1'1 

daqht.er muons. Here, ' ii the polar aqle or the beam-sip daughter m11on ill Ule " rest frame, 

where I 11 detlned u ••, Ule '1 momentum bl the i-N eat.er or mus qstem. The uimuthal angle 

t;2 is the ugle of the '1 decay plue, meuv.red with respect to Ule 1 - " production plue. t;1 is 

the azimuthal angle or the 1 - " produce.ion plue measured relatift to the beam muon scattering 

plane. 
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(a) ( b) ( c ) 

c c c 

- c -c c 

+ + + 
Crossed Crossed Crossed 

( d) <e> ( f) 

c c c 

c -c c 
q Q Q 

+ 
Crossed 

( h) 

X8Lll9-T314 

Flpn L4 FeymDaa diagrams for t.be 1ubproc:eues wb.icb are aeeond order in a 5 t.bat might 

contribute t.o ¥J product.ion. Bere q is a light quark. Parts (•Hf) correspond t.o dUfraet.ift product.ion, 

and parts <cHh) to non-dilractin production. 
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MUL Tl-MUON SPECTROMETER 
BERKELEY·FERMILAB·PRINCETON 

s,.,2 in modules 4,6,8,I0,12,14,16,18 
PC+ DC in 1-18 5C in 1·15 

XIL 795-9605 

flpn D.1 Sbt.eb of the malti-maon spectrometer. The spect.romet.er mmpet, 1erriq also u a 

t.arget. ud bldron absorber, bu a le.Id wbicb ii 19.T kG wit.hill a 1.8 x 1 x l~m1 ldacial ~Jame. 

Ower t.be central l . .C x 16 m1, the mapetie leld is ulform t.o 3% ud mapped t.o 0.2%. Eighteen 

pain of proportiouJ (PC) ud drift chambers (DC), tally lalitin Oftf 1.8 x 1 m2, determine maon 

momenta t.o typically 8%. The PC's register coordinates a& 3<19 ( u) ud 909 Ci) t.o the bend direction 

(z) by means of 0.5-em-wide cal.bode strips. Bub of triger 1eilltilla&on (S
1 

- S
12

) occupy eight. 

of tbe eighteen magnet modaJes. lllt.erleand wit.b t.be 1-em-t.hick magnet plates iD modules 1-15 

are 75 calorimeter scintilla&ors resolTing badron enera E
1694 

witb rms 11DCert.aint.y 1.sJE,..d( GeV). 

Not. shown upstream of module l are l PC ud DC, 63 beam 1eint.iUa&ors, 8 beam PC's, ud 94 

scintillators sensitive t.o accident.al beam ud halo muons. 
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(A) 

( 8) 

( c) 

(0) 

---, 

Calorimeter : 
counters 
Steel plates 

Coil 

Trigger 
hodoscope 

• I 

_J 

f 
w. 

... 

c 

c 

-tJ-3cm 
11 

D 0 II 

I 
• • 

Proportional 
I chamber 

A I • Drift 
Vchamber 

-- -- -- ----- -- -.. -· -.. -- -· - .. 

-.. L __ _ 

Concrete base .. l·' 
XBLSOI0-2254 

Ficare U.2 One of eighteen modules comprising 1.be M11l1.im11on Speetrometer. 
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Dipole magnets 

Quadrupole magnet 

v. 
J 

BH(x,y) 
MWPC 

BH(x,y) 
MWPC 

Vw Vb 
BH 

MNPC 
vh 

BH(x,y) 

BH Beam scintillator hodoscope 
Vj 

11
Jow" veto counter 

Vw Lorge veto wall 

Vh Halo veto hodoscope 

Vb Bucket occupancy veto counter 
. MMS Multimuon Spectrometer 
CCM Chicago Cyclotron Magnet 

XBL8010-2139 

Ficvt IL3 MuJtiwire proportional cbamben and scintillation couten med \.o dtbe tht beam and 

\.o measure its momentum. 
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31.5
11 54 11 

96
11 

• ~II ir-2.1" 
..__._30"--.... ~l::l-+----- 48';..' -----i 

XBLBl9-7313 

Flpre D.4 Dimensioaa ud coil slot. conlguntioD of oae of t.be 01 st.eel plates ia t.be Maltimaon 

Spectrometer. The size ud posit.ion of a calorimet.er count.tr is also iadicated. 
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(a) Bethe - Heit I er 

µ. µ. 

. . µ. µ. 
-

µ. 
,_ 

µ. 

T T 

( b) Muon- Bremsstrahlung 

XBL 819-7312 

r1can IL5 Fe11lJllan diagrams tor the eleetromapetie produetion of muon pain by the(•) Bet.he-

Beitler and (b) muon-bremsstrahlung processes. These muon tridents are responsible tort.Jae majority 

ot Tl.lid t.rimuon triuers, and are the main backrowid process t.o f/J production. 



Drift chamber 
Proportional chamber 

Trigger 
hocfoscope 
counters 

Calorimeter 
counter 

Aluminum support plate 

XBL 795-1602 

Flpn n.s AD esploded 'riew ot one ot the large spectrometer magnet. pps, • hich contains a ~r 

bodoscope, composed ot counters 5
1 

- 5
12

, a calorimeter counter, ud a multi-wire proportional 

chamber - drift chamber package. 
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S1 

52 

S3 

S4 >4 

S5 lf NADJ 

Ss 

S7 

Se lf ADJ 

S9 

510 

511 

s, 

XILl11•7:!110 

Flpft ILT Loctc tor one or eight Vigpr bod01COpe1. Sipals from the Raft coanten S._10 we 

split ud or-eel together, 10 t.ha&. when 3 adjacent 1eilltillaton are, 4 couts we produced in the 

adder. For 3 muons "°produce more t.hu -t count.a, t.hey must either 1eperate enough so that at 

least ODe ftred counter ii DOt adjaceDt \o the othen, or hit a paddle COUDter 5
1
,
2 

or 5
11

,12 • The full 

trimuon triwr is occurs wheD oae or more or the 6 possible subtriggers, ¢~4; • tti~'!'J, • ¢~'!'],, is 

aatist!e-d. 
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1).000 

IOOO 

. . . . . . . . . . . . . . . . 
100 

. . . . . . . . . - . 
C"' 

(..) 
......... 
~ 
c.::> -- 10 c::i 
......... 
<./') ..,_ 
:z 
LU 

102678 (µ.µ.•µ.-) > 
LU 

6693 ± 355 ('/J+t') 

800 

0.1 400 

0.01..__...._ _ _.____........_ ___ 
0 8 2 4 6 

M(JJ-+}J--) (GeV/c2) 

flpn ILi Spectrum of maoa pair mas1e1 tor all data uder llightly more paeral cm thaa tho11e 

used in this analysis. Note that the triger succeeds ia 1accesstuJl1 t1U'lliq OTer the rapidJy climbing 

distribution u m goes to aero. ,.+,.-



MWPC Cclthode amp_lifiers 

~MCIOll5P 

+ 

+ Output 
voltage 

XBL 795-1599 

Flpn D.9 Elec:troa.ic1 1ebeme aled oa the Induced plane1 of tbe multi-wire proportional chambers. 

By essentially taking the 1eeond derintift or the Lorenwan shaped induced charge distribution, 

standard cbar~ sensitive comparat.on cu be ased for puJse center bcliag. 
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800 

600 -

-'400 
CJ) 
~ 

c: 
CV 
> w 

200 

! Elastic- Inelastic cut 

0 16 32 48 64 80 

Ecol {GeV) 
XILl15-2289 

Flpn m.1 The obsened dinribaiioa ill meuund shower enera E,.
94 

for all trimaoa eftJltl with 

-0.052 < log10(m ,.+,.-/3.1) < 0.052. Tbe cat at. 4.S GeV ls used t.o debt t.bt elastic aad inelastic 

data samples. 
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.,.....,. 
(/) 
~ 

c 
:1 
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~ 

0 
~ 
~ ·-.c 
~ 

0 ....., 
c u 10 LLJ 

1j 
.,.....,. 

c 
u 

LLJ 
1j 

' z Inelastic MC 
1j ....., 
~ 

-4 0 4 8 12 

Ecut (GeV) 
X8Ll19-7309 

Flpn DL2 The Integral dlnrtbatiou J~ P ...,_,.(E_,~ •• ud J;;. P_,_,.(E••~•• u a 

function ot E .. ,. bued oa the appropria&el7 normalised MC simalu.ioas. By debiq the elastic 

and inelastic data samples with a calorimeter eera cat at 4.S GeV, we obvia&e the need tor any 

aormaliutioa corr~t.ioa due to t.be efl'ect of calorimeter resolution. 
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Flpre DL3 The apparatus resolution in" and Q2, bued on the MC simulation. Part (a) shows 

the quantity f7(E.,)/ E., Ys. E., both with and without the requirement that there be no (resolution 

induced) missing energy. In part (b) only one curve for <7(Q2) is shown, as no substantial change 

occurs when the missing energy constraint is applied. 
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flpre llL4 The muon pair mass distribution aboTe 1.12 GeV/e2 for the final sample of eftnts 

µFe - µ(µ+µ-)JC. Part( a) (part(b)) shows those events where Ex, as measured in the calorimeter, 

is less than (greater than) 4.5 GeV. The bins are of width Au= 0.026, where u = log10(m ,,+
11
_/3.1), 

so that each corresponds t.o a constant fraction( ..... 2/3) of the mass resolution, independent of mus. 

The quoted error on the number of 1/J events includes the uncertainty in the amount of background 

subtracted, u described in the ten. h is usu.med that, for the elastic sample, the contribution 

of T/I - µ+ µ- events is 4.5% of the 1/J - µ+ µ- signal; this contribution is shown u a narrow 

shoulder on the ¢ peak. No T/I - µ+ µ- events are usu.med t.o contribute t.o the inelutic sample. 
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Flcare ID.4(a) Mass distribat.ioD for elastic t.rimaoa neats. 
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Flpre DL4(b) Mus distribution for inelastic Vim11on neats. 
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Flgare :m:.s The apparatus efleiency, measured with the elastic: and inelastic: Monte Carlo (MC) 

simulations, u a fuD.etion of (a) Q2
, (b) (E11),,.i•' (e) p2..L, (d) eosl, (e) " == "2 - ~1 , and (f) z = 

E,/v. lnefleieneies induced by the reconstruction and analysis programs are not included in this 

meuurement. Parts (a), (d), and (e) were found using the elastic: MC, while parts {b), (e), and (f) 

were generated with the inelastic: MC. 
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. . 

Flpn DI.8 Feynman diagrams for the radiatift correctiom to fl muoproduction. Internal breDlJ­

strahlung from the incident and scattered. muons (part( a)) and from the fl daughter muons (part(b)) 

contribute energy to the calorimeter and came elastic events to fall ill the inelastic sample. The 

correctiom due to virtual photons (part(c)) have been ignored, as they only change the overall 

normalization and Q2 dependence by undetectable amounts. 
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XILl19-1311 

Flpn DI.8 RadiatiYe corrections t.o fl produttion. 
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A•200 

e E-448 150GeV 
DUCSB 
& Cornell 
•SLAC 

70GeV 
IOGeV 
IOGeV 

o---o~------~o--------__._ ___ ..__ _ __. 
.04 0.08 0.12 

x' = 02 I ( 2 m n 11 + m ~ ) 

JllLll~·ZZH 

Flprt DL T ETideDCe tor Uae poaibllit.y ot a Q2 dependeDCe ID DUclear 1hadowillg. We plot. Uae rat.lo 

ot the deetm DllJDber ot aucleou t.o Uae Kt.al Dumber, A,11/A, u. fuctioa ot r. Q2/(2m.v+ 

m~) ror the esperimems lilt.eel. The poillt.1 labeled E-448 refer to the results ot a muoa ecatt.ering 

aperimeat. that. ued the same beam as did this esperimot.. They pnmde the tint. measurement. 

or nuclear shadowing at. Uae higher ftlues of photoll eaera typical of om dat.L The CVft 11 a It. or 

the A-. 200 data to the form 1.0- 11ap(-6r); we bd 11- 0.33 ± 0.03 ud 6- 28 ± 12. When 

scaled to A- 56 the resulting apressioa is used t.o estimate the d'ect. of nuclear shadowing on the 

ob~~ Q2 dependence or t.be d'ect.in pbotoproduct.ion cross 1ect.ion for fl product.ion. 
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flpn IV.1 The t dependence or the el"ectift cross tor leCtioJi the reaction ivFe - '1X (energy 

(X) <4.5 GeV). ID (a) we display the number or events with -0.052 < log
10

(m ,.+,,-/3.1) < 0.052 

against measured t, detlned u t . +(~..LL.· The upper histogram is all data; the lower is that 
"'"' ... 

portion or the data usumed due to incoherent production "fvN - f/IN. ID (b) this incoherent 

contribution, corrected tor all experimental el"ects, is plotted against the resolution unfolded Talues 

ot t. The curve is the best flt or the data to the sum or two exponentials (Table IV.I, Fit 3). The 

data are in UD.its of nb/(GeV/cf and are normalized so that when Fit 3 is integrated over t, the 

result agrees with 11 "IYN-i;N((v), Q2 =- 0). The errors are statistical only, but include the error 

introduced by subtracting the coherent component or the cross section. The data plotted are listed 

in Table IV.2. 
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(a) 
Ehad < 4.5 GeV 
Al I data 

Incoherent 
component 

(b) 

Ehad < 4.5 GeV 

O. I ....__---'-0----'1.._____,_2 _ __.3 _ ___._4 _.-,,5 
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flpn IV.1 The t dependence of ".,/Tvfe - Y,X) when Ex < 4.S GeV. 
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XILl15-2217 

J'lpn IV .2 Erideace for Ule deci of lbagle-spba-tllp ierms ill Ule aprenion for t.be aqalar di,. 

Vibatlon ot Ule p+ daqb&er from~ deeq. A
1 

II &.be UJ1Dmetr'y apected from a t.erm proportional 

io ./ii Iha 21 COi; eo1 I, ud ~ 11 t.bat apect.ed from a t.erm proportional to ~sin 21 lin- lill 6. 

The espeeted ftlues of A
1 

IDd ~ are calculated u a flulct.ion or R ud 6 uing t.he obserwd 9'ftral' 

ftlaes of cos2 I, cos2;, eo1;, co121, f, ud Q2. These are preseDt.ed u a family of cu"es, where each 

cane i1 labeled by a ftlue of R ud 6 i1 the paramet.er along the carve. The region allowed by the 

data is indicated, where the errors are S1.al.ist.icaJ only. All ftlues of Rare allowed and • < 6 < 211'. 
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flpre IV.a Angular dependence of ·the d'eetm cro11 1edion for the reaction 'TvFe - f/IX 

(enerc(X) <4.5 GeV). Data and statistical erron are presented vs. lcos91for4 x 3 bins of Q2 and 

;F. Vertical columns correspond to 0 < ;F < w/6 (left colWDll, plotl (aHd)), w/6 < ;F < 7r/3 

(center column, plots (eHh)), and w/3 < ;F < w/2 (right column, plot (iHI)); horizontal rows 

correspond to log
10 

Q2 < -0.4 (row 1 ; plots (a), (e), and (i)), -0.4 < log
10 

Q2 < 0.0 (row 2, 

plotl (b), (f), and (j)), 0.0 < log
10 

Q2 < 0.5 (row 3, plots (c), (g), and (k)), and 0.5 < log
10 

Q2 (row 

4, plots (d), (h), and (I)). We delne 9 and ; in the ten; ;F is ; folded into one quadrant. The 

solid (duh) curve e:1hibit1 the results of Its 1 (2) in Table IV.4. Flt 1 (2) is to the SCBC angular 

distribution with <1L/<1T ::= e2Q2/m~ (==constant) . 
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Flsart IV.4 Angular dependence of the el'ectm crou sect.ion for the reaction 'YvFe - f)X (energy 

(X) < 4.5 GeV). Data and statistical errors are presented "'· lcos81 (left column) and ;F (right 

column), where f>F is f> folded into one quadrant; 8 and f> are defined in the ten. In {a) all data 

((Q2) = 0.71) are shown YI. lco18l 1 and data from all but the lowest Q2 bin are shown "'· f>F. 

Parts {bHe) diY'ide the data into four Q2 regions. Numbered solid lines exhibit the results of Fits 

1-4 in Table IV.4. Fits 1, 2, and 4 are to the SCHC angular distribution with <1 L/<!T = (2Q2/m~, 

comtant, and zero, respecti-.ely; Fit 3 corresponds to the production of unpolarized f/J's. Each flt is 

made to all the data binned in Q2 , I cos 81, and f> F' with one adjustable normalization constant. For 

the purpose or display only, fl.ts plotted vs. !cos 81 ( f> F) have been summed over ¢> F {I cos 81) in the 

manner described in the ten . 
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hvFe - '1X) for Ex < 4.5 GeV. 
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flpn IV .5 Q2 dependence of the efrectm crosa section for the reaction ,., v"e - '4JX (energy (X) 

<4.5 GeV). Statistical erron are shown. Typical Q2 resolution is 3.1 (0.6) (GeV/cf at Q2 = 17 

(1.2) (GeV/cf. The data are flt to (l+Q2/A2r 2 multiplied by the function W('J,R) shown in Table 

IV.4. The best fits with free A (Table IV.4, Fit 1) and bed A -= 3.1 (Table IV.4, Fit 5) are shown. 

The data are normalized so that Fit 1 is unity at Q2 = O. Also e%hibited is the 'YGF prediction 

(Table IV.4, Fit 7). The propagator fits are made to all data binned in Q2, lcos91, and </Jr For 

the purpose of display only, the data and these propagator fits have been summed over I cos 91 and 

</JF in the manner described in the ten; this contributes to the display the weak Q2-dependence of 

W arising from the Q2 dependence of R = u L/uT and the particular average values or the angular 

facton coa2 9 and cos 2;, as given in Table IV.3. The 'YGF flt has been done to the data as plotted. 

At high Q2, Fits S and 1 are displayed as a solid band, with the upper (lower) edge indicating the 

result found by including (omitting) the screening factor S(r). The curve representing Fit 1 has 

the flt Talue of A= 2.03±8:1~ GeV/c2 when S(r) is included, and the value A= 2.1s±g:rn GeV/c2 

when S(r) is omitted . 
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Flpn IV.S Q2 depeadeace of ~.1r<ivFe -. ;,X) for Ex< 4.S GeV. 



. , 
' 

' . 

flpn IV.8 Part (a) displays the effectift cross section ~.11 in nanobarns u a function of E
7 

for the d.imiletift process 1N ... 'I/JN. These data are tabulated in Table IV.S(a). The results of 

Fits 3 (solid) and 5 (dash) from Table IV.6, extrapolated to Q2 = 0, are plotted. The break in the 

CUfftS arises from plotting the E
7 

< 25 GeV data from a SLAC photoproduction experiment as 

published28, while allowing for a relative normalization diJference, consistent with quoted systematic 

erron, in the flts. In part (b) ~.11 is plotted u a function of E
7 

tor tour Q2 regions. These data 

are tabulated in Table IV.S(b). The CUfftS plotted are the results of Fits 1 (dash) and 2 (solid) from 

Table IV.6, evaluated at the aftrage Q2 of each bin. 
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flpre V.1 Part (a) displays the cross seetion, ~erential in elasticity z = E.,JE..,, in pb, for 

the process ,iN - pl/X (energy (X)>4.S GeV). The data lipe been corrected for elastic feed.­

down, u described on the ten. Erron for z < 0.7 are statistical only; those for z > 0.7 have 

had the estimated. error in the correction factor added in quadrature to the statistical error, whose 

contribution is indicated separately by horizontal marks on the error flag. We also show results112 

of the EMC muon e:s:periment, normaliied so u to minimize discrepency with our own data. Part 

(b) displays the effective cross section, differential in z and Pl• in arbitrary Wlits, for the reaction 

"fvN - '1X (energy (X)>4.S GeV), corrected u described above. In both parts, the solid line 

represents the result of an QCD baaed inelastic '1 photoproduction calculation. Also ili.dicated. are 

the contributions to the inelastic '1 sample we would e:s:pect from a MC simulation of the process 

µN - pt/IN, with t/I - t/JX, usuming CT( t/I)/ u( ¢) === 0.38. All plotted data are tabulated. in Table 

V.1. 
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Flpre V .2 The effectm cross seetion, dift'erential iD cos 9, for the read.ion ivFe - f)X (Ex > 

4.5 GeV), iD arbitrary anits. Results and statistical erron are presented. vs. lcos 91 for data with 

O < z < O.T (left column) and O.T < z < 0.9 (right column). ID (a) all data are shown; parts (b) 

and (c) display the results for data haTing Q2 less than or greater than 0.4( GeV/cf, respectively. 

The solid lines are Its to the results or the form 1 +'lccos29. Plotted data and 'le ftlues are listed 

in Table V.2. 
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flpre V.3 Tbe etreetm croa lldio1a, dHferemial la;, for the reaeUon -YvFe - "1X (Ex > 

4.5 Ge V), la U'bit.rvy anit.a. Ren.Its and st.atlatlcal errors are presented YI. ; ,,. for data satistying 

0 < z < 0.7 (left column) uad O.T < 1 < 0.9 (right colamD). All data him Q2 > 0.4( GeV /c'f to 

maintain .clequate ; resolat.ion. The 10lid lines represent Its to t.he data of the form 1 + '7 A cos 2~. 

These data and the '7A ftlaes of tbe tlt1 are lined in Table V.3. 



Flpn V.4 The efreetlw cross seetion, difrerential ID z and Pi• for the reaction ivFe - ;x 

(Ex > 4.5 GeV) in arbitrary units. Data and statistical erron are presented vs. p2.L of the t/J, 

meuured with respect to the 1v momentum, for the elasticity regions 0 < z < 0.7 (part (a)) and 

0.7 < z < 0.9 (part (b)). The solid curve is the result of 19 - ;g calculation which attempts to 

describe inelastic t/J photoproduction. Table V.4 provides a tabulation of the data which is plotted 

here. 
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Flpre V.5 The Q2 dependence ot the efrectift cross section for the reaction 'TvFe - -;x (Ex> 

4.5 GeV), normalised to Ullity at Q2 =- 0. Data and statistical erron are presented for the elastidty 

regions z < 0.7 (open circles), 0.7 < z < 0.9 (filled squares), and z < 0.9 (filled circles). Also shown 

is the result from another inelastic "1 muoproduction experiment82 (open squares). The data are ftt 

to (1 +Q2/A2)-2; the resulting nlues of A, measured in GeV/~, are indicated. Table V.5 lists the 

data plotted here. 
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Figart V .8 The E., dependence of the deeti-.e cross section for the reaction '1N - f}X. The data 

for which Ex > 4.5 GeV haTe been corrected for contributiom_trom elastic events and the results 

extrapolated to Q2 =- 0. The data, thus labeled as inelastic fl photoproduction, and statistical 

errors are presented vs. E., for the elasticity regions z < 0.1 (part (b)), 0.7 < z < 0.9 (part (c)), 

and z < 0.9 (part (a)). The data for which z > 0.9 have been excluded because of uncertainties 

in the large elastic feed-down correction and acceptance measurement. Also shown in part (a) are 

the results02 of the EMC for inelastic fl muoproduction, multipled by 0.726 - the traction of events 

they obsene with z < 0.9. The solid cune in each part. of the ftgure is the result of a -yg - f/Jg 

calculation which attempts to describe inelastic f/J photoproduction. The absolute normalisation of 

the prediction has been increased by the indicated factor to muimiie agreement with the data. The 

dash curve is the result of a flt to the E., dependence of the elastic fl production data of Figure 

IV.6, adjusted in normalization in each z region by the indicated amount. Table V.6 lists the data 

plotted here. 
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