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ABSTRACT 

+ + 
We have measured the production of long lived hadrons (TI-, K-, 

p and p) in the 1+6 GeV/c transverse momentum range with a high inten-

sity TI beam incident on hydrogen and nuclear targets. We present the 

invariant cross sections, and some of their ratios for the production 

of different particles, at go 0
, 7g0 and 67° CM angles in TI-P collisions 

with 200 GeV TI beam. Also presented are the invariant cross sections 

with Be, Cu and W targets and a 200 GeV TI beam, and those with a W 

target and a 300 GeV TI beam. The nuclear target data are at go 0 in 

the center of mass of the beam particle and a single nucleon in the 

target. 

The results on the angular dependence in TI p collisions are 

compared and found to be in qualitative agreement with a first order 

QCD calculation of a hard scattering parton model. However, substan-

tial quantitative differences between the results and this model are 

observed. 

The atomic weight dependence of the invariant cross sections 

with a TI- beam is found to be similar to the one with proton beams. 

If we parameterize the invariant cross section per nucleus as: cr(~ = 
cr (P)Aa(~) where cr is a constant and A is the atomic weight, we find 

0 0 

that the exponent a exceeds the value of 1 at high transverse momenta. 
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CHAPTER I 

INTRODUCTION 

High energy physics research is the continuation of a very 

long effort by man to understand the fundamental structure of matter. 

It was first the ancient Greek natural philosophers who pro

posed that the variety of the properties of matter could be explained 

by the combination of a few fundamental elements. They thought that 

these were earth, water, air and fire. In the 5th century B.C. 

Democritus of Abdera advocated that matter was constructed out of 

some indivisible fundamental blocks which he called atomon (atomon = 

nondivisible). 

Our present understanding of the structure of matter is 

founded on a series of great discoveries made only during the last 

200 years. Dalton (1766-1844) established the basic ideas of the 

modern atomic theory (the law of parti~l pressures and the law of 

multiple proportions). Mendeleev discovered the connection between 

the chemical properties and the atomic weight of elements and in 1869 

constructed the periodic table of elements. 

In 1897 J.J. Thomson discovered the electron and in 1911 

Rutherford proposed the first realistic model of the atom following 

the Geiger and Marsden experiments on alpha particle scattering from 

thin gold foils. According to Rutherford's model nearly all the mass 

of the atom is concentrated at its center in a region of positive 
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charge, the nucleus with a radius of -10-13 cm. The remaining space 

of the atom (radius -10-8 cm) is almost empty: there are only elec

trons orbiting the central positive charge. 

In 1913 Bohr perfected Rutherford's theory by an early use of 

'quantum mechanical ideas. For the next 20 years further development 

of quantum mechanics put forth the foundations of the modern theoret

ical understanding of the atom. 

In 1932 Chadwick discovered the neutron. Later it was estab-

1 ished that this particle was one of the two constituents of the 

nucleus, the other being the proton. Protons and neutrons are known 

today as nucleons. 

During the last thirty years, with the advent of accelerators, 

it has become poss·ible to 11 look 11 at distances even smaller than the 

nucleon dimensions. Once more another level in the structure of 

matter has been revealed. The nucleon proved to be made of smaller, 

even more fundamental blocks. They were given the name partons by 

Feynman. 

The way to study the parton properties and their interactions 

is through "hard processes 111 i.e., processes in which a large amount 

of momentum is transferred between the interacting particles. Accord

ing to the uncertainty principle (6x=°h/6p), large momentum transfers 

imply collisions at small distances. Therefore by studying "hard 

processes" we can probe the structure of matter on a very small scale. 

Also we hope to be able to compare the experimental results with the 

predictions of asymptotically free theories of the strong interactions 

like quantum chromodynamics {QCD). This kind of theory, based on the 

assumption that the strong coupling constant decreases as the distance 

-
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between the interacting particles decreases, used perturbation theory 

to make predictions about small distance phenomena. At present 

quantitative predictions do not exist; it can be hoped, however, that 

progress will be made in calculating numbers. 

One kind of 11 hard process 11 is the deep inelastic electron 

proton scattering with large momentum transfer, Q2. The first direct 

evidence that the proton has structure was found at SLAC in the late 

1960 1s from the study of such processes. It was observed that in 

deep inelastic electron proton scattering with large momentum transfer, 

Q2, the invariant cross section (see Figure 1) behaved1 as~ 

£0 ~~ = ~+X(a function of dimensionless parameters) (1.1) 

This is just the form expected for scattering from a point particle. 

Earlier experiments2 in eN scattering at Stanford at much smaller 

momentum transfer had measured the nucleon form factors establishing 

that the nucleon was not pointlike. The above two facts put together 

suggested that the nucleon had pointlike substructure. 

The SLAC machine allows momentum transfer up to Q2 -20 {GeV/c) 2. 

According to the uncertainty principle3 this gives the possibility to 

distinguish objects as small as 4 x io-15 an inside the nucleon. 

In our experiment we studied another class of "hard processes 11
, 

namely high transverse momentum hadron production in hadron-hadron 

collisions. These kind of processes are discussed in the following 

section. 

High Transverse Momentum Hadronic Processes 

The inclusive cross sections in hadronic collisions versus a 
in the 0 to -1 GeV/c ~region show the following two characteristics: 
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1) the invariant cross sections fall off very steeply with 

increasing 11 as cr cc e-611, and 

2) they are approximately independent of the center of mass 

energy VS of the coll is ion. 

Note that if the e-611 behavior at low Ii is extrapolated to 

infinite a it gives: 
00 f Pi.2 t:-611 J.B. 

<~>= 0 
., =3fO/tfeV/c (1.2) j Pi e-68 d. B. 

0 

This value of <-P~ corresponds to a distance of -10-13 
011, i.e., about 

equal to the size of the proton. 

In 1971 the !SR machine at CERN came into operation. By the 

end of 1972 three !SR experiments4•5' 6 had discovered anomalously 

large hadron production at large Ii, (by large we mean P > 2 GeV/c), 

as compared to what would be expected from extrapolation of the e-6~ 

behavior observed at low ~· Similar behavior was observed soon after 

at Ferrnilab first in proton-nucleus7 and then in proton-proton8 col

lisions. 

This behavior, although surprising, was not quite unexpected. 

In 1971-72 theoretical papers9 ' 10 had suggested the possibility 

of using hadron production at large ~ to investigate the nature of the 

nucleon. They were prompted by the Bjerken scaling observed in the 

deep inelastic lepton scattering experiments (see Equation (1.1), 

page 3). However, as often happens, the theoretical predictions did 

not match well what was observed. 

The basic diagram of a hard scattering process between hadrons 11 

is illustrated in Figure 2. In such processes a constituent a of the 

beam hadron A, carrying a momentum fraction xa' interacts with the 

-
-
-
-
-
-
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-
-
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constituent b of the target hadron B. The resulting constituents c 

and d fragment into the observed hadrons. In the inclusive processes 

we look at only one hadron with a high Ii· This hadron (h1 in Figure 

2) carries a fraction z of the parent constituent c momentum. In 

Figure 2 the functions G give the probability of finding a constituent 

a or b in A or B respectively with corresponding fractions of their 

momenta xa and xb. Function D gives the probability that hadron h1 
will carry a fraction z of the parent constituent c. The cross 

section for the subprocess a+b+c+d is described by de/dt. The 

invariant cross section for the inclusive process 

A + B -+ h1 + X 

.• 11 
is then given by the expression 

J.;. (s,f) 
d. t 

( 1 . 3) 

The sum is over all the subprocesses a+b+c+d which may vary according 

to the specific model used for the calculation. 

In the early predictions (see for example Reference 9) the 

constituents a, b, c and d were supposed to be massless quarks and the 

scattering subprocess was expected to proceed via a vector gluon 

exchange. Then, from dimensional arguments, the functional depend

ence of the cross section should be: 

(1.4) 

and: 

------- - --- - ----
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1 
/{'' 

(1. 5) 

Where X.1. = 2 11/ )'S and 8 i S the center Of mass angle between the i nci -

dent beam and the trigger hadron. For angles s = 90°, f(x1 , s}-f(x.1,). 

According to the dimensional counting rules 12 ,13 for large x1 the 

function f(x~) is expected to take the form: 

( l . 6) 

where m = 2ns-l,ns being the number of non-interacting quarks. From 

purely dimensional arguments n (in Equation (1.5)) should be equal to 

4 (see also the analogy with Equation (1.1)). Also according to the 

picture of Figure 2_at very high energy four distinct jets should 

emerge from the interaction point: two from the fragmentation of the 

scattered quarks and two from the remaining systems of the two incoming 

hadrons. 

The first ISR and Fermilab results did exhibit approximate 

scaling in x1 . However n was far from 4: n=8 for pions and kaons 

and n=l0-12 for protons8 

Two models, both within the framework of the quark-parton 

model, were proposed to remedy this problem: 1) the "black box 

model 1114 ,15 proposed that, for some unknown reason, dcr/dt-l/st 3 

rather than dcr/dt-l/s2 which is expected from vector exchange. This 

leads to P-8 in agreement with the observations. 2) In the Constit-
~ 

uent Interchange Model (CIM) 16 it was argued that, in this kinematic 

region of ~ between 2 and 8 GeV/c scattering processes of the form 

quark-meson and quark-diquark (see Figure 3) dominate the quark-

-

-

-
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-
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quark one. For such diagrams the predictions are that n=8 for pions 

and kaons and n=l2 for baryons in good agreement with the experimental 

results8. 

In the last few years quantum chromodynamics (QCD), a field 

theory hoped to be the correct one for the strong interactions, was 

developed. Both the CIM and the "black box model" incorporated QCD 

ideas and were upgraded to the models described in Reference 17 and 

Reference 18 respectively (hereafter we will call Reference 17 CIM 

and Reference 18 FFF). 

In the QCD approach the distribution and fragmentation func

tions (G's and D's in Equation (1 .3)) are not only functions of the 

scaling variables~ and z but also depend on Q2. The choice of Q2 

is not unique. FFF for example uses: 

( 1 . 7) 

A A A 

where s, t, u are the usual Mandelstam s, t, and u invariants but for 

the constituent subprocess. This uncertainty in the form for q2 

makes predictions at low Q2 (for a up to -2 GeV/c) uncertain. Also, 

from the experimental point of view, low ~events are dominated by 

decay fragments of resonances 1 i ke p, • , I , '2 etc 19 . 

The distribution functions are the same as measured in deep 

inelastic lepton and neutrino experiments. The quark fragmentation 

functions are the same as measured in e+e- annihilation into hadrons. 

The gluon fragmentation functions have not been measured and they-have 

to be guessed. FFF for example assumed that D~(z)-(l-z) 2/z. 

According to QCD there are eight elementary subprocesses which 

contribute to the leading power law behavior. These are listed in 

Table 1. They have the general form: 
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( 1.8) 

where 1Ai 2 have been calculated20 for all first order QCO diagrams and 

are listed in Table 1. The strong coupling constant has the general 

form: 

( 1 . 9) 

where nf = 4 (the number of quark flavors). Although A may be process 

dependent its value is set in FFF equal to 0.4 GeV/c as determined in 

deep inelastic l·epton scattering. 

A QCO calculation in FFF of the invariant cross sections for 

the production of mesons with inclusion of only the first order diagrams 

leads to n"'6 (see Equation (1.5)) in the 2 ~ ~~ 10 GeV/c region, still 

in disagreement with the experimental value n=8. This means that 

either the first order diagrams alone are not sufficient in the above 

~region or that the theory is not correct. 

In CIM higher order corrections to high ~ processes are taken 

into account by the inclusion of CIM type (or higher twist in the QCO 

language) subprocesses of the form 

q M + q M (1.10) 

with subprocess cross section: 

(1.11) 

which yields the ~-B dependence of the single particle distributions. 

-

-
-
-
-
-
-
-
-
-
-
-
-
-
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According to CIM subprocess (1.10} should dominate over the first 

order ones (see Table l} in the~~ 10 GeV/c region. 

FFF argue that all the higher order terms can be approximated 

by assuming that the partons inside the colliding hadrons have some 

non-zero transverse momentum K~. The same is valid in the fragmen

tation of partons into hadrons. This 11 primordial K~
11

, as it is called 

by R.D. Field, can also increase n from 6 to 8 in the Pi~ 10 GeV/c 

region21 . 

In both the CIM + QCD and the Field-Feynman-Fox + QCD models 

the first order diagrams dominate at really high ~leading to n=4. 

Recent results22 from the ISR, in rr 0 production, seem to confirm23 

that n does really approach 4 at high 'l. (n=5 at~-= 15 rieV/c, x=0.45). 

Here then was a situation where two mod~ls, the CIM and FFF, 

with fundamental structural differences in the~~ 10 GeV/c region, 

were both in overall agreement with the pp data. This, of course, 

meant that at least one of the models was wrong. 

The two models disagree drastically, however, in predictions 

in meson-nucleon scattering. One way then to distinguish the constit

uent-constituent scattering model from the CIM was to repeat the earlier 

experiments with a·meson beam. This was done in this experiment where 

a rr beam was used. 

The CIM model predicted a rather high rr-/rr+ ratio (-10 at a= 
4 GeV/c and at 90° in the CM frame) with arr- beam. This is because 

of the inclusion of the subprocess of the fonn (1 .10) (M here being 

rr-) which dominates for 'l. 10 rieV/c. FFF predicted that rr-/rr+ = 1.5 

at the same 'l.· 

A major purpose of our experiment was to check which one of 
24 - + the above two predictions was correct. We found that rr /rr = 1.2 
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up to -6 GeV/c [. The relevant data was analysed by J. Green and is 

presented in his thesis25 · 

Therefore the CIM higher-twist contributions to large ~ 

processes do not dominate in ~P collisions. Although CIM agreed with 

the pp data, the interpretation is that CIM higher-twist terms may not 

dominate in the pp case either. 

Since in this thesis we examine the angular and atomic weight 

dependence of long lived hadron production at high a, in the next two 

sections we discuss the experimental and theoretical status of these 

two topics. 

Angular Dependence of Hadron Production at High a 
The study of the angular dependence of hadron production at 

high ~is interesting because of the following reasons: a) A hadron 

produced at large x~ = 2 ll/VS', probably came from a valence quark of 

the colliding hadrons. If we assume that a hadron with large x~ 

carries a large fraction of the scattered quark's momentum,. then its 

direction should be close to that of the scattered quark. Therefore 

the measured angular dependence should reflect the angular dependence 

of the underlying hard-scattering process. b) The study of the ' 

angular dependence could provide information about the quark and gluon 

distribution and fragmentation functions (G's and D's for gluons in 

Equation (1.3)). 

Two very different examples of possible angular dependences 

are: a} One in which all directions are the same, and only the 

distance to the kinematic limit matters. This would give an invariant 

cross section which scaled in xR (xR = (xz + x~) 112 , x,, =2P.,/rs'). 

It was claimed26 that this, so called radial scaling, fitted the data 

well. b) The elementary .(parton) cross section dS/dt is approximately 

... 
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independent of the angle (energy) and depends only on a, i.e., on the 

impact parameter of the parton-parton collision. This hypothesis, 

based on existed pp high Ii data, was suggested by W. Furmanski and J. 

Wosiek27 ,28 . The results of this experiment disprove this too (see 

Chapter IV}. 

In 1978 G. Donaldson et al~9 published data from an FNAL 

experiment on the angular dependence of high a inclusive rr 0 production 

in rr±p and pp interactions at 100 and 200 GeV. The main characteris

tics of their data were a wide plateau in the CM angular distribution 

and evidence for scaling in both ~p and pp interactions. + The ~-p+ir0 X 

cross section fell less steeply with x,, = Z ij,/ ~and peaked at x,, = 

0.14 in contrast to the pp+ir0 X cross sections which peaked at x11 = 0 

and were, of course, symmetric around x11 = 0 as we would expect (see 

Figure 4}. 

More data on the rr 0 inclusive cross section in pp collisions 

(at the ISR} for CM production angles e = 90° and 22° ~ e ~ 5° and at 

'{S = 23 and 53 GeV were publ ished30 in 1980. They found that the cross 

section is strongly dependent on both e and'{? at small angles and 

therefore the hypothesis of radial scaling was incapable of incorpor

ating both e and '{S dependence of the cross section. They also found 

that their data were in qualitative agreement with the predictions of 

the FFF model (see Figure 5). 

In our experiment it was the first time fhat a pion beam was 

used to measure the angular dependence of the long lived charged 

hadrons produced at high ~· The FFF model predicted a strong depend-
- + - + . ence of the rr 1~ and K /K ratios on the center of mass angle. Our 

results, described in Chapter IV, were somewhat surprising. 

-----·-··---- ---------
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Atomic Weight Dependence 

It has been observed in several experiments 31 , 32 that the 

invariant cross section per nucleus can be parameterized as: 

(l.14) 

where a
0 

is the cross section per nucleon and A is the atomic weight. 

At low a the value a=2/3 is both observed experimentally and 

expected from the area of a black disk (a a: R2 and Ra: A 113
+ a a:A2/ 3). 

At high~ no nuclear shadowing is expected to occur33 . If it 

is true that high ~events are produced by hard scattering processes 

involving partons, then for a given beam particle the invariant cross 

section should be proportional to the number of the target constituents; 

i.e., proportional to the nwnber of target nucleons. 

This means that, at high 11, a= 1 should be expected33 • However 

the first FNAL data7•8, 34 on high ~inclusive hadron production from 

Be, Ti and W targets showed that the power a rose, for~~ 2 GeV/c, 
+ + -to values of -1.15 for~-, -1.2 for K- and -1.3 for p and p. This 

Chicago-Princeton group discovery of the anomalous A-dependence in 

high ~inclusive hadron production with proton beams has been confirmed 

by many other groups (see for example References 35, 36, 37 and 38). 

The anomalous nuclear enhancement is even stronger for jets. FNAL 

data39 with proton and ~~ beams show a, for a symnetric pair of jets, 

rising to -1.6 at a= 6 GeV/c. 

Two reviews on A-dependence at high P are given in References 

40 and 41. 

Many explanations have been suggested for the anomalous A

dependence at high ~- The fact that a is greater than 1 requires 

that the nucleons in the nucleus act collectively. 

-
-
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Two main classes of mechanisms that can produce such a collec-

tive effect have been proposed. The one is multiple scattering33 ,42 ,43 ,44 

of partons inside the nuclei. The second is a difference in the 

momentum distribution of the quarks in different nuclei with the 

consequent increase in probability that a quark can carry a substan

tial fraction of the momentum of the whole nucleus45 ,46 • Fermi 

motion is just such an effect, but is not large enough to account for 

the data (see Reference 41 and references therein). 

This Experiment (FNAL E258) 

In this experiment we used a high intensity~- beam to study 
+ + 

high~ long-lived charged hadron(~-, K-, p and p) production. 

We took data with several beam energies at several center of 

mass angles and with hydrogen and nuclear targets so that we could 

study the transverse momentum and the energy dependence of the cross 

sect~ons as well as their angular and their atomic weight dependence. 

Also we took data with a proton beam so that we could make a direct 

comparison of the cross sections with~- and proton beams. 

The results on the ~and x~ dependence with the hydrogen target 

as well as the comparison between the~- and proton beams are given in 

Reference 25. 

In this thesis we describe the results on the angular depend

ence with the hydrogen target and~- beam and the atomic weight 

dependence with the~- beam. 

In Chapter II we describe the detector and the data acquisition. 

Chapter III describes the data analysis and in Chapter IV we present 

and discuss the results. 



CHAPTER II 

DESCRIPTION OF THE APPARATUS AND THE PION BEAM 

This experiment (FNAL E258) was the first experiment to use 

the High Intensity Pion Beam commissioned in the Proton West area at 

Fermilab in September 1978. The experiment (and a much simpler beam 

line) was proposed47 in 1973 following a series of e~periments inves

tigating high transverse momentum interactions with proton beams by 

this same group. The properties of the High Intensity beam line and 

the details of the spectrometer are described below. 

Proton West High Intensity Beam 

Protons, accelerated to an energy of 400 GeV, were extracted 

from the main ring and transported to the Proton West beam line where 

they hit a one absorption length Be production target (see Figure 6). 

The intensity of the primary proton beam was measured by a Secondary 

Emission Monitor (SEM) a few feet in front of the production target. 

Typical proton beam intensities during the experiment were 5 x io12 

protons/pulse. 

Figure 6 shows the arrangement of the elements of the high 

intensity beam during the period that E258 took data. The dipole 

magnet irrmediately after the production target selected the sign of 

the secondary beam and swept out from the beam channel all particles 

whose momenta differed from the beam momentum by more than ±40%. The 
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first quadrupole triplet took the flux emerging from the target box 

and, with the dipoles irrmediately downstream, formed a horizontally 

dispersed vertical focus at the position of the momentum slit. 

The dispersion at the momentum slit was about 3mm/% and there

fore one could, by varying the momentum slit horizontal aperture, 

change the momentum bite of the particles accepted at the end of the 

beam line from 0% (momentum slit completely closed) to 10% RMSFW 

(momentum slit completely open). The momentum slit was followed by 

three bends (consisting of 4 dipoles) and four quadrupoles which were 

set to alternating polarities to form a FODO channel. The three 

bends corrected the dispersion and the angle-momentum correlation. 

The FODO channel transmitted the beam to final focusing triplet. 

Chromatic aberrations are not corrected in this beam. 

The FODO system was followed by a targeting triplet which 

focused the beam at the position of the experimental (E258) target. 

The horizontal and vertical trim dipoles, immediately after the final 

triplet, were used for horizontal and vertical target sweeps respec

tively (see page 25) and for positioning the beam at the target. 

The elements indicated as SWIC at several positions along the 

beam line are Segmented Wire Ion Chambers. They were used to monitor 

the secondary beam profile, i.e., to check that the quality (shapes 

and widths) and the position of the beam were as they should be. 

Reference 48 gives a detailed description of the Proton West High 

Intensity beam as it was conceived, if not built. 

The secondary beam in its present form can transport particles 

with energy up to 300 GeV. 
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Not shown in Figure 6 is a system of 4 additional dipole 

magnets, i11111ediately upstream of the experimental target which was 

used during some parts of the running period to change the targeting 

angle of the incident beam by 16 mrad to the East or to the West (for 

details see Figure 17 and page 32). 

By removing the production target primary protons could also 

be transported down the beam line to the experimental target. Data 

with 200 GeV primary protons were taken to nonnalize the data taken 

with this experiment to previous data taken with a proton beam by a 

similar spectrometer in the Proton East area. The proton-induced 

data also allowed a careful study of the systematics. 

In Table 2 the primar~ and secondary beams, energies and spec

trometer angles in the Lab and CM frames at which data was taken in 

this experiment are listed. 

As indicated above, the intensity of the primary proton beam 

was measured by a Secondary Emission Monitor (SE~) a few feet in 

front of the production target, and the intensity of the secondary 

beam was measured by the two Ion Chambers IC710 and IC711/IC712 a few 

feet in front of the experimental target. Using the IC and SEM in

fonnation we measured the ~-/proton yield of the secondary beam. 

These yeilds are given in Table 3. These yields are proportional to 

x(l-x) 4 where x =~-momentum/proton momentum. The experiment was run 

typically with 2-4 x 109 pions/pulse; 200 GeV proton runs were done 

with an intensity of 2-3 x 1010 protons/pulse. 

The aperture of the momentum slit was wide open (3"x3 11
} during 

all the running period of E258. This resulted in a momentum bite, at 

the experimental target, of 10% {_RMSFW} (see Figure 7} and an acceptance 

-
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~n ~P/P of ll0-µsr%. These numbers were found by the HALO Monte 

Carlo program49 . The horizontal and vertical secondary beam widths, 

as measured with the SWIC five feet in front of the experimental 

target, are given in Table 3. 

It should be noted here that the secondary beam particle com

position was not measured by us. Particle compositions of similar 

beams, as measured by other groupsso, 5l are given in Table 3. We 

see that, for these values of x, almost all of the beam is rr-·s. 

However, although throughout this dissertation I will be talking 

about a rr- secondary beam, it should be kept in mind that there is a 

small K- and p contamination. 

Because of the radio-frequency (RF) acceleration in the main 

ring the primary and secondary beam particles were grouped in "RF 

buckets" approximately 2 nsec wide and 18.8 nsec apart from each other. 

A spill monitor helped to check continually for "super-buckets•• a 

source of increase in the number of accidentals, and to find the effec-

tive spill, or duty factor for each beam pulse. E258 took data with 

nominal spill lengths of .5, l and 1.5 sec. A typical value for the 

effective spill length was 65% of the spill length. 

Beam Monitors 

The area surrounding the experimental target is shown in more 

detail in Figure 8. A few feet in front of the experimental target 

we see the SWIC (SWIC710) with which we checked the position and the 

shape of the secondary beam, and the two Ion Chambers IC710 and IC711/ 

IC712 with which we measured the beam flux. 

The Ion Chambers were contained in a cylindrical aluminum tube 

6" in diameter. They were fed by a mixture of 95% Ar, 5% co2, gas at 
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atmospheric pressure. The charge produced by the beam through ioniza

tion of the gas was collected by a capacitor and was digitized. The 

electrodes (anode and cathode} of IC710 were circular and 611 in dia

meter. The electrodes of IC711/IC712 were divided into two parts: 

the inside part (IC712) had a cross section equal to the cross section 

of the nuclear targets (1.25" x 0.75"), and the outside part (IC711) 

was the complement of the inside part to the IC710 electrodes. In 

this way the fraction of the beam that hit the nuclear targets could 

be measured by IC712. 

At an angle of go0 in the Laboratory Frame and a distance from 

the target of 15' and 20' there were the East and the West goa monitors 

respectively (see Figure 8). Each of them consisted of a telescope 

with three scintillator counters in it. The coincidences between 

these three counters were linear in the amount of beam that hit the 

target. The go0 monitors were used, together with the Ion Chambers, 

for the beam nonnalization of the nuclear targets. 

The Magnetic Spectrometer 

The spectrometer (Figure 9) consisted of a quadrupole doublet 

that took the flux of the particles produced around 80-mrad at the 

experimental target, and focused it at the end of the spectrometer 

(at the position of 07). The horizontal and vertical magnifications 

of this doublet were about 3 and 6 respectively at the end of the 

spectrometer. The doublet was followed by a dipole (.a 16 mrad bend), 

which selected the sign and the momentum of the particles accepted by 

the spectrometer. Downstream of this dipole a set of two collimators 

and the neutral beam dump were used to stop all particles with momenta 

far from the central momentum of the spectrometer. These collimators 

-

... 

..... 

-
-

-
-
-
-
-
-
-
-



-

19 

reduced the single rates enough in the downstream part of the spectrom

eter so that we could measure things there. 

The downstream part of the spectrometer consisted of scintil

lator trigger counters (Al, A2, •.• A6) and a second dipole (with 16 

mrad bend also) with drift chambers (01, 02, ..• 07) on either side to 

measure the momentwn of individual particles with high precision, and 

two ~erenkov counters (~A' ~8 ) to separate pions from kaons from 

protons. At the end of the spectrometer there was a shower counter 

(ehµ) to separate muons from hadrons. 

The dispersion of the two dipoles at the position of 07 was 

.6"/%. 

The various elements of the spectrometer are described in 

deta i1 below. 

E258 Targets 

E258 used a liquid hydrogen and three nuclear targets, 

Beryllium (Be), Copper (~u) and Tungsten (W) so that the atomic weight 

dependence of the cross sections could be studied. The nuclear targets 

were rectangular 1.25 11 horizontally by 0.75" vertically. The hydrogen 

target consisted of a 20 11 long, 311 diameter stainless-steel flask, with 

side walls 0.003 11 thick, and with 0.001" thick hemispherical stainless

steel end windows. The hydrogen target is shown in Figure 10. In 

Table 4 a list of the targets, their lengths and some of their physical 

constants is given. The reason that two Be targets were used, a short 

and a long one, was to check the correction to the cross sections due 

to absorption in the targets. 

The nuclear targets were mounted on a stage which moved remotely 

to bring the wanted target up to beam height. 
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The hydrogen target was mounted on a separate stage which 

moved the target into the beam line along a circular path. 

Magnets 

The two quadrupole magnets of the spectrometer were 4Ql20 

type quads 52 • They were 10' long. Their upstream faces were at a 

distance of 44.6' (the first one) and 56.6' (the second one) from the 

experimental target. The upstream one focused in the vertical plane 

and defocused in the horizontal plane and the downstream one focused 

in the horizontal plane and defocused in the vertical plane. The 

current of the upstream one was 20% higher than that of the downstream. 

Their different position and strength causes the difference in the 

horizontal and vertical magni~fications at the end of the spectrometer 

as noted on page 18. 

The two dipole magnets were 6-3-120 type dipoles52 . They 

were a 1 so 10' 1 ong. Their upstream faces were at a di stance of 68. 6 1 

and 175.6' downstream of the experimental target. They ran in series 

from the same power supply. Each of them bent the beam by 16 mrad to 

the East. The polarities and currents of all magnets were set 

remotely. 

-
-
-
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Coll imators and Neutral Beam Dump -

There were two steel collimators in the spectrometer: one 

vertical and one horizontal. They were used to stop all hadrons 

whose momenta were well off the momentum range accepted by the spec

trometer. The apertures of both these collimators were wide open 

during all E258 runs: they were 4" by 411
• Their length was 5' each. 
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These two collimators were followed by the neutral beam dump. 

It was used to stop neutral secondaries. It was made of concrete and 

steel. Its 1 ength was 9' and its aperture was S" by 311
• 

Trigger Counters 

The trigger consisted of a fourfold coincidence Al·A2·A3·AS. 

The four scintillation counters are shown in Figure 9. Scintillation 

counters A4, A6 in the same location as AS but smaller in size, were 

not used during data taking. They were substituted for AS in the 

trigger whenever there was need to reduce the momentum bite of the 

spectrometer (the size of the momentum bite was mainly determined by 

the size of either of A4, AS, A6 because the dispersion is largest at 

their location) for some systematic studies during the tune-up of the 

spectrometer. Al, A2 and A3 were 6.S" wide and 3.S" tall. AS was 

12" wide and 611 tall. All of them were 1/4 11 thick. Their high 

voltages were set so that they gave average pulses of 100 mV for mini

mum ionizing particles at the discriminator. The signal of each one 

of them was split into two. One pulse was integrated by an ADC and 

was written on magnetic tape whenever there was a trigger. The other 

passed through a discriminator whose threshold was -30 mV and output 

signal 7 nsec wide (this pulse was used for the trigger). The timing 

of trigger counters Al, A2 and A3 was the same to better than 1/2 nsec. 

Counter AS was delayed by 2 nsec to determine the timing. 

~erenkov Counters 

Particles were identified by the two ~erenkov counters ~A and 

CB (see Figure 9). The 1 ength of ~A is 46'; and of ~B is 66' . They 
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both consist of a 1-ft.-diameter stainless steel tube with nonreflec-

ting walls. The tube is bolted to a 6-ft.-long optics section. 

Each counter has two channels. The inner channel accepts light 

emitted at angles of 0 to 9 mrad and the outer one is sensitive to 

light emitted at angles of 9 to 40 mrad. The light is focused onto 

a 2" photomultiplier (RCA 31000M) in each channel. With a .threshold 

requirement of 2 photoelectrons the counters are 99% efficient when 

the terenkov angle exceeds 3.5 mrad. Both co2 and He were used as 

. gas fillings at pressures ranging from .5 to 5 atm. The gas pressure 

was measured with a precision transducer to 0.9%. The temperature 

was measured at several locations along the counter with a precision 

of 0.5° C. The counter walls were in thermal contact with a water 

jacket in which the water was continuously circul~.ted so that the 

temperature of the gas was uniform within the measurement accuracy 

over the length of the counter. 

For momenta larger than 20 GeV/c the pressures in the two 

counters were set so that K's produced a signal in the inner channel 

of~ and ~·s produced a signal in the outer channel of CA and in 

either the inner or the outer channel of CB (see Figure 11). For 

momenta less than or equal to 20 GeV/c the pressures in the two 

counters were set so that K's produced a signal in CA and ~·s produced 

a sig~al in CB (see Figure 12). In both of the above modes p's or p's 

did not give .any signal. They appeared as pedestals in the ADC's (see 

Figures 11 and 12). 

Shower Counter 

Electrons and muons directly. produced in the target, are only 

about 10-4 of the produced hadrons 53 . This fraction is negligible. 
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However, a good fraction of the ~·s and K's decay into muons (for a 

momentum of 10 GeV/c 13% of the ~·sand 65% of the K's decay). The 

muons, of course, would appear as ~·s in the Cerenkov counters. To 

distinguish them from the hadrons a lead/lucite calorimeter (indicated 

as ehµ in Figure 9) was used at the end of the spectrometer {see 

Figure 13). It consisted of seven modules. The first module con

sisted of 18 layers of 1/4 11 lead alternating with 18 layers of 1/2 11 

lucite, forming a depth of 30 radiation lengths or 1.4 absorption 

lengths. Each of the remaining six modules consisted of 20 layers 

of 1/411 lead a·lternating with 20 layers of 1/811 lucite. A cascade of 

particles, produced in the lead layers by the trigger particle, pro

duced ~erenkov light at 45° as they passed through the lucite sheets. 

The light was focused by the lucite and guided by aluminized mylar 

light cones onto 58DVP photomultiplier tubes. The first module, 

designed to identify electrons, had six photomultipliers (each sampling 

three lead-lucite layers) and each of the rema·ining six modules had 

one photomultiplier. The photomultiplier signals were integrated by 

ADC's. The scintillator counters A7 and AB, in about the middle and 

the end of the identifier, were used for calibration purposes as 

described in the analysis chapter. 

For a detailed discussion of the electron, hadron, muon iden

tifer see Reference 54. 

Drift Chambers 

There were seven drift chambers {Dl ... 07, see Figure 9) in the 

E258 spectrometer. They were made at Princeton University. They 

were used to find the trajectory of each particle, determine its momen-
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tum in conjunction with the second dipole magnet, and extrapolate the 

track through the upstream part of the spectrometer back to the 

target. Each of the chambers consisted of either one or two modules, 

each module containing two sense planes offset by half a cell. One 

of the two sense planes in each module had 7 and the other 8 wires, 

except in 07 where the one plane had 12 and the other 13 wires. The 

sense planes were 1/2" apart, and the drift space was 1/2 11
• The 

sense wires were vertical (X wires) for half the planes and rotated 

through by 10° from the vertical (U wires) for the other planes. 

Table 5 contains a list of the E258 chambers. 

The high voltage wires were at a negative potential of 3.8 KV. 

The sense wires were at 0 potential .. As drift chamber gas an equal 

by volume mixture of Argon and c2H6 was used. 

Typical drift chamber plane efficiencies were 98%, varying, 

from plane to plane, from a minimum value of 95% to a maximum of 99% 

(by plane efficiency we mean here the number of times that there was 

at least one hit at that plane for a certain number of triggers divided 

by the number of triggers). A detailed discussion of the drift 

chamber electronics is given in Reference 55 (however, the dead time 

of the E258 chambers was 200 nsec rather than the 100 nsec given in 

Reference 55). The measured drift velocity was 205 nsec/cm. The 

intrinsic spatial drift chamber resolution was measured at the MS test 

beam at FNAL to be 150 µ(sigma} or 3.1 nsec. The time resolution, 

associated with the readout electronics was 4.5 nsec giving a total 

drift chamber resolution of 5.5 nsec or 260 µ (sigma). 

... 

... 

.... 

.. 

.. 

.. 

.. 

.. 

... 

.. 

.. 



-

-

-

-

.2s 

Experimental Procedure 

Before the start of a run, we positioned carefully the incident 

beam on the target. The position of the target stage, when a given 

target was set on the axis of the spectrometer, was detennined before. 

each running period by optical survey. The correct horizontal 

position of .the beam on the target was verified by sweeping the beam 

across the target (the targets did not move in the horizontal plane) 

with a trim dipole magnet positioned about 100' in front of the target. 

By plotting the ratios: l) the East and West go0 monitors to the ion 

chamber IC71 O, 2) the East 90° monitor to the ~~est go0 monitor, 3) 

the number of triggers to the ion chamber IC710 and 4) the inner 

(IC712) to the outer (IC711) ion chambers as a function of the current. 

in the horizontal trim dipole or, equivalently, versus the horizontal 

beam position as read by the SWIC in front of the target, we were able 
. 

to detennine the optimum horizontal beam position. 

The targets could be moved remotely in the vertical direction • 
. 

The correct vertical position of the beam on the target was verified 

by sweeping the beam across the target with a vertical trim dipole 

magnet and by moving the target vertically by small increments. The 

ratio of the difference of the counts of two identical scintillation 

counters, symmetrically positioned the one above and the other below 

the beam at the downstream end of the spectrometer, to the sum of their 

counts was re.corded for each beam and target position. ~ The optimum 

position was that for which the above ratio was zero. 

Before each run the currents of the dipole and quadrupole 

magnets and the gas pressure of the ~erenkov counters were set care

fully to the values corresponding to the selected momentum. Runs 
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with positive and negative polarity were taken in turn for a given 

momentum and target to minimize the systematic uncertainties in the 

particle/antiparticle ratios. Also runs with each of the nuclear 

targets were taken in turn for a given momentum to minimize the 

systematic uncertainties in the atomic weight dependence of the cross 

sections. 

During any long running period we often would go back and 

take data at some fixed momentum to check the stability of the meas

ured yields. The relative yields for a series of such runst taken 

over a one month long running periodt is shown in Figure 14. An 

estimated 5% systematic error has been added in quadrature to the 

statistical error of the relative yield. We see that the fluctua

tion of the points is within error. 

Data Acquisition 

The data were read out by a PDP-9 computer via CAMAC. When

ever a trigger occured the computer sent out a stop pulse and "froze" 

the drift chamber readout electronics. All the hits of each of the 

drift chamber wires during the 1.2 usec time period before the trigger 

were read out. All this information as well as all the scalers and 

their accumulated values were written on magnetic tape for every pulse 

during the time between successive accelerator spills. 

A diagram of the trigger electronics is shown in Figure 15. 

From this figure we see that 9 in a wayt we had two experiments running 

in parallel. The one experiment used the beam pulse to gate all 

scalers whose counts were written on tape at the end of the pulse. 

In the second experiment the trigger pulse signalled the computer 
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which, if not busy, read and wrote on tape all the drift chamber and 

ADC infonnation about that event. This information was used for the 

off-line analysis. The reason for having this arrangement is that 

the cross sections vary by about ten orders of magnitude throughout 

the transverse momentum range that we covered. The finite deadtime 

of the computer would limit statistics at low momentum - hence the 

scaler arrangement. At low ~ (~ ~ 2 GeV/c) the yield was very high 

and the fraction of events whose infonnation was written by the com

puter on tape was small (at the 10 GeV/c spectrometer setting and with 

the tungsten target only about 10% of the events were written on tape). 

These events are called strobes. At high 11 ('l.~3 GeV/c) the yi,eld 

was low and the number of strobes was equal to the number of triggers. 

The computer deadtime varied from 10 msec to 15 msec/event so 

that the maximum number of events that were written on tape varied 

from 60 to 100 per (1 sec spill) pulse. Various on-line display 

programs supplied a continuous monitoring of the operation of the 

apparatus~ Other data, such as magnet currents, ~erenkov pressures 

and temperatures were continuously monitored and recorded by the 

computer. 



CHAPTER III 

DATA ANALYSIS 

The goal of the data analysis was to detennine the invariant 

cross section versus the transverse momentum a for the inclusive 

production of each one of the long lived hadrons~±, K±, p and pin 

~--N collisions. 

These cross sections have a very strong a dependence; they 

decrease by about one order of magnitude for each 1 GeV/c increase in 

'l· This means that an accurate knowledge of the transverse momen-

tum scale was required. Also a very accurate detennination of the 

momentum acceptance of the spectrometer was crucial. 

The invariant cross section is given by the expression: 

E 
~ J.P (3.l) 

P;Jsi-
f' 

where: 

dNpr is the number of particles of type i produced into the 

phase space dQdP/P 

E, P are the energy and momentum of the produced particles 

N0 is the number of beam particles that hit the target 

Ab is the absorption length of the beam particles in the target 

A. is the absorption length of particles i in the target , 
p, L, A are the density, length and atomic weight of the target, 

respectively 
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NA is Avogadro's number 

The transverse momentum point to which the invariant cross 

section, given by Equation (3.1), corresponds is: 

Ji=Psine=Pe 

where e is the angle between the incident beam and the direction of 

the pF.oduced particles. 

If we define a quantity N~ which depends only on properties 

of the beam and the target 

(3.2) 

and we make the approximation that E ~ P for al 1 momenta at which the 

experiment took data (the smallest momentum was 10 GeV/c) we can write 

Equation (3.1) in the form: 
~ t..lf'r 

r J. ai - _J._,_r 
c J.p' - ~t: 

1 

If we multiply and divide the right hand side by dNac, the above 

formula takes the form: 

1 

£ J. c1't 

J.p~ -
1 

where dNac is the number of particles i of momentum P and angle e 

(3.3) 

that would be accepted by a spectrometer of infinitesimal acceptance. 

In the real world, of course, all spectrometers accept a finite 

number of particles Nae over some finite solid angle ~n, and a finite 

momentum bite ~P/P0 , where P
0 

is the central momentum of the spectrom

eter. We can approximate the invariant cross section at transverse 

momentum 'io = P
0

e in terms of finite quantities as: 



E J.°' -Jp' -
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1 (3.4) 

where Ace ; Nac/NprAnAP/P. is the integrated acceptance of the spectrom

eter. The right hand side of Equation {3.4) gives only an approximate 

estimation of the invariant cross section at Pio= P
0
e, because the 

average transverse momentum<!> of the particles Nae is not necessarily 

equa 1 to P 
0 

e nor is their average momentum < P> equa 1 to P 
0

• If we 

insist that we want to assign the number of the right hand side of 

Equation {3.4) to the invariant cross section at i = P
0
e we have to 

apply some correction {slope correction) as discussed in detail on 

page 49. We also note that in an experiment we do not·measure Nae 

directly but some number of events Nev. 

It will be our task in this chapter to describe how we can 

deduce the quantities in the right hand side of Equation {3.4) from 

quantities measured during the experiment. In the first section we 

describe how we determined the transverse momentum scale. The second 

section describes the reconstruction program and the determination of 

the yield (Nae in Equation (3.4)). In the third section we discuss 

the Monte Carlo and the determination of the acceptance of the spec

trometer. The fourth section describes how the beam normalization 

was done and finally we discuss the backgrounds, some special problems 

with the analysis and the errors to the cross sections. 

Transverse Momentum Scale 

As pointed out on page 29 the transverse momentum ~at which 

we intend to plot the invariant cross section for a given spectrometer 

momentum P0 i! given by: 
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P = P e 
.LO 0 

where e was the angle between the incident beam and the spectrometer. 

Because the cross sections for the processes that we study here, 

depend very strongly on 11, a knowledge of the transverse momentum 

scale to -1% is important. This means that we had .to measure very 

carefully P
0 

and e. 

we did that. 

Momentum Caliliration 

In the following two sections we describe how· 

The momentum scale P
0 

of the spectrometer was calibrated as 

follows: We set the current in the two dipole magnets at some value 

I. We also substituted counter A6 for counter AS in the trigger (see 

Figure 9 and page 21). Counter A6 had much smaller dimensions and 

restricted the momentum bite of the particles that triggered the 

spectrometer to a vlaue less than ±1%. Then two pressure curves, one 

for each ~erenkov counter, were taken in the pressure range where 

kaons at the spectrometer momentum produced ~erenkov light near the 

9 mrad boundary between the inner channel and the outer channel. 

Precise knowledge of the geometry of the optical system and the index 

of refraction of He, which has a very low dispersion, permits an 

accurate calibration of the beam momentum. Figure 16 ··shows the 

effi ci enci:es ~A 1. T and ~A2. T of the inner (~A 1) and the outer ( ~2) 
T T 

channels of the first Cerenkov counter in the region where the kaon 

light moves across the 9 mrad boundary as the index of refraction n 

is varied. In terms of the extrapolated indices of refraction, 

shown in Figure 16, the momentum of the kaons is given by: 



32 

where mK is the kaon mass, a is the boundary angle between the two 

channels, and (n-1} 1 and (n·l)2 are the extrapolated indices of 

refraction for the inner and outer channels respectively. With 

e2 = (81±3) x 10-6 we find P01 = (27.3±0.2) GeV/c. A similar curve 

for the second ~erenkov counter gave P02 = (27.5±0.2) GeV/c. We 

thus take the momentum P
0 

corresponding to the dipole current I to 

be (27.4±0.14) GeV/c. To find what current was needed for any other 

momentum we used the 6-3-120 dipole transfer constants of Reference 56 

normalized of course to our ~erenkov measurement. The magnet current, 

as monitored by the computer, is known with an accuracy of ±1%. We 

thus know the momentum scale P
0 

to ±1.1%. 

Angle Between the Incident Beam and the Spectrometer 

The angle a between the unpitched beam and the spectrometer 

was 80 mrad. This number was obtained by surveying the spectrometer 

and is known to an accuracy of about ±.3% (its accuracy is limited by 

how well we know the direction of the incident beam). 

As indicated on page 16 the targeting angle of the incident 

beam was changed by some amount epitch to the East or to the West. 

To accomplish this a system of four dipole magnets (EPB dipoles) was 

employed as pitching magnets. Figure 17 shows how the beam was 

pitched to the West resulting in an; angle a = 80 mrad + epitch· -To 

pitch the beam to the East the polarity of the most upstream pitching 

magnet was reversed and the horizontal trim magnet and the three 

downstream pitching magnets were moved to their image positions with 

respect to the unpitched beam and, of course, their polarities were 

also reversed. In this case it was a = 80 mrad - epitch" 
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The angle epitch was found by the following two methods: 

1) From the transfer constants of the EPB dipoles that were used to 

pitch the beam taken from Reference 57. 2) From the horizontal 

offset h of the beam at the position of the SWIC in front of the 

target and the distanced of this SWIC from the target (see Figure 17). 

The pitching angle is epitch = arctan ~ . 

Methods (1) and (2) gave the same answer within error. The 

pitching angles for both cases (pitching the beam to the East or to 

the West) were found to be (16.3±.5) mrad. Therefore the angle e was 

(96.3±.55) mrad when the beam was pitched to the West and (63.7±.55) 

mrad when the beam was pitched to the East (see also Table 2). 

In conclusion the transverse momentum scale is known with an 

accuracy of ±1.1%, ±1.2% and ±1.4% when the beam is unpitched, pitched 

to the West and pitched to the East respectively. 

Yield Determination 

The yield determination (Nae in Equation (3.4)) proceeded in 

the following three steps: a) We used the drift chamber information 

to find out which of the events that were written on tape had tracks 

that reconstructed. b) All possible tracks for each reconstructed 

event were refitted and the best track was chosen. Then the ~erenkov 

counter and the ehµ information was used to identify the particles as 

protons, pions, kaons and muons. c) Several corrections were applied 

on the yield of each particle: decay in flight in the case of w's 

and K's, absorption from material in the experimental target and the 

spectrometer, etc. Each one of the above three steps is described in 

detail below. 



34 

Reconstruction Program 

A program was written that read the primary data tapes and 

searched for events whose tracks reconstructed. Reconstructed events 

were accepted and written on secondary tapes called DST tapes (Data 

Sunmary Tapes). The cuts at this stage were chosen to be very loose 

so as not to exclude any possibly.good data. 

First, for every event, the reconstruction program read the 

times of the hits of the wires that fired and converted them to space 

(X and U) coordinates. To do that the program needed the drift 

velocity of the electrons in the chambers. This drift velocity was 

calculated from the size of the drift chamber cell and the time that 

the electrons took to drift from the one edge of the cell to the other 

(this was obtained directly by the program from the data). Then the 

program required that: 1) there was at least one hit on one of the 

X-wires (from now on called an X-hit) of Dl or D2 and there was at 

least one more X-hit on D3 or D4 and 2) there were at least one X-hit 

on two out of the three D5, D6 and D7 chambers and 3) there was at 

least one hit on U-wires (from now on called U-hits} on three out of 

the five Dl, D2, 03, D6, and 07 chambers. Conditions 1, 2 and 3 are 

the least number of requirements needed for an event to have a recon

structable track upstream and downstream of the 2nd bend. 

In the second step the program fitted the upstream and down

stream X-tracks to straight lines and required that the chisquares 

per degree of freedom (x2/DOF) of at least one upstream and one down

stream X-track {_there might be more than one pair of upstream and 

downstream tracks} was less than or equal to 15. Then the program 

required that there was at least one pair of upstream and downstream 
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X-tracks whose difference in the X-positions, ~X, at the middle of the 

second dipole was between -.3 11 and .3" (.see Figure 18). 

Third the program checked if there was at least one U-track 

whose hits were compatible with at least one accepted X-track. Then, 

from the X and U-hits, it calculated the Y coordinates and fitted them 

to a straight line and required that there was at least one Y-track 

whose fit had a x2/DOF of less than or equal to 12.5. 

The reconstruction program efficiency was about 94% at 25 GeV/c. 

We explain on page 39 how we calculated this number. 

DST Program - Data Cuts 

A second program (.from now on ca 11 ed the DST program) read the 

DST tapes.and, for each event, found the track with the best fit. 

The program also determined the particle type and applied some cuts on 

the data. 

The DST program first calculated the momentum for each pair of 

upstream and downstream X-tracks. The momentum was calculated from 

the measured bend angle in the second bend magnet as P=P0/(1-~e/e0 ) 

where P
0 

was the central momentum of the spectrometer, e
0 

= 16 mrad 

and ~e=e0 -e, where e was the angle between the upstream and downstream 

X-tracks. The program .then made global X and Y fits to all possible 

tracks and chose the track with the smallest sum of the X and Y 

chisquares (x~/DOF+x~/DOF). 

Particle identification followed. The program first checked 

if the event was a muon. Using the ehµ information it calculated the 

quantity: 

)2 + c] (3.5) 
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where: 

Xj is the ADC signal from counter j of the first module 
-Xj' crj are the average signal and the standard deviation of 

the distribution of minimum ionizing particles of counter j of the 

first module 
-

Xi' Xi' cri are similar quantities for the remaining six modules 

C = 1 if x. = pedestal of counter i 
1 

= 0 if Xi pedestal of counter i 

The inclusion of the constant c improved the separation of 
- -

muons from hadrons. The determination of Xj' crj' Xi and cri was done 

during the calibration of the apparatus. A sample of minimum ionizing 

particles (muons in this case) was selected by requiring minimum 

ionizing signals in both A7 and AB counters (see Figure 13). 

From Equation (3.5) we expect muons, as minimum ionizing 

particles, to have much smaller x2 than hadrons which will tend to 

give large signals in the early counters and small, if at all, in the 

later counters. A x2 distribution for a 25 GeV/c run is shown in 

Figure 19. Making a cut at x2 = 10 we separated hadrons from muons. 

The fraction of muons per pion as a function of momentum is 

given in Table 6. 

The contamination of the hadron sample by muons is no more 

than 10% of the amount of muons and therefore less than 1% of the pions 

for all spectrometer momenta. 

If the particle was identified as a hadron by the ehµ the 

program used the ~erenkov counter infonnation to detennine if it was 

a TI, K, or p. The sums ~A and ~B of the AOC counts of the inner and 

\outer channels for the two Cerenkov counters were calculated (/:A = EA1 + 

CA2, CB= CBl + CB2). For spectrometer momenta larger than or equal to 
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20 GeV/c pions were defined as events with CA>30 and ~8>30, kaons as 

events with ~A>30 and ~8~30 and protons as events with ~A~30 and ~8~30 

(see Figure 11). Events wi.th ~8>30 and ~A'30, indicated as errors 

in Figure 11 were rejected by the program. For spectrometer momenta 

of 10 and 15 GeV/c the pions did not produce a signal in the upstream 

~erenkov (page 22). In this case pions were defined as events with 

~8>30 (see Figure 12). 

The next step of the DST program was to apply cuts on each 

event and to decide whether to accept the event. 

The first cut required that xi/DOF<ll and x}'DOF<ll. X and 

Y chisquared distributions for 25 GeV/c runs are shown in Figure 20. 

The next five cuts required that the track passed through the 

apertures of 07 and both dipoles and quadrupoles. 

The seventh cut required that the ADC reading of trigger 

counter AS was more than or equal to 50. This cut eliminated triggers 

caused by ~erenkov light in the lucite light guide of AS. 

The eighth cut was on ~P/P0 = (P~P0 )/P0 where P was the 

measured momentum of the event and P
0 

the central momentum. The cut 

required that -.15~6P/P0~.2. A ~P/P0 distribution for a 25 GeV/c 

run is shown in Figure 21. 

The final cut was on the position of the track at the target 

(see Figure 22). The aperture and target cuts are listed in Table 7. 

At the end of each data run the DST program wrote on a disk 

file the number of particles of each type that were accepted, the 

scaler totals, the beam momentum, the target type, the spectrometer 
~ 

momentum, the number of absorption lengths of gas in the Cerenkov 

counters and the East and West 90° monitor counts corrected for acciden-

tals. This information was used by a third program to calculate 

cross ~ections. 
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Analysis of Low Momentum Runs 

In Figure 23 the ratio of the number of reconstructed events 

to the number of strobes versus the spectrometer momentum is shown 

for a number of randomly chosen runs with 200 GeV ~-beam (pitched 

to the West) and with the tungsten (W) target. By strobes we mean 

the events that were written on the magnetic tapes. No DST cuts were 

applied on the reconstructed events. 

At momenta~40 GeV/c the rates were low, and a lot of the 

triggers were accidentals and they did not reconstruct. The drift 

chamber infonnation plus the OST cuts were essential in rejecting the 

accidentals in this momentum range. 

At intermediate (25 and 30 GeV/c) and low (TO, 15 and 20 GeV/c) 

momenta the fraction F of triggers that were accidentals was very 

small. The number of accidentals was measured by scali~g the coin

cidence between the four trigger counters A 1 , A2, A3, AS where the 

signal of Al was delayed by lRF bucket (18.8 nsec) with respect to the 

other three. The fraction F was -.5% at 25 and 30 GeV/c and only 

-.1% at 10, 15 and 20 GeV/c. On the other hand at low momenta the 

multiple scattering is large resulting in the loss (because of the 

reconstruction technique and not because they scattered out of the 

detector) of a large fraction of events (see Figure 23). For these 

reasons we did the following: 

For momenta ~20 GeV/c we did not use the method of analysis 

described in page 35 (reconstruction method). We assumed that al 1 

triggers recorded by the sealers were good events. We still however 

used the fraction of events that were reconstructed to find the particle 

ratios. These ratios were checked and found to be equal (.as expected) 
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to the ones obtained directly from the scaler information (see page 

27). We called this method of analysis the scalers method. 

Scalers and reconstruction methods gave the same cross 

sections at 25 GeV/c within ±2% .. 

Corrections to the Particle Yields 

A number of corrections were applied on the yield of each 

particle. They are discussed in detail below in the order that 

were actually made: 

1) Reconstruction Program Inefficiency 

To find the reconstruction inefficiency we assumed that all 

strobes were good events at 25 GeV I c and therefore they should a 11 

reconstruct (except, of course, the small fraction of the accidentals 

A(l)235/Al235). Then we calculated the average efficiency E=(number 

of reconstructed events/number of strobes) over several ±25 GeV/c 

runs throughout all the running period of the experiment. We found 

E=.94±.02 and therefore the inefficiency was l-E=6%±2%. A further 

assumption was made that the inefficiency stayed constant for momenta 

>25 GeV/c. Only the data that were analyzed with the reconstruction 

method were corrected for reconstruction program inefficiency. 

2) Computer Dead Time 

The correction because of computer dead time was easily done 

by multiplying the yield of each particle for a given run by the ratio 

(number of triggers/number of strobes) (triggers:number of Al ·A2·A3·A5 

coincidences; strobesanumber of triggers written on tape} for that 

run. This correction was done also only for data that were analyzed 

with the Teconstruction method. 

----------- --- -----------------
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3) Kaan Misidentification 

At momentum settings of 10, 20, 25 and 30 GeV/c the ~erenkov 

angle of some of the kaons with momenta at the low end of the momentum 

acceptance of the spectrometer was below threshold in the upstream 

Cerenkov counter ~A. This resulted in some fraction of kaons being 

misidentified as protons. By studying some high statistics runs at 

these momenta with fine momentum binning, we found that 8%, 2%, 1% 

and 0% of the kaons were mistagged as protons at momenta 10, 20, 25 

and 30 GeV/c respectively and we corrected the number of kaons and 

protons correspondingly. 

A similar problem appeared at the high momentum side of the 

momentum acceptance at spectrometer settings of 70, 75, 80 and 90 

GeV/c. There some fraction of the kaons did produce ~erenkov light 

in the downstream ~erenkov counter ~B, and were misidentified as pions. 

Unfortunately, very poor statistics at these high momenta did not 

permit a similar analysis like the one described above. A rough 

estimate of the fraction of kaons that were misidentified as·pions at 

these momenta was -6% of the total number of kaons. Because of the 

big uncertainty (-100%) in this estimate we decided to add it in the 

systematic error rather than correcting the pion and kaon yields for 

it. This correction (6%) is much smaller than the statistical errors 

at these high momenta. 

4) Empty Target Subtraction 

The walls of the hydrogen target box contributed significantly 

to the hydrogen target yi:elds. The empty target contributions were 

measured directly by runs that were done at all momentum settings with 

the hydrogen target empty. They are listed in Table 8. We notice 
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that the contributions for particle and antiparticle are the same. 

The increase of the contribution as the momentum increases is explained 

by the fact that the steel walls contribute more due to the strong de

pendence of the cross sections on the atomic weight of the target. 

5) Correction for ~. K Decay in Flight 

To correct for rr, K decay in flight we multiplied their yields 

by exp(L/A), where L = 258.7' was the spectrometer length (from the 

target up to the shower counter) and A was the ~-or K decay length 

respectively (the whole spectrometer length was used for L because all 

muons are subtracted from the hadron sample using the shower counter 

information). x was calculated using the formula: 

where: 

Po 
"-=M CT 

P
0 

was the central momentum of the spectrometer, M the rr or K 

mass, T the~ or K lifetime and c the velocity of the light. 

The decay in flight correction was 13% and 65% for pions and 

kaons respectively at 10 GeV/c momentum and 3.5% and 23% for pions and 

kaons respectively at 40 GeV/c momentum. 

6) Correction for Absorption by Material in the Spectrometer 

The number of absorption lengths 58 xc of gas in the ~erenkov 

counters versus momentum is given in Table 9. 

The number of absorption lengths Asp for all other material in 

the spectrometer for each particle type is given in Table 10. The 

absorption cross sections were obtained from Reference 59. 

To correct for absorption we multiplied the yield of each par

ticle by l/exp[-(Ac+Asp)]. This factor was -20% at 10 GeV/c and -10% 

at 40 GeV/c momentum setting. 
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7} Correction for Absorption in the Experimental Target 

The target absorption is actually contained in N~ (see Equation 

(3.2}, page 29}. It can be proved that an equivalent expression for 

Nt . 
b is: 

(3.6) 

where: 

Fi is the fraction of particles of type i that were absorbed 

in the target. The Fi 's were calculated directly from the absorption 

1 engths, A.i 's, and the target 1 engths and they were a 1 so found by a 

Monte Carlo program where the exact beam-target geometry and the beam 

and target sizes were taken into account. The two methods agreed 

within 1%. The Fi's, of course, depended on the A.i's of Equation 

(3.2). The absorption lengths A.i were calculated from the atomic 

weight A of the target, the target density p, the Avogadro's number 

NA and the absorption cross section cri for the particle of type i and 

for a given target through the fonnula: 

A 

The absorption cross sections cri were obtained from References 32, 

58~ 59, 60, 61, 62 and 63. 

(3. 7} 

In Table 11 we list the Fi 's for all particle types and targets. 

The momentum dependence of the Fi 's in the momentum region 1(}+90 Gev/c 

that we took data is small (-2%). Their values given in Table 11 

are the averages over momentum. 
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The agreement of the cross sections at ±25 GeV/c between the 

long and short Be targets (see Table 4) was better than ±5% (consistent 

with the overall systematic error). This is a good indication that 

the target absorption was done correctly. 

We note that all the above corrections are very much the same 

for particle and antiparticle. This fact gives the unique capability 

to this kind of experiment to measure the particle/antiparticle ratios 

simply by doing two runs at the same momentum but opposite magnet 

polarities, normalizing the yields to the same number or incident beam 

particles and using the Cerenkov counter information to find the 

particle, antiparticle yields and take thei1r ratio. 

Acceptance 

We defined as the integrated acceptance, Ace, of the spectro

meter the quantity (see page 30): 

Net~ 

Ace = -p; L1 .f2 
N , 

/JP 
(3.8) 

It tells us what fracti-on of the particles that were produced in the 

solid angle ~n and with momenta between P
0 

and P0+~P will be accepted 

by the spectrometer. 

There is not really any way to measure Ace directly. To 

determine it we had to use a Monte Carlo program which is described in 

detail below. 

Monte Carlo 

The Monte Carlo program originated trajectories at the front 

of the experimental target. The X, Y distributions of their vertices 
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were consistent with the horizontal, vertical profiles of the secondary 

beam as read off by the SWIC in front of the target (SC710 in Figure 8). 

Such a pair of SC710 horizontal and vertical beam profiles for the 200 

GeV ~-beam pitched to the West is shown in Figure 24. 

Interac.tion points were chosen according to an exponential law 

(1-exp-Z/Ab) where Ab was the absorption length of the beam particles 

in the target. The program checked if the interaction point (x, y, 

z) was in the volume of the target. 

Secondary particles were produced at the interaction points 

with angles a
0
-Aax'ex4a

0
+Aex (where a

0 
was the angle between the beam 

and the spectrometer), -M 'a :EMY and momenta P0 -AP'P~P +AP+. y y .. 0 

Special care was taken to make sure that Aa , A9y and AP , 
x -

AP+ were large enough to cover the angle and momentum acceptance of 

the spectrometer. For this we found that A9x=8 mrad, Aay=6 mrad, 

AP_IP
0
=0.2, and AP+/P

0
•0.3 were large enough values for all but the 

tungsten targets. For the tungsten target the multiple scattering 

was bigger and some trajectories that started out even with bigger 

A8x and Aay could be scattered in and still be accepted. We used 

Aax=l2 mrad, Aay=9 mrad for the tungsten target. 

The secondaries were produced with flat distributions in ex 

and a and either a flat distribution or a distribution of the form 
y 

~ exp(-n[) (where~ was constant) in a. 
A flat distribution in a was used when we wanted to find the 

integrated acceptance of the spectrometer (as it is explained below) 

and the distribution of the form R exp(-nlj, ) was used (this is a good 

approximation to the local dependence of the cross section on ~; see 

page 51) when we wanted to compare Monte Carlo with data distributions. 
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The secondaries were traced through the spectrometer. They 

were multiple scattered everywhere they went through material such as 

the experimental target, trigger counters, windows and gas of the 

~erenkov counters, etc. 

The X, Y coordinates of the: tracks at the positions of all 

drift chambers, the target, and the magnets were recorded on magnetic 

tape. The production angles ex and ey and the momentum P and the 

smeared positions of the tracks at the position of the drift chambers 

were also recorded on tape. Smearing was done with a riaussian dis

tribution with sigma = 26D u (for the X coordinate) and sigma = 

260/sin 10° = 1497 u (for the Y coordinate). 

The Monte Carlo tapes were later analyzed with the same DST 

program that was used for the data. 

We first made sure that the Monte Carlo ~rogram reproduced 

the data distributions rather well. 

To check the shape of the momentum acceptance of the spectro

meter we did the following: we took three runs with the same target 

and with the central momentum of the spectrometer shifted by small 

amounts as shown in Figure 25. In Figure 25 we have plotted the 

acceptance of the spectrometer for each momentum bin versus momentum 

as calculated by the Monte Carlo program. 

Monte Carlo events were produced with a flat distribution in 

a. Each momentum bin was 2% of the central momentum P
0

. P
0 

was 25, 

27.5 and 30 GeV/c: i.e., the same as the spectrometer settings of the 

three special runs. From Figure 25 we see that there is an overlap

ping, in the momentum acceptance, between the three runs and that the 

bin acceptances of two such runs differ at some momenta by as much as 



46 

a factor of 50. The number of particles, accepted in each run, was 

nonnalized to the same incident beam flux and was then binned in the 

same momentum bins as the ones used to calculate the bin-by-bin 

acceptance. If llN~ was the number of particles in momentum bin i , 
and for the run j (j = l , 2, 3 for the 25, 27. 5, 30 GeV/ c run respec

tively), and A~ was the corresponding acceptance, then according to 

Equation (3.3) the invariant cross section at momentum P (correspond-

ing to momentum bin i) should be: 

f 
d. 30" L1N1 

(3.9) c " J.p' - P Paj Af 
Here C is a constant which is the same for a 11 i and j and P~ is the 

central momentum for run j. It should be noted here that the reason 

that we can use Equation (3.3) to calculate the invariant cross section 

and not worry about correcting it (slope correction) as pointed out 

on page 3Q is because the momentum bins i are rather small (only 2% of 

P
0

). The right hand side of Equation (3.9) divided by C is plotted 

against the momentum in Figure 26. We see that the cross sections 

calculated even at very different points of the momentum acceptance 

of the spectrometer but, of course, at the same momentum agree ade-

quately. It should be noted that the errors in Figure 26 are only 

statistical. 

The matching of the three overlapping runs guaranteed that we 

had found the right momentum acceptance. Finding the right momentum 

acceptance was a tedious job. It required that we give the Monte 

Carlo program the right beam profile and target position, that the 

magnet transfer constants and positions were correct etc. The three 

overlapping runs served as a guide and provided a severe test that 

what we did was correct. 

-
-
-
-
-
-

-
-
-
-

-
-

-
-
-



47 

During the data runs the beam had a small horizontal offset h 

from the center of the target. This was because the acceptance of 

the spectrometer had a maximum at a non zero h. h was different for 

the different running periods (for example it was different for the 

unpitched, pitched to the East and pitched to the West beams). There 

was no vertical beam offset. 

Because the acceptance depended on h we had to find h. To 

find h we did a series of Monte Carlo runs varying h by small incre

ments from run to run (this was somewhat similar to the horizontal 

target sweeps described in Chapter II, page 251. In these runs par

ticles were produced with a spectrum t a:!l e-all. The constant a 

was the local slope of the yield versus momentum curve at the neigh

borhood of ~o' where ~o was the transverse momentum corresponding to 

the central momentum P
0

. As P
0

's for these runs, 25 GeV/c and 30 

GeV/c were chosen. Monte Carlo and data distributions were compared 

for each such run. Distributions whose shapes and averages are very 

sensitive in h are the horizontal distribution of the particles accepted 

by the spectrometer at 07 and, of course, the horizontal target dis

tribution. We therefore chose as h the one of that run whose hori

zontal distributions at 07 and at the target were closest to the data. 

The h values, found with the above method, were consistent with the 

SC710 readings. This exercise, called horizontal alignment, was done 

for every running period and separately for the hydrogen and the 

nuclear targets. 

The ex (horizontal reconstructed angle) and ey (verticle recon

structed angle) acceptances of the spectrometer, as found by the Monte 

Carlo program, are shown in Figure 27. We note that the ey acceptance 

----- --~----- -- ---- -~-------------
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is broader than the sx. This is a result of the fact that the first 

quadrupole was vertically focusing. 

In Figure 28 a comparison between data and Monte Carlo hori

zontal position at the target, horizontal position at 07 and AP/P
0 

distributions is made for a 30 GeV/c run with the hydrogen target. 

The agreement is acceptable. 

After we had made sure that the Monte Carlo program reproduced 

the data, we proceeded to find the integrated acceptances for each 

target and for each running period. We can express Ace in terms of 

-
-
-
-
-

ASX, A8y' AP_ and AP+ in the fonn ... 

A - N°'' (4 LJ e LI e ) ( J f.. + L1 ?+) 
c C - JV pr X J fo (3.10) 

It was found that Ace was the same for all nuclear targets for 

a given running period and at fixed momentum. The values are given 

in Table 12. The ±1% error is statistical only. No DST cuts were 

applied at 10, 15 and 20 GeV/c. The 300 GeV rr- beam acceptances are 

slightly higher than the 200 GeV rr- beam ones because the 300 GeV beam 

was narrower. 

In Figure 29 the nuclear target integrated acceptance is 

plotted versus momentum. All DST cuts were applied. The 10, 15 and 

20 GeV/c acceptances without any DST cuts are also shown. These 

acceptances were used in the scalers method of analysis (see page 38). 

The decrease of the acceptance at low momenta is due to the multiple 

scattering. We notice however that the multiple scattering does not 

have any effect for momenta ~ 25 GeV/c. 

The integrated acceptances for the hydrogen target are listed 

in Table 13. 

-
-
-

-

-

-
... 
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The overall systematic uncertainty in Ace, mostly because of 

uncertainties in h, was estimated to be ±3%. 

In Figure 30 the momentum resolution of the spectrometer 

versus the momentum is shown. A o-function momentum distribution 

was produced by the Monte Carlo program at each run. We see again 

that at low·momenta (10, 15 and 20 GeV/c} the multiple scattering 

dominates (the resolution falls like l/P at this region}. At momenta~ 

30 GeV/c the multiple scattering has died out and the resolution is 

constant and -±1%. This value is what we expect from the 260 µ 

(sigma) drift chamber resolution for the X-coordinate. 

Slope Corr.ection 

This correction is associated with the finite acceptance of 

the spectrometer. 

We have described how the quantities P
0

, Nae and Ace in 

Equation (3.4) were determined. Suppose that we have also determined 

N~ (this is described in detail in the following section}. We can 

then use Equation (3.4) to calculate the invariant cross section. 

However a problem arises inmediately: at what P. is this cross section 

to be plotted? The most natural choice would be the average P. of the 

particles Nae. However, as indicated on page 30 this average is not 

in ge~eral, equal to P
0
e. If, on the other hand, we insist that we 

want to plot.the invariant cross section of Equation (3.4} at P
0
e we 

have to apply to it some correction. We call this the slope correc-

ti on. 

Before we describe how the slope correction was done we will 

formulate the problem. Assume that the invariant cross section can 

be parametrized, locally in a, with some function f(a). Then: 
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3 

f ~ =. aJ (If) :: K f <8) (3.11) 

where K is a constant. Fran Equations (3.3) and (3.11) we have then: 

I<. I (Ii) : J !(' __ J._N__CIC ...;;..l -~-
!\{. Pf; J.Q J. p 

d. N,.., fo 
(3.12) 

or: 

.(3.13) 

where the integral is over the solid angle seen by the spectrometer 

and the momentum acceptance of the spectrometer. If we now indicate 

the left hand side of Equation (3.4) as cr
0 

(from now on called the 

zero iteration invariant cross section) we will have: 

tJ; = 1 
(3.14) 

or: 

(3.15) 

From Equations (3.13) and (3.15) we have: 

I< = J.P -Po 

(3.16) 

jl(ft)P 
We can get an idea of the functional form of f(~) by plotting the zero 

iteration cross sections {Equation (3.14)) versus 'las shown in Figure 

31. From Figure 31 we see that f('i) can (locally in~) take the form: 

-
-

-
-

-
-

-
-
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f (~) (3.17) 

As we see from Figure 31 ~ does change with a but it is quite constant 

over the momentum acceptance of the spectrometer. 

From Equations (3.11), (3.16) and (3.17) we have: 

p A e-O(Ca 
lo cc 

JP 
(3.18) 

- f! 
where: ~=P0 e. 

It is now clear from Equation (3.18) that the slope correction 

to a
0 

is given by: 

follows: 

c (3.19) 

Based on the above analysis the slope correction is done as 

1) Calculate the zero iteration cross sections (Equation 

(3.14)). 

2) For each pair of neighboring points P.L 1, PJ.2' (where we 

took data) with zero iteration cross sections cr
01

, cr
02

, 

respectively calculate the local slope usin~ the fonnula: 

0( = l~(ff:-) 
8.x - J;.1. 

We call these the measured slopes. Then we fitted the 

measured slopes to a smooth curve. A quadratic fit (if 

(3.20) 
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there were more than three measured points) or a linear 

fit (if there were only three measured points) proved 

to be adequate in almost all cases. To calculate the 

slope correction (see Step 3, below) at each Ii point the 

fitted slope corresponding to that point was used. Ln 
only a few cases the fitted slopes seemed to be obviously 

unreasonable and we had to use inserted (after careful 

inspection) slopes. An example of measured and fitted 

(to a quadratic) slopes is shown in Figure 32. 

3) Calculate the correction factors c according to Equation 

(3.19). The denominator of Equation (3.19) was found 
dNac 

by numerical integration. (As -P- we took the ratio of 
dN r 

the number of particles accepted by the spectrometer 

divided by the number of particles produced in the solid 

angle dn = 2~ex~ey and in a momentum interval with central 

momentum P and bite ~P = 2%. 
0 

4) Multiply the cr
0

's by e's to find the first iteration cross 

sect ions cr1 
1 s. 

5) Repeat steps l~, using in ,the pl ace of the cr
0 

1 s the 1 ast 

iteration cross sections, as many times as they are required 

for the cross sections to converge. 

We found out that the fourth iteration cross sections differed 

from the third iteration ones by less than .5%. ~·le iterated all 

-

-

-

-
-

-

-
-

cross sections three times. -

Typical values for c (Equation (3.19)) were -6% at ±10 r,ev/c, 

-25% at ±30 GeV/c and -50% at ±60 GeV/c (the increase of c with momen

tum is due to the growth of the absolute momentum bite with momentum}. 
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Beam Nonnalization 

The last quantity that remains to be detennined in the right 

hand side of Equation (3.4) is N~. This is given by (see Equation· 

(3.6)): 

(1-Fi) 

We explained in page 42 how the q's were found. p (the density of 

the target) is given in Table 4. The absorption length Ab of the 

beam particles in the target was calculated using the fonnula: 

j. = II 

The absorption cross sections, ab' were obtained from References 58, 

59, 60, 61, 62 and 63 and are given in Table 14. 

N
0

, the number of beam particles that hit the target, was 

measured by IC710 for the hydrogen target. .To find N
0 

for the nuclear 

targets we combined the information from IC710, IC711/IC712 and the 

East and West 90° monitors. In the following we firstidescribe how 

IC710 was calibrated and then we explain how the beam nonnalization 

for the hydrogen and the nuclear targets was done. 

Calibration of IC710 

We define the scale factor S of the ion chamber as the number 

of particles that have to go through it to produce one count at the 

digitizer. The value of S may be different for pions and protons of 

the same energy because of their different ionization (relativistic 

rise). 

We found S for IC710 for pions with the following four methods: 
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1) Counting the Number of Beam Pions by a Scintillator 

A scintillator was put at the position of the experimental 

target. The pion beam intensity was lowered to a small enough value 

{-Sxl05 1T-/pulse) so that the scintillator would not saturate. We 

then measured, during a run~ the number of scintillator counts Nsc' 

the number of IC710 counts Nie' the number of the spectrometer 

triggers Ntr' and the number of beam pulses P. If Npd is the number 

of IC710 pedestal counts per pulse (this was also measured} then the 

scale factor of IC710 should be: 

5 = Af, - P~~J. 
( 3. 21) 

We also did several more runs with higher beam intensities (up 

to -1x109 1T-/pulse, i.e., close to the typical intensities of the 

experiment). The ratio: Nty.ICNic ... p Npd) remained constant within 

5% with intensity. This ensured the linearity of IC710 up to the 

above intensities. 

2) Foil Calibration with Protons 

This was done with primary 200 GeV protons. A thin copper 

foil was put just in front of IC710 and a run of some certain number 

of pulses P was taken. Beam intensities were -2 x 1010 proto.ns/ 

pulse. The number of IC710 counts Nie was recorded. 

The copper foil was analyzed64 and the amount of 24Na produced 

in the reaction: 

p + Cu + 
24Na + X (3.22) 

was measured radiochemically. From the cross section of reaction 

(3.22) (we took it to be 4mb64 ,GS,GG and the amount of 24Na produced, 

the number of protons Np that went through the foil and IC710 was 

determined. The scale factor of IC710 for 200 GeV protons was then: 

-

-

-
-
-
-

-
-

-

-
-
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Sp = (3.23) 

The scale factor for 200 GeV pions was obtained by adjusting SP for 

the difference in dE/dX for pions and protons because of the relativ

istic rise, a 5% effect67 . 

A problem with this method was that IC710 started to saturate 

at intensities of -2 x 1010 particles/pulse. We solved it by plotting 

on a pulse-by-pulse base the IC710 counts/SEM counts ratio versus SEM 

counts. This ratio did reach a constant value at intensities of 

about 1010 protons/pulse. The difference of this ratio at intensities 

2 x 1010 and 1010 protons/pulse gives, of course, a measure of the size 

of IC710 saturation between the two intensities. 

3) Foil Calibrations with Pions 

This method is similar to #2. It was done as follows: two 

copper foils (-1 mil thickness each) were put one in front of the SEM 

(in the primary proton beam - see Figure 6) and the other in front of 

IC710 (in the secondary rr- beam - see Figure 6). 

The two foils were irradiated by the proton and rr beams, for 

several days. The proton and rr- beam energies were 350 ~eV and 200 

GeV respectively. Their intensities were -5 x 1012 protons/pulse and 
8 -7 x 10 rr 's/pulse. 

The two foils were analysed and the amounts of 57co produced 

in each of the reactions: 

rr- +Cu~ 57co + X 

P + Cu ~ 57co + X 

(3.24) 

(3.25) 

were measured. By assuming (this assumption is confirmed by measure

ments68} that the ratio of the cross sections of reactions (3.24) and 
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(3.25) is equal to the ratio of the total inelastic cross sections of 

protons and ;r-•s in Cu we could detennine the ;r-/incident proton yield 

of the secondary beam. From the number of SEM counts and its scale 

factor (found according to method #2) the total number of protons that 

hit the experimental target was found. From the number of protons 

and the ;r-/proton yield the number of ;r-•s that went through IC710 was 

measured. The number of ;r-•s and the number of IC710 counts gave the 

IC710 scale factor. 

The advantage of this method relative to method #2 is that 

this one was done with beam conditions (particle type and intensities) 

similar to the ones during the experiment. 

4) Direct Calculation of the Scale Factor 

We also calculated S for 200 GeV ;r- directly as follows: 

Assume that dE/dx is the average energy loss per unit length for 

200 GeV ;r-•s in the chamber gas and Eis the average energy needed to 
-

produce one ion pair. dE/dx and E were taken from Reference 67. 

Then the to ta 1 number of ion pairs per ;r - , prodl!,ced in I C710 wou 1 d be:· 

N = dE h. 
dx E (3.26) 

where L is the "gas" length of IC710. Then if q is the electric charge 

needed to produce one count in IC710 (this was measured) the scale 

factor S should be: 

s = .!L Ne 

where e is the electron's charge. 

(3.27) 

The IC710 scale factors as obtained with methods 1-+4 are given 

in Table 15. 

The 7% quoted error of method #1 measures the nonlinearities of 

the scintillator (5%) and of IC710 (5%) versus the beam intensity. 

-
-
-
-

-
-
-
-
-
-
-

-
-
-
-

-
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The 9% quoted error of method #2 is because of the error in 

the cross section of the reaction (3.22), (7%), and because of the 

nonlinearity of IC710, (5%). 

The 9% quoted error of method #3 is because of a 7% error 

in the cross section of reaction (3.22) and a 5% error in the assump

tion that the cross sections of reactions (3.24) and (3.25) are pro

portional to the respective total inelastic cross sections68 . 

Finally the 7% quoted error of method #4 is because of errors 
-in the measurement of L, dE and E. These errors were 2%, 5% and 4% 

dx 
respectively.· 

We used the calculated number (method #4) as the scale factor 

of IC710. Note that the mean of the four methods is 1.59 x 104 

~-'s/count and their spread is ±8% (sigma). 

We conclude that we know the absolute beam normalization to 

better than ±10%. 

The Beam Normalization for the Hydrogen Target 

The beam size was sma 11 er than the hydrogen target and I C710 

was much bigger than both of them. We therefore used IC710 to find 

the number of ~-·s that hit the hydrogen target for each run. Runs 

with very poor effective spill lengths and/or indication of IC710 

satur~tion were rejected. 

The Beam Normalization for the Nuclear Targets 

The normalization of the nuclear targets was done as follows: 

For each target the average ratio RT : <~~) was calculated where ME 

and MW were the counts for each run of the East and West 90° monitors 
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respectively corrected for accidentals. Then the average (over all 
ME+RrHW 

runs with the same target) ratio Kr= IC?l 2 was calculated (IC712 

was the counts minus pedestal of the inner part of the ion chamber 

IC711/IC712 for each run). The number of rr-'s that hit some nuclear 

target T during some run should then be: 

N,,- = (3.28) 

The number of rr-'s that went through IC712 was calculated from 

the ratio of the IC712 to IC7ll counts which we obtained from the ion 

chamber IC7ll/IC712, and the requirement that the sum of IC711 plus 

IC712 particles should be equal to the particles measured by IC710. 

In this way an independent determination of the IC711/IC712 scale 

factor was not necessary. 

It should be noted that, before each running period, the ion 

chamber IC711/IC712 was carefully aligned along the beam line, making 

therefore sure that the amount of beam that hit the nuclear targets 

was equal to th~t which passed through IC712. 

The reason that the nuclear target beam nonnalization was not 

done directly with IC712 was because we felt that the ME,MW counts 

were a more direct and sensitive, though only relative, measure of the 

amount of beam that hit the target. We did not use this met~od for 

normalizing the hydrogen target only because the statistics in the 90° 

monitors were poor. 
ME+RTMW 

The stability of the IC]l 2 ratios (as measured by the sigmas 

of their distributions over all runs) was -2-3% (this spread was caused 

by transverse beam motion - the statistical error was less than 1%). 

-

-

-
-

-
-
-
-
-
-
-
-
-

-
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Backgrounds 

The most significant background for the hydrogen data came 

from the target walls. We described on page 40. how it was subtracted. 

For the nuclear targets, background events could come from the 

atmospheric gas and/or other material close to the experimental target 

(such as the ion chambers, see Figure 8}. To find the size of this 

background we took runs at several momenta with the target out. 

At ±25 GeV/c spectrometer settings the target-out yields were 

much less than 1% of the yields of any of the nuclear targets. At 

±40 GeV/c, the highest momenta with nonzero target-out yields, this 

background was 1-2% of the Be target yield and less than 1% of the Cu 

and W target yields. However the statistics were very bad (±100%). 

We therefore decided to do the following: because for momenta 

up to 30 GeV/c the target-out yi~elds were much less than 1% we did not 

make any correction for it. For momenta ~40 GeV/c a 2% systematic 

error was assigned to the cross sections of the Be target only, as an 

upper limit to the uncer~ainty of this background at high momenta. 

Special Problems with the Analysis 

Problem with the 40 GeV/c Be runs 

The (ME+R.rMW)/IC712 ratio (see page 58) was about a factor of 

2.5 lower than its average value for the ±40 GeV/c runs with the Be 

target (200 GeV rr-, pitched to the West beam). A careful examination 

of the ratios IC712/IC710 and IC712/IC711 did not show anything unusual. 

This indicated that the beam was at the right position. 

The above two facts roused the suspicion that the Be target 

was not at its nominal position during those two runs. 
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Indeed the vertical distribution of the events at the target 

and at 07 showed clearly that the target was lower than its nominal 

height by a considerable amount. Because these were the only Be runs 

at ±40 GeV we tried and succeeded in correcting them. To do that we 

had to answer two questions: 1) What fraction of the beam flux 

counted by IC712, hit the offset target? and 2) What was the reduc

tion of the acceptance of the spectrometer because of the target offset? 

The answer to the first question was easy. The go 0 monitor 

counts were proportional to the amount of beam that hit the target 

(since their distance from the target was -20•, a target motion of 

even the whole target vertical size, 3/4 11
, should not have changed 

their acceptance at all). Since we-did use the go 0 monitors to 

nonnalize the nuclear targets the problem posed by this question was 

automatically solved. However we have to emphasize here that the 
MW+RTM\~ 

±40 GeV/c runs were not used in calculating the averag.e IC7l 2 
To answer the second question we used the Monte Carlo. We 

first made sure that the Monte Carlo reproduced the vertical target 

and 07 distributions well. We then made several runs 11 lowering the 

target 11 at the program by small intervals. Comparison of the vertical 

distributions at the target and at 07 between these Monte Carlo runs 

and those of the ±40 GeV data runs showed that the target should have 

been lower than its nominal position by -.475". This corresponded to 

a (22±5)% reduction in the acceptance. The relevant cross sections 

were multiplied by 1/.78 and the ±5% uncertainty in this correction was 

added, in quadrature, to their total errors. 

The offset of the Be target was caused by improper operation 

of the target controls system. The vertical target position was not 

-
-
-
-
-

-
-

-
-

-

-
-

-
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zeroed before the target controls were given instructions to bring the 

Be target at beam height. This resulted in a vertical target offset 

although the readback value for the vertical position indicated that 

the target was at its nominal height. 

The pleasant part of this problem was our realization, once 

more, of the power of the Monte Carlo program. 

Discussion of Errors 

At the low momentum region (10, 15 and 20 GeV/c) the errors to 

the cross sections are daniinated by systematic uncertainties. There 

follows a transition region (-30 GeV/c) where systematic and statis

tical (arising from the Poisson distribution of events) errors are 

about equal. Finally at high momenta (?!.40 GeV/c) the statistical 

errors are dominant. 

At low momenta (10, 15 and 20 GeV/c) we assigned a systematic 

error of ±8% due to uncertainties in the scalers method. This figure 

is about half the difference in the cross sections at ±10 GeV/c 

computed by the scalers and reconstruction methods. All other 

systematic errors are much smaller here and were neglected (for 

example the maximum error in the empty target subtraction from the 

hydrogen target is -±2%, the maximum error because of muon misidenti

fication is -±2%, the maximum error in the slope correction is -±1%, 

the maximum error because of absorption is -±2%). The total error 

in the cross sections at this momentum region is the statisti-cal error 

plus the ±8% systematic error added in quadrature. 

For momenta~25 GeV/c the total error is the sum of the fol

lowing errors: the error in the slope correction, the error in the 
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empty target subtraction (±2%, for the hydrogen target only), the 

error because of beam motion [±4%, as measured by the spread of 

(ME+R-f!W)/IC712 ratio (see page 58) and the uncertainty in the accep

tance (see page 49)], the error in the correction because of absorp

tion in the target (±2% for nuclear targets only), and the statistical 

error. All these errors were added in quadrature. 

Since the maximum error because of kaon misidentification (6% 

of the kaon cross section) at momenta 70, 75, 80 and 90 GeV/c (see 

page 40) is much smaller than the statistical errors at these momenta 

it was neglected. For the same reason the 2% error due to uncertain

ties in the background subtraction from the Be target cross sections 

(see page 59), was neglected. 

Not included in the errors to the cross sections is a ±12% 

overall nonnalization error. It is the sum in quadrature of the 

uncertainty in the beam nonnalization (±10%), the uncertainty in the 

reconstruction program inefficiency (±2%), the error in the cross 

section because of the uncertainty in the transverse momentum scale 

(±5%) and the overall uncertainty in the integrated acceptance (±5%). 

The overall uncertainty in the acceptance was computed by examination 

of the change in the cross sections when the OST cuts were varied 

within reasonable limits. 

-

-

-

-



CHAPTER IV 

RESULTS 

This chapter presents the results of this experiment. In the 

first section I sumnarize the results that were obtained by James 

Green25 who analysed the hydrogen target data. In the second section 

I present my analysis of the data on the angular dependence and compare 

them with predictions of theoretical models. The third section pre

sents my analysis of the data on the atomic weight dependence in 'JT-N 

collisions. Finally, in the last section my conclusions are listed. 

The Production of High a Hadrons in 'JT--p Collisions 

In this section I mention briefly the main conclusions that were 

reached from the part25 of the data of this experiment which are not 

included in my thesis. These data, as was mentioned in Chapter I, are 

the production cross sections of long lived charged hadrons with trans

verse momenta in the 1-+6 GeV/c region and with 200, and 300 GeV 'JT- and 

200 GeV proton beams incident on a hydrogen target. 

The main conclusions25 from the above data were the following: 

1) The cross sections with .the 200 GeV proton beam, from this 

experiment agree within 25% (consistent with the quoted 

systematic errors of the two experiments) with the ones of 

Reference 8. This is a very important check on our exper

iment. 

63 
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2) The data show a general trend that the observed particles 

reflect the quark content of the incident particles. 

3) The pion beam cross sections do not fall as rapidly with 

increasing xJ. as the proton cross sections, in agreement 

with the fact that the pion structure function is much 

flatter than that of the proton. 

4) The data do not agree by more than an order of magnitude 

with the predictions of the CIM model 17 . They do agree 

more or less with the predictions of the model of Field18 . 

5) The 200 and 300 GeV cross sections with the rr- beam 

factorize to fit the form ~-n(l-x~)m (see Equation 1.5). 

The fits are good. The power n is -8 for the mesons 
+ + - . 

(rr- and K-) and -10 for p and p (much larger than the value 

4 expected from first order QcD· but the same as that ob

tained from the proton data8). 

Data on Angular Dependence and Comparison with Theoretical Models 

As mentioned before we took data with the spectrometer at 

96.3, 80 and 63.7 mrad (in the lab frame) with respect to the 200 GeV 

incident rr- beam. The above angles correspond, for a massless particle, 

to CM angles of 90°, 79° and 67° respectively. The CM angles for each 

of the rr, Kand p and for each of the three lab angles are listed versus 

momentum in Table 16. We notice that at very small momenta (10 and 

15 GeV/c) the CM angles for K's and p's differ considerably from their 

asymptotic values. However for momenta ~25 GeV/c or for !i~2 GeV/c, 

the CM angles for all three species of particles are very close. 

-

-

-

-
-

-
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The invariant cross sections for the production of each of the 

particles ~±, K±, p and p and for each of the three angles in 200 GeV 

~-P collisions are listed in Tables 17, 18 and lg. The quoted errors 

are the total errors {statistical and systematic), and were calculated 

as described on page 61. These cross sections are plotted versus a 
in Figures 33, 34 and 35. We do not observe any significant angular 

dependence for the production of the positively charged particles~+, 
+ K and p, in this range of angles. However we do see an increase of 

the cross sections for the production of the negatively charged 

particles~-, K- and pas we move at smaller angles in the forward 

hemisphere. 

In contrast to the case of proton-proton collisions the angular 

distribution in ~--p collisions need not be symmetric around go° CM 

angle. It should also be noted here that because a quark in the pion 

has, on the average, a higher momentum in the ~--p CM frame than a 

quark in the proton (the pion has two quarks and the proton has three) 

the quark-quark CM system moves in the forward direction with respect 

to the ~--p system. Therefore the go0 angle of the ~--p system corres

ponds to a larger angle in the quark-quark system. The more forward 

angles of 7g0 and 67° in the ~--p CM system could therefore correspond 

to angles closer to goo in the quark-quark system. If the processes 

that we study do come from quark-quark hard scattering and furthermore 

if they were quark flavor invariant they should be symnetric around 

go0 in the quark-quark CM system (see also the analogy with pp case; 

Reference 30 and Figure 4}. An increase, then, of the cross sections 

as we move from go0 to 7go and 67° in the ~--p system could be easily 

explained. However we know that this is not quite true. The cross 
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sections do depend on the kind of the interacting particles, i.e., on 

the quark flavor. If one makes the reasonable assumption24 that a 

particle observed at large it came from a valence quark, one can 

identify arr+ or K+ or pas usually coming from the proton and arr-

or K- or pas coming from the beam rr-. Furthennore if we assume that 

the observed particle has a large fraction of the scattered quark's 

momentum, then the particle's direction is close to that of the scat

tered quark. Therefore the measured angular dependence should be 

strongly correlated with the angular dependence of the underlying hard

scattering process. 

The increase of the rr-, K- and p cross sections as we move from 

the 90°, in the rr--p frame, to 79° and 67° clearly indicates that 

these cross sections do not depend only on a or, equivalently, only on 

the impact parameter of the collision (see page 11 and References 27 

and 28). 

In Figures 36 and 37 we compare the cross sections for the 

product.ion of rr± and K± at 90.0 in rr- -p coll is ions with the predictions 69 

of the FFF model. The shapes of the predicted cross sections are 

very similar to the data for all particles. However the normalization 

of the predicted theoretical cross sections seems to be smaller than 

the data (the disagreement is bigger for rr+ and K+ and it is very small 

for rr - and C.}. Note that the predictions of the FFF model are al so 

lower for the pp-+ir 0 +anything case (see Figure 5).. Not shown in the 

predicted cross sections of Figures 36 and 37 is a 30% "statistical" 

error due to the limited number of Monte Carlo events that were used to 

estimate these theoretical cross sections70 . No comparison is done 

with the p and p cross sections because the FFF model does not handle 

-

-
-
-
-
-

-
-
-
-
-

-
-
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baryons. Also no comparison between the data and the FFF model is 

done for the 7g0 and 67° CM angles because no predictions of these 

cross sections versus ~were available at the time that this thesis 

was written. However the cross sections (at a= 4 GeV/c) versus 

the CM angle were given to us by R. Field. These are listed in Table 

20. We see that the rr- and K- cross sections increase as we move 

from go0 to 60° in qualitative agreement with the data. Also the 

small decrease of the ;r+ and K+ cross sections at the same angle 

range is not inconsistent with the data. 

As I mentioned already in the introduction (.Chapter I) the 

CIM model disagrees drastically with the go0 ;r--p data24 ,25 • No 

further comparisons with this model will be made in this thesis. 
- + - + - + + In Tables 214 25 the trigger ratios rr /;r , K /K , p/p, K /rr 

and K-/;r- for the three angles are listed. As trigger ratio of two 

hadrons h1 and h2 produced in ;r--p collisions we define the quantity: 

rr-+p+h1 +anything 

;r-+p+h2 +anything 

The quoted errors are the sum, in quadrature of the statistical error 

and the error in the slope correction (all other systematic errors 

cancel in these ratios}. 

In Figures 38 and 3g the above ratios have been plotted versus 

~· Also shown are the predictions6g of the FFF model {again this model 

cannot predict the p/p ratio). 

From Figure 38 we see that all three antiparticle/particle ratios 

increase as the CM angle decreases at a fixed [. This increase is 

strongest for the rr-/rr+ ratio and it is the smallest for the p/p ratio. 

-------------------
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This behavior is in accordance with the quark flavor content of the 

particles involved (see also remarks made on page 65). The K-/K+ 

ratio is constant up to Ii ~3 GeV/c and then it shows, for larger ~' a 

small decrease. The same, with much less certainty though, could be 
- + + said for the rr /rr go0 ratio. Fitting the rr-/rr ratio to a constant 

C we get C = 1.18. The x2 of the fit is 13.34 for seven degrees 'of 

freedom. This corresponds to an -15% confidence level. Neil Fleishon 

and James Stirl ing71 suggest that a decrease in the rr -/rr+ at large x.J. 

could be explained if the pion gluon distribution function is enhanced 

such that the dominant scattering mechanism is beam glue on target 
- + quarks. The rr /rr ratio then will fall below unity because the proton 

consists of more up than down quarks. The rr-/rr+ and K-/K+ predicted6g 

ratios by the FFF model are in overall qualitative agreement with the 

data. However this model predicted a much stronger angular dependence. 

Both the data and the predictions of the FFF model are consistent with 

no angular dependence of the K+ ;.r/ and K- /rr - ratios (see Figure 3g). 

Another way to present the trigger ratios is versus the CM 

angle at a fixed ~· This is done (at a= 4 GeV/c) for the trigger 
- + - + ratios rr /rr , K /K and K-/rr - in Figure 40. Also shown are the same 

ratios as measured in 200 GeV pp collisions in this experiment (see 

Reference 25) and the predictions of the FFF model for both the rr- and, 

for contrast, the proton beams. The measured value of these ratios 

in pp collisions and at go0 agrees with the predictions very well. 

The FFF predictions for the K-/rr - ratio in rr- -p coll is ions agree very 

1 h h h di d ... / + d K ... / K+ . wel wit t e data too. However t e pre cte rr rr an ratios 

are considerably larger than the data especially at atM = 67°. After 

these trigger r·atios were publ ished24 , R. Fi eld70 succeeded in recti

fying the above disagreement by hardening the 9luon fragmentation 

-
-
-

-
-
-
-
-

-
-
-
-
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function of the FFF model. This new prediction for the '11'-/'11'+ ratio 

(indicated as the New FFF) is shown by the dashed line in Figure 40. 

Field7o says that hardening the gluon fragmentation function is a way 

to solve the problem but it may not be the only one. The cause of 

the disagreement may well lie elsewhere. 

Neil·Fleishon and James Stirling tried to fit simultaneously 

the following data: 

'II'- + p ..... '11'0 + x 
p + p ..... '11'0 + x 

p+p+ir-+X 

p + p ..... 11'+ + x 
11'-+p+11'-+X 

- + 'II' +p+'ll' +X 

beam ratio of Reference 72, 

trigger ratio of Reference 8 and 

trigger ratios at 90°, 79° and 67° of this 
experiment. 

They used a naive, hard scattering, QCD parton model like the one of 

the FFF model. They tried to fit the above three sets of data by 

varying the proton gluon distribution functions but they did not 

succeed. Their· conclusion was that the proton gluon distributions 

indicated by the beam and the trigger ratios were inconsistent. 

More recently E.L. Berger et a1?3 have calculated the abso

lute rate and kinematic dependence of the cross sections for the 

high-twist subprocesses qg+irq and qq.+.,rg in perturbative QCD. They 

show that the contributions of these high-twist terms are quantitatively 

important for Ii~ 6 GeV/c and x~ ~ 0.5. The incl us ion of these terms 

does not make the 'II'-/./ trigger ratio agree with our data. Their 

predicted ratio is still too high especially at the forward angle of 67°. 

Nuclear Target Data - Atomic Weight Dependence 

The invariant cross sections per nucleus for the production 
+ + 

of each of the hadrons ,,.- , K-, p and p in ,,. - -N collisions, where N=W, 
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Be, Cu, with 200 GeV beam and at go° CM angle are listed in Tables 26, 

27 and 28. The invariant cross sections with 300 GeV rr- beam and W 

target at goo are listed in Table 2g. The quoted errors are the total 

errors,and were calculated as described on page 61. 

In Figure 41 the invariant cross sections per nucleus versus 

~for the production of each of the rr±, K±, p and pin rr--w and rr--Be 

collisions are plotted. We see that the invariant cross sections are 

steeply falling functions of a. the fall being even steeper for the 

case of the baryons p and p (this was also the case for the hydrogen 

target cross sections25 ). We also note for both targets and for P 

up to -3 GeV/c hadrons are produced with decreasing abundance as: 
+ + - -rr , p, K , K and p. For ~>4 GeV/c protons are produced with a 

+ smaller abundance than that of K and K-. 

In Figure 42 we compare the invariant cross sections for the 
+ - + - - . production of each of rr, rr, K, K, p and p with the W.and Be targets. 

We note that as P increases the W and Be cross sections deviate more 

and more from each other (this effect is stronger in the case of the 

baryons p and p). We also note that for ~>-4 GeV/c the above devia

tion has reversed (for the case of rr+, rr-, K+ and K-} and the cross 

sections for the two targets come closer together. The anomalous 

atomic weight dependence (see Chapter I and below) is a manifestation 

of this behavior of the cross sections. 

In Figure 43 the 200 and 300 GeV cross sections (with the W 

target} for the production of rr+ and rr- respectively are plotted. We 

see that there is not much '(S dependence at low 11· However we do see 

a VS dependence at high ~· This dependence is stronger the higher the 

Ii· 

... 

... 

... 

... 

.. 
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These features of the cross sections are similar to the ones 

observed with a proton beam7'8. 

One word on the rr-/rr+ ratio with the nuclear targets is in 

order. We remind that this ratio is 1.16±0.04 (see Table 21) at 

~=2.9 GeV/c in 200 GeV rr-p collisions and at 90° in the CM system. 

From Tables 26, 27 and 28 we find that at the same Ii this ratio is 

1.43±0.07, 1.41±0.07 and 1.36±0.06 for the Be, Cu and W targets 

respectively. - + . We note that, at this value of ~, the rr /rr ratio for 

the nuclear target is about 20% higher than the hydrogen target one. 

This is consistent with the fact that the neutrons consist of two d 

quarks and only on u quark and therefore they should produce rr-'s more 

copiously than the protons. We also note that the rr-/rr+ ratio is the 

same, within errors, for the three nuclear targets as it should be 

because their proton/neutron ratios are about the same and equal to 

-1. It should however be noted that it would be dangerous to try to 
- + extract the rr /rr ratio for a neutron target from the nuclear and 

hydrogen target data. To do this a deuteron target should be used. 

In Figure 44 the H, Be, Cu and W cross sections relative to 

the W cross section versus the logarithm of the atomic weight have 
. + + -been plotted for each of the particles rr-, K-, p and p. These rela-

tive yields correspond to Ii= 2.9 GeV/c (we have data with the Cu 

target only at~= 2.4 and 2.9 GeV/c - see Table 28). We see that the 

three nuclear target points lie on a straight line (_the hydrogen 

target point tends to lie below the line}. The straight lines drawn 

in Figure 44 are just fits by eye. 

Figure 44 suggests that the invariant cross sections per 

nucleus can be parametrized (for the nuclear targets) as: 
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( 4.1) 

where the index i refers to the outgoing hadron i (i = TI"±, K±, p, p). 

Since we have data with the Cu target only at ~ = 2.4 and 

2.9 GeV/c, we have used/only the Be and W targets to extract the 

exponents a1(~). This exponent for a particle i and for some~ is 

given by the fonn: 

( 
<JW(fi)) 

°'. ( o) _ f ~ a;, ( B) 

' ''" - { -n ( A., ) 
Ase 

where aw and aBe are the W and Be target cross sections and Aw, Ase 

are their atomic weights respe~tively. 

(4.2) 

The exponents ai's for the six particles are listed in Table 

30. To calculate the quoted errors in the ai's we assigned as total 

errors to the invariant cross sections the sum, in quadrature, of the 

statistical error, the error in the slope correction and a 3% systematic 

error. This sytematic error is the sum, in quadrature, of a 2% error 

in the estimation of the target absorption, a 2% error because of beam 

motion and a 1% error in the target densities. All other systematic 

errors are the same for the two targets and should cancel in the 

ratios (see Equation (4.2)). 

The exponents ai's are shown in Figure 45. Also plotted are 

the exponents from Reference 34 measured with D, Be, Ti and W targets 

wtih 400 GeV protons and at 97° CM angle. The dashed lines at ai = 1 

have been drawn for contrast. 

From Figure 45 we notice that the ai 's for the TI"- beam are very 

much similar to the corresponding ones for the proton beam i.e., 

1) at low~ the ai's approach the value of 2/3 as expected 

-
-
-
-
-

-
-

-

-

-
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from the area of a black disk (see page 12}, 

2} for~ values~2 GeV/c they exceed the value 1, an indica

tion that the nucleus acts in some collective way, 

3} The a~± and aK± seem to saturate at PL = 4 GeV/c, 

4} a~± and aK± show an indication of decreasing at '1>4 GeV/c 

but the statistics at these a values is not good enough 

so that a definite statement on this matter could be made, 

5} ap and ap seem to rise to much higher values than the rest 

of the exponents but again the statistics is not sufficient 

to confirm if this, extremely strong, A-dependence is true 

(we note that an a value of 1.5 means that the tungsten 

nucleus acts as if it had 2500 nucleons). 

From the same Figure we notice that the proton exponents are 

slightly higher than the~- ones at the low (1+3 GeV/c} ~region. 

This is consistent with a small VS' dependence observed 34 at low P... 

with proton beams. The fact that the proton data are at 97° rather 

than 90° could also have some influence on this matter. 

Conclusions 

We have presented in this thesis data on the angular and atomic 

weight dependence of inclusive hadron production at high 11.with 200 

GeV and 300 GeV ~-beams. 

A comparison of these data with the predictions of the FFF 

model 18 which uses a first order QCD calculation and has fitted rather 

well the similar data but with proton beams shows the following: 

l} The invariant cross sections for the production of the 

+ + • h 1 1 f mesons~-, K- predicted byte mode fo low the shape o 
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the data but they are lower (the disagreement is bigger 

for the rr+ and K+). 

2) The model predicted a much stronger angular dependence of 

the rr-/rr+ and K-/K+ trigger ratios than the observed ones. 

Hardening of the gluon fragmentation function fixed the 

problem. Attempts by other authors involving variation 

of the gluon distribution function 71 or addition of some 

high-twist tenns 73 could not fix this problem. 

3) The model agreed very well with the angular dependence of 

the K+/rr+ and K-/rr- trigger ratios. , 

It will be very interesting to extend these data to higher a 
and also to further angles (both in the forward and backward hemisphere 

of the rr--p CM system}. Such data could shed light on the gluon frag

mentation function. Also pinning down the statistics to detennine if 
- + the rr /rr trigger ratio falls at higher ~ is important. 

The atomic weight dependence of the cross sections with rr beam 

is very similar to the one observed with proton beams. The nuclei 

behave in some collective way at high transverse momentum processes. 

... 

... 

... 
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... 
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q.q ... q.q. 
1 J 1 J 

- -q.q ... q.q. 
1 J 1 J 

q.q ... q.q. , , , , 

- -q.q ... q.q. , , , 1 

gg .. q .q. 
1 1 

q.g .. q.g 
1 1 

gg .. gg 
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TABLE 1 

QCD LEADING ORDER ELEMENTARY SUBPROCESSES 

; f j 
4 .s2 + u2 
9 t2 

4 ( 52 + u2 + t2 + 52} 8 s2 
9 t2 u2 'li u t 

4 ( s 
2 

+ u
2 

+ t
2 

+ u
2 
)- 8 u2 

9 t2 52 27 s t 

32 u2 + t2 8 u2 + t2 
Tr u t 

-3 s2 

l u2 + t2 3 u2 + t2 
6 u t 

- 8 52 

4 u2 + s2 u2 + s2 
- 9 + 

u s t2 

9 ( 3 _ .!!...! _ u s)- ~ t 
2 s2 t2 u2 

4 t2 + u2 
9 s2 



T.~BLE 2 

PRH4ARY AND SECONDARY BEAH ENERrtlES AHO SPECTROHETER ANGLES 

Primary Proton Secondary Beam Lab fral!le C.M. frame 
Beam Energ,k'. Particle Enerqy s~ectrometer angle spectrometer angle 

(GeV) (lieV) (mrad) 

350 11 200 80 79° 
co 
0 

350 II 200 96.3 90° 

450 11 200 96.3 90° 

200 Proton 200 96.3 90° 

400 II 200 96.3 90° 

400 n 300 80 91° 

400 n 200 80 79° 

400 11 200 63.7 67° 

I I ' I I 
., I I 
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TABLE 3 

PROTON L~EST HIGH HITENSITY SECONDARY BEAr, YIELDS 

Proton Beam Energy 

(GeV) 

400 

400 

350 

Secondary~- Beam Ener"9Y 

('ie:V) 

200 

300 

200 

Yield of rr- per incident proton 

4. 7 x 10-4 

5. 1 x 10-S . 

2; 9 x 10-4 

PARTICLE C0'4PQSITION OF SECON~ARY BEA~ 

x = 
SECONDARY BEAM MOMENTUM rr K r> 
PROTON BEAM MOMENTUM "' OI ., .. , . '° 

o.s 94.7 4.7 0.6 

Q.75 98 2 < 0.2 

SECONDARY BEAM WIDTHS 

SECONDARY BEAM HORIZONTAL WIDTH (FHHM) VERTICAL WIDTH (A~HH) 

1 " 0.75" 

Proton 0.35" 0.3" 
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TABLE 4 

E258 TARGETS 

TARGET ATOMIC WEIGHT DENSITY LEHGTH 

(gr/cm 3 ) (inches) (number of absorption 
lengths for 200 GeV n-'s) 

*H 1.01 0.071 20± .001 0.043 

Be (Long) 9.01 1.85 7.22±.001 0.34 

Be (Short) 9.0I 1.85 l. i.001 0.047 

Cu 63.54 8.96 2.91±.001 0.41 

**W 183.85 18.22 2.031±.001 0.46 

* The hydrogen was at 20.4°K (boiling point) and atmospheric pressure 
** Kennametal W-2 

I I I I I I I I I 

(number of absorption 
lengths for 200 GeV protons) 

00 
0.069 N 

0.49 

0.068 

0. 51 

0.556 

' I I ' I I 
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TABLE 5 

E258 DRIFT CHAMBERS 

Chamber Coordinate Distance from Target Number of Sense Wires 

Dl x 116 I 15 
u 15 

D2 x 122' 15 
u 15 

03 x 170 I 15 
u 15 

04 x 176 I 15 

05 x 187 1 15 

06 x 190 1 15 
u 15 

07 x 258' 25 
u 25 

200 wires (Total) 
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TABLE 6 -
MUON TO PION RATIO VERSUS MOMENTUM 

Spectrometer Momentum 
{positive and negative) u/ rr 

(GeV/c) % -
10 7.8 -
15 5.7 

20 4.5 -
25 3.7 -
30 3.2 

40 2.4 -
50 1. 6 

-60 1.2 

70 0.8 

80 0.5 

90 0.2 -
-

-



Location 
{See Figure 7) 

07 

Downstream dipole 

Upstream dipole 

Downstream quadrupole 

Upstream quadrupole 

Hydrogen target 

Nuclear targets 

85 

TABLE 7 

APERTURE AND TARr,ET CUTS 

Horizontal 
{inches) 

±6 

±2.68 

±2.68 

2.52* 

1. 6* 

+2.4 
-3.2 

±1.6 

Vertical 
{inches) 

±3 

±1.48 

±1.48 

1.6* 

3.0* 

±0.8 

±0.7 

*The quadrupole cuts were elliptical. The numbers ~iven are the horizontal 
and vertical semi-axes of the ellipses. 
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TABLE 8 

EMPTY TARGET CONTRIBUTION VERSUS MOMENTUM 

(in %) 

Momentum (GeV/c) 10 15 20 25 

Particles Produced 

:t 8.3:t0.4 8. l:tO. 2 11 . 0±1 . 5 10. 9±0. 8 Tr 

+ K- 8.9±0.8 11. 6±1. 3 10.7±1.0 10.7±1.7 

p or p 9.9±0.9 11.7±1.0 1-2.8±3.2 13.3±4.2 

-
-
-

-
-
-

!30 -

11. 0±8. 0 

11.6±3.5 -
14.8±14.8 

-
-
-
-
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TABLE 9 

NUMBER OF ABSORPTION LENGTHS OF GAS IN THE ~ERENKOV COUNTER VERSUS 
MOMENTUM 

Spectrometer Setting 

(GeV/c) 

10 

15 

20 

25 

30 

40 

45 

50 

60 

75 

90 

Number of Absorption Lengths 

0.108 

0.075 

0.028 

0.02 

0.013 

0.008 

0.007 

0.006 

0.005 

0.004 

0.003 
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TABLE 10 

NUMBER OF ABSORPTION LENGTHS FOR EACH PARTICLE FROM ALL OTHER MATERIAL 
IN THE SPECTROMETER EXCEPT tERENKOV GAS 

·Particle 

+ 
'II' 

p 

p 

Number of Absorption Lengths 

0.09 

0.076 

0.118 

0.09 

0.087 

0. 127 

-
-
-
-
-
-
-
-

-
-
-
-

-
-
-
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TABLE 11 

ABSORPTION FRACTIONS F; FOR EACH PARTICLE TYPE IN EACH OF THE 
EXPERIMENTAL TARGETS 

Target 

Particle 

+ 
'IT 

K+ 

p 

'IT 

K-

-p 

w Be 
(1 ong) 

0.22 0. 16 

0. 18 o. 13 

0.24 0.21 

0.22 0. 17 

0.21 o. 1 s 

0.26 0.245 

Be 
{Short) 

0.024 

0.02 

0.029 

0.025 

0.023 

0.04 

Cu 

o. 19 

o. 16 

0.22 

0.19 

o. 18 

0.26 

H 

0.019 

0. 014 

0.029 

0.021 

0.018 

0.038 



-90 

-
-
-

-
-

-
-
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TABLE 13 

INTEGRATED SPECTROMETER ACCEPTANCES FOR THE HYDROGEN TARGET 

(usr ± 1%) 

Running period 200 GeV 11' - 200 GeV 11' - 200 r,ev 
96.3-mrad 80-mrad 63.7-mrad 

Momentum 
(GeV) 

10 4.4 4.56 

15 4.45 4.73 

20 4.42 4.72 

25 4. 13 4.28 4.34 

30 4. 14 4.34 4.36 

40 4. 18 4.45 4.57 

so 4.25 4.48 4. 51 

60 4.25 4.48 4.56 

70 4.25 4.48 4.57 

90 4.25 4.48 4.47 
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. TABLE 14 

ABSORPTION CROSS SECTIONS FOR 200 AND 300 GeV rr - BEN1S 

Target 

w 

Be 

H 

Cu 

Absorption Cross Section 
(mbarns/nucleus ± 2%) 

1416 

151 

20 

654 

-
-
-
-
-

-
-
-
-
-

-

-

• 

• 
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TABLE 15 

IC710 SCALE FACTOR 

Method 

1. Scintillator 

2. Foil calibration with protons 

3. Foil calibration with pions 

4. Direct calculation 

Sea 1 e Factor 
(ir-'s/count) 

l. 48xl04 
± 7% 

1 . 82xl o4 
± 9% 

l.42xl04 
± 9% 

1. 62xl04 
± 7% 



CENTER OF MASS ANGLES VERSUS HOHENTll4* 

200 GeV 11- Beam 

Particle Produced 11 K p 

--
Beam-Spectrometer 96.3 80 63.7 96.3 80 63.7 96.3 80 63.7 
Angle in the Lab mrad mrad mrad mrad mrad mrad mrad mrad mrad 

Homen tum (GeV/c) 

10 90.4° ---- ---- 97.2° ---- ---- 115.0° ---- ----
15 90.0° ---- ---- 93.1° ---- ---- 101.6° ---- ----
20 89.9° ---- ---- 91.7° ---- ---- 96.5" ---- ----
25 89.9° ---- 66.9° 91.0° ---- 68.3° 94 .1° ---- 12. 5° 

30 89.8° 79. 3° 66.8° 90.6° 00.2° 67.8° 92.8° 82.7° 70. 7° 

40 89.8° 79.2° ---- 90.2° 79.7° ---- 91.5° 81.2° ----
45 ---- ---- 66.8° ---- ---- 67.2° ---- ---- 68.5° 

50 89.8° 79.2° ---- 90.0° 79.6° ---- 90.9° 80.5° ----
60 89.8° 79.2° 66.8° 90.0° 79.4° 67.0° 90.5° 80.1° 67. 7° 

75 ---- ---- 66. 7° ---- ---- 66.9° --- - ---- 67.4° 

90 ---- ---- 66. 7° ---- ---- 66.8° --- - ---- 67.2° 

• The CM an9les are given only for momenta for which data exist. 

I I I I I I I I I 
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lMLE 17 

IHVARIANT moss SECT IONS Ed 3c./dp3(cm2/GeV 2 ) 

BEAM: 200 GeV 11 : TARGET: llydrogen • CH AtlGLE: 90° 

--- ---

Particle t Kt Produced n r. K- p p 

----
Ii( GeV I c) 

0.96 2. l8±0. l8xl0-28 2.54±0.2lxl0-28 6.5l±0.59xl0 -29 4.9l±0.46xl0 -29 6.35±0.53xlo-29 2.49±0.22xlo-29 

l.44 l .87±0. l5xl0-29 -29 -30 -30 6.63±0.55xl0-3o -30 '° 2.26±0. l8xl0 6.07±0.5lxl0 4.76±0.4lxl0 2.75±0.23xl0 <.n 

l. 93 2.17±0. lBxlO -30 2.43±0.20xlo-30 7.43±0.7lxlo-31 5.62±0.58xlo-31 8.40±0.74xlo-31 3. 54±0. 36xlo- 31 

2.41 2.50±0.12xlo-31 2. 97±0. l4xlo- 31 l.03±0.05xl0 -31 7.72±0.41xl0 -32 9. 12t0.46xl0-32 2.8l±O. l6xl0- 32 

2.89 4.07±0.2lxl0 -32 . -32 4.73±0.25xl0 1.68±0. llxl0-32 l.14±0.09xl0 -32 1.27±0.0BxlO -32 4.l3±0.39xlo-33 

3.85 l .38±0. llxlO -33 l. 33±0. llxlO -33 5.55±0.7lxl0 -34 3.70±0.57xlo-34 3.02±0.44xlo-34 7.18±2.14xl0 -35 

4.82 -35 -35 -35 -35 7. 98±4 .03xl0-36 4.85±0.99xl0 6.05±1. lOxlO 2.46±0.73xl0 l. 58±0. 6lx 10 ---------------
5.78 -36 -36 -37 -37 l.35±0.98xl0-36 2.96±l. l5xl0 l .66±0.84xl0 7.92±5.68xl0 4.97±5.02x10 ---------------



TABLE 18 

INVARIANT CROSS SECTIONS Ed 3a/dpl(cm2/GeV 2 ) 

BEAM: 200 GeV TI- ; TARGET: Hydrogen t CM ANGLE: 79° 

Particle + I(+ Produced K -TI TI p p 

ll(GeV/c) 

'° °' 
2.40 2.86±0.15xl0 -31 3.68±0.2lxl0 -31 l.23±0.08xl0 -31 l .04±0.09xl0-31 9.00±0.6lxl0-32 3.59±0.39xl0 -32 

3.20 l .22±0.09xl0-32 l. 75±0. llxl0-32 . -33 6. l9±0.63xl0 4.27±0.47xlo-33 4.24±0.45xl0 -33 l.12±0.20xl0-33 

4.00 l .03±0. lOxlo-34 l. 25±0. 11 xlO -33 3.06±0.53xl0-34 2.49±0.47xl0-34 l .2l±0.28xl0-34 6.63±2.25xlo-35 

4.80 -35 -35 -35 -35 -36 5.00±l.28xl0 7.85±2.08xl0 2.67±0.97xl0 3.24±l.47xl0 --------------- 5.52:t5.57xl0 

I I I I I I I I I I I I I I I I I 
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TABLE 19 

INVARIANT CROSS SECTIOHS Ed3o/dp3(cm2/GeV2) 

BEAM: 200 GeV 11 1 TARGET: Hydr~gen t CM ANGLE: 67° 

Particle + Produced 11 11 K+ K- p p 

rt,(GeV/c) 
\0 ..., 

l. 59 l. l8±0.06xl0 -29 l .57±0.08xl0 -29 3.78±0.24xl0 -30 3.94±0.23xl0 -30 3.89±0.22xl0 -30 2.30±0.14xl0-3o 

l.91 2.94±0.15xl0 -30 4. l8.t0.2lxl0 -30 l.08±0.06xl0 -30 9.98±0.63xl0-31 9.63t0.54xlo-31 5.24t0.36xl0-31 

2.87 6.4l±0.32xl0-32 9.78±0.48xl0 -32 2.60±0.l6xl0 -32 2.6l±0.16xl0-32 1.67±0. lOxlO -32 9.07t0.67xl0 -33 

3.82 2.06±0. 13xl0 -33 3.49±0.2lxl0 -33 9.84±0.82xl0 -34 9.28±0.83xl0 -34 4.4l±0.45xl0 -34 l.83t0.30xl0-34 

4.78 l.03.t0.l3xl0 -34 2.30±0.25xl0 -34 3.86±0.79xl0 -35 2.57±0.7lxl0 -35 . -35 
1.08±0. 36xl0 3.23t2.3lxl0 --36 

5.73 -36 l.39±0.37xlo-35 -36 l.28±0.75xl0-36 9.60t9.79xl0-37 4. 60± l. 57xl0 l.04±0.6lxl0 ---------------



TABLE 20 

fff* PREDICTED MESON INVARIANT CROSS SECTIONS VERSUS CM ANGLE 

(n- + p ~ h +anything: 200 GeV, [ = 4 GeV/c) 

8CM E d
3
a (cm2 /GeV 2 ) 

dp3 

+ K+ K -n n 
l.O 
co 

150° 1.72 x 10- 31 8.33 x 10-32 1.00 x 10-31 ·1. oo x 10-32 

120° 2.74 x 10-30 l. 21 x 10-30 2.00 x 10-30 3.40 x 10-31 
-

90° 3.80 x 10- 30 1. 53 x 10-30 5.30 x 10-30 1. 27 x lo-30 

60° 2.50 x 10-30 8.72 x 10-31 8.00 x lo-30 1.92 x l0-30 

30° l. 27 x 10- 31 4 .80 x 10- 32 1.40 x lo-30 3.36 x 10-31 

* fff is Reference 18 

I t I I I I I I t I I I I I I I I 



TABLE 21 

- + -ANGULAR DEPENDENCE OF n /n TRIGGER RATIO IN w -p COLLISIONS 

90° (CM ANGLE) 

ll 
(GeV/c) 

0.96 

1.44 

l.93 

2.41 

2.89 

3.85 

4.82 

5.78 

n 
+ 

1f 

l. 17±0. 02 

l. 21±0.02 

1. 12±0.04 

l. 19±0.02 

l. 16±0. 04 

0.96±0.09 

l. 25±0. 33 

0.56±0.36 

79° (CM ANGLE) 

11 
(GeV/c) 

2.40 

3.20 

4.00 

4.80 

'R' 

+ 
n 

1. 29±0.06 

l. 44±0. ll 

1.21±0.14 

l. 57±0. 57 

67° (CM ANGLE) 

Ji 
(GeV/c) 

1.59 

1.91 

2.87 

3.82 

4.78 

5.73 

1l 

+ 
1l 

1. 33±0.04 

1.42±0.04 

1. 53±0.05 

1. 70±0. lO 

2.24±0.35 

3.02±1.29 

l.O 

'° 



I I 

TABLE 22 

ANGULAR DEPENDENCE OF K-/K+ TRIGGER RATIO IN n--p COLLISIONS 

90° (CM ANGLE) 

Ii 
(GeV/c) 

0.96 

1.44 

l. 93 

2.41 

2.89 

3.85 

4.82 

5. 78 

0.75±0.05 

0.78±0.03 

0. 76±0. 06 

0. 75±0. 03 

0.68±0.06 

0.67±0. 13 

0.64±0.31 

0.63±0.78 

I I I 

79° (CM ANGLE) 

fl 
(GeV/c) 

2.40 

3.20 

4·,00 

4.80 

I 

0.84±0.07 

0.69±0.09 

0.82±0.20 

l.21±0. 70 

I I 

67° (CM ANGLE) 

ll 
(GeV/c) 

l.59 

l.91 

2.87 

3.82 

4.78 

5.73 

1.04±0.06 

0.92±0.05 

1.01±0.06 

o. 94±0. 10 

0.67±0.22 

1.23±1.02 

I 

_. 
0 
0 

I I I 



TABLE 23 

ANGULAR DEPENDENCE OF p/p TRIGGER RATIO IN u--p COLLISIONS 

90° (CM ANGLE) 

ll 
(GeV/c) 

0.96 

l.44 

l.93 

2.41 

2.89 

3.85 

4.82 

5.78 

_I!_ 
p 

0.39±0.02 

0.41±0.01 

0.42±0.03 

0.31±0.0l 

0.33±0.03 

0.24±0.08 

---------
---------

79° (CM ANGLE) 

fi 
(GeV/c) 

2.40 
. 

3.20 

4.00 

4.80 

-_e_ 
p 

0.40±0.04 

0.26±0.05 

0.55±0.22 

---------. 

67° (CM ANGLE) 

11 
(GeV/c) 

l. 59 

l. 91 

2.07 

3.82 

4.70 

5.73 

0..59±0.03 

0.54:t0.03 

0.54±0.04 

0.42±0.08 

0.30±0.23 

---------

__, 
0 __, 



I 

TABLE 24 

ANGULAR DEPENDENCE OF K+/lT+ TRIGGER RATIO IN u--p COLLISIONS 

90° (CM ANGLE) 

fl 
(GeV/c) 

0.96 

1.44 

1.93 

2.41 

2.89 

3.85 

4.82 

5.78 

K+ 
+ 

1I 

0. 30±0. 01 

0.32±0.01 

0.34±0.02 

0.41±0.01 

0.41±0.02 

0.40±0.06 

o. 51±0. 18 

0.27±0.22 

79° (CM ANGLE) 
K+ 

ll 
(GeV/c) 

2.40 

3.20 

4.00 

4.80 

I I 

+ 
1T 

o. 43±0.03 

0.51±0.06 

0.30±0.06 

0.54±0.24. 

I I 

67° (CM ANGLE) 
K+ 

fl 
(GeV/c) 

l. 59 

l. 91 

2.87 

3.82 

4.73 

5. 73 

I I I 

+ 
u 

0.32±0.02 

0.37±0.02 

0.41±0.02 

0.48t0.04 

0.38±0.09 

0.23±0.15 

I 

_. 
0 
N 

I 



TABLE 25 

ANGULAR DEPENDENCE OF K-/w- TRIGGER RATIO IN w--p COLLISIONS 

90° (CM ANGLE) 

ij 
(GeV/c) 

0.96 

1.44 

1. 93 

2.41 

2.89 

3.85 

4.82 

5.78 

0.19±0.01 

0. 21±0. 01 

0.23±0.02 

0.26±0.01 

0.24±0.02 

0.28±0.05 

0.26±0.10 

0.30±0.34 

79° (CM ANGLE) 
K-

~ 
(GeV/c) 

2.40 0.28±0.02 

3.20 0.24±0.03 

4.00 0.20±0.04 

4.00 0.41±0.22 

67° (CM AtlGLE) 

ll 
(GeV/c) 

1.59 

1.91 

2.87 

3.02 

4.70 

5. 73 

0.25±0.01 

0.24±0.01 

0.27±0.01 

0.27±0.02 

0.11±0.03 

0.09±0.06 

....... 
0 
w 



TABLE 26 

INVARIANT CROSS SECTIONS Edlo/dp3(cm2/GeV2) per nucleus 

BEAM! 200 GeV ,, ' TARGET: Tungsten ; CM MlGLE: 90° 

Particle +- K*" K-Produced n 11 p p 

IJ.(GeV/c) 

0 
~ 

0.96 3.76±0.3lxl0 -26 4.35:t0.35x10 -26 1. 37±0.12xlo-26 1.05±0.09xl0-26 1. 7l:!:0.14x10 -26 4.48±0.39x10-27 

1.44 4.12±0.34xl0 -27 4.92±0.40x10 -27 1. 58:t0.14x10 -27 1.24±0. llxl0-27 2.33±0. 19xl0-27 7.48±0.63x10-28 

1.93 5.33±0.43xl0 -28 6.87±0.56xl0 -28 2. 3l:t0.20x10 -28 1.82:t0. 16xl0 -28 3.59±0.29x10-28 1.04±0.09xl0-28 

2.41 7.67±0.35x10 -29 1.04.t0.47xl0 -28 3.73.tO. lBxlO -29 2.77±0.13x10 -29 4.83±0.22x10-29 1 -29 .38±0.07x10 

2.89 1.26±0.06x10 -29 1.71±0.0BxlO -29 6. 34±0. 38x10 -30 5.17±0.32xlo-30 7.23±0.40x10 -30 1.87t0.14xl0-3o 

3.85 3.9510.23x10 -31 6.31±0.36x10 -31 2.28±0.16x10 -31 1. 54:t0.14xl0 -31 2.12±0.15x10 -31 5.24±0.67xlo-32 

4.82 1 . 70.tO. 15x 10 -32 3.06±0.24x10 -32 9.20±1.06x10 -33 7 .60±1.1 Oxl0-33 6.06±0. 77x10-33 1.60±0.48xlo-33 

5.78 -34 -33 -34 -34 1.84±0.63xl0-34 4.66:tl.33xl0 1. 34±0. 26x10 5.74±1.64x10 3.81±1.47xl0 ---------------

I I I I I I I I I 



Particle + Produced If 

ll(fieV/c 

0.96 2.68±0.22xl0 -27 

L44 2.42±0.20xlo-28 

1.93 2.82±0.23xl0 -29 

2.41 3. 2lt0. l 5x10-3o 

2.89 4.32±0.26xl0 -31 

3.85 l.76±0.27xl0 -32 

4.82 l .Ol!0.30xl0 -33 

5. 78 1.23±l .24xl0 -35 

TABLE 27 

INVARIANT CROSS 
0

SECTIONS Ed 3o/dp3(cm2/GeV2) per nucleus 

BEAM: 200 GeV n - i TARGET: Beryl 11um : CH ANGLE: 90° 

K+ K -II p 

3.40±0.28x10 -27 7.?5±0.69xl0 -28 6.10±0. 58x10 -28 9.46±0.79x10 

3. l8±0.26xl0 -28 8.25±0.70xl0 -29 6.37t0.54x10 -29 1. 14±0.09xl0 

3.53±0.28x10 -29 1.04±0.09x10 -29 8.89±0.74x10 -30 1.44±0. l2x10 

4. 60±0. 21x10- 30 l .40±0.07x10 -30 1.13±0.06xl0 -30 1.47±0.07x10 

6.73±0.38xl0-31 2. 2210, l7xl0 -31 1.69±0.15x10 -31 1.89±0.14x10 

2.2h0.30x10 -32 6. 92± l. 77xl0 -33 7.47tl.85x10 -33 7.63±l.76x10 

1.21±0.33xl0 -33 3.82±l .94x10 -34 3.18±1.86xl0 -34 9.15±9.13x10 
-35 

-28 

-28 

-29 

-30 

-31 

-33 

-35 

7.55±3.85x10 --------------- --------------- ---------------

p 

3.40t0.31xl0-28 
_, 

-29 0 

4.53t0.38x10 <.n 

5.12t0.43x10 -30 

5.02±0.29xl0-31 

4.65t0.61x10 -32 

2.72±2.74x10 -34 

---------------
---------------



TABLE 28 

INVARIANT CROSS SECTIOtlS Edlo/dp3(cm2/GeV 2 ) per nucleus 

BEAM! 200 GeV 11 1 TARGET: Copper i CH ANGLE: 90° 

Parti.;;le + K+ Produced 11 11 K- p p 

ll(GeV/c) 

0.96 --------------- --------------- --------------- --------------- --------------- --------------- 0 
en 

1.44 --------------- --------------- --------------- --------------- --------------- ---------------
1.93 --------------- ---------------

_____ _: _________ 
--------------- --------------- ---------------

2.40 2.31±0. llxlO -29 3.13±0.15xl0-29 1 .12.t0.06x10 -29 8.l6±0.44x10 -30 1.36±0.07xl0-29 4. 10±0. 23x 1 o-30 

2.89 3.94±0.20xl0 -30 5.56±0.27x10 -30 1.98.t0.12x10 -30 1.40±0.09xl0 -30 2 .14±0.12x10-3o 6.30±0.47xl0-31 

3.85 --------------- --------------- --------------- --------------- --------------- ---------------
4.82 --------------- --------------- --------------- --------------- --------------- ---------------
5.78 --------------- --------------- --------------- --------------- --------------- ---------------

' I ' ' I I I 



TABLE 29 

INVARIANT CROSS SECTIONS Ed 3o/dp3(can2/GeV2) per nucleus 

BEAM! 300 GeV 11 ; TARGET: Tungsten i CM ANGLE: 90" 

ParticlE + K+ Produced 11 11 IC p p 

&(GeV/c) 
__. 
0 ...... 

0.80 1.0l±0.08x10 -25 l. l310.09x10 -25 2. 9910. 29x 10 -26 2.67±0.26x10 -26 3.39±0.29xlo-26 -26 1.04±0. lOxlO · 

1.20 l .45.t0.12x10 -26 1.66±0. 14x10 -26 5. l2!0.45xl0 -27' 3.98±0.35x10 -27 6. 74±0. 56x10-27 2.53t0.22x10-27 

1.60 . -27 2.52±0.21xl0 3.06.t0.25x10 -27 
l.05±0.09xl0 -27 8. 71±0. 75x10 -28 1. 37±0. l lx10-27 5.29±0.46xl0 -28 

2.00 5. l010.25x10 -28 
6.62±0.32x10 -28 2.22±0.12x10 -28 . -28 

l . 85±0. 1 lx 10 2.98t0.15x10 -28 1.14±0.07x10-28 

2.40 l .24.t0.06x10 -28 
1.63±0.0BxlO -28 -29 5.63±0. 34xl0 . 

. -29 
4.47!0.28xl0 7 .01±0. 38xl0 -29 2.47±0.17x10 -29 

3.20 7 -30 .17±0.43x10 l. 01±0. 06x 10 -29 3. 7l±0.28xl0 -30 3.45±0.27x10 -30 . -30 
3. 72±0.27x10 l .20±0.13xl0 -30 

4.00 6.38±0.43x10 -31 8.7510.53xl0 -31 3.09±0.27x10 -31 2.48±0.23x10 -31 2 .61±0.23xl0 -31 6. 90.t l. 02x 10 -32 

4.80 5.63±0.6lx10 -32 
7 .9l±0.82xl0 -32 2.22±0.36xl0 -32 2.82±0.48xl0 -32 l. 72±0. 31xl0 -32 3. 36.t l. 53xl0- 33 

5.60 -33 -33 --------------- 9. 71±1. 76x10 --------------- 1. 97±0. 76x10 --------------- ---------------
6.40 -33 --------------- l .60±0.40x10 --------------- --------------- --------------- ---------------
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Figure 1.--Diagram of deep inelastic electron proton scattering. .. 
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Figure 2.--Illustration of hard scattering models of large P~ 

hadroni c processes (.From Reference 18). 
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Figure 3.--Constituent Interchange Model (CIM) type diagram for 
high transverse momentum processes. 
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Figure 4.--The invariant cross section for inclusive w0 production 
versus x~ in w-p and pp collisions at 200 GeV (Reference 30). For 
display purposes, the cross sections in alternate a intervals are 
labelled. The curves are parametrizations of the data points

1
72 the 

form: E d3cr/dp 3 = A(l-xb)ffi/(P2+M 2 )n, where xo = [xl+(x11 -x )2 ] with 
x0 the value of x11 at the peak in the Xu distribution. rRe parameters 
A, M, x0 , m and n are determined from the fit (this Figure was taken 
from Reference 30). 
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Figure 5.--Invariant cross section for inclusive ~ 0 'production in 
pp co 11 is ions at VS'= 53 GeV versus the center of mass angle (Reference 
27). Sol id circles are data at P.1. = 3 GeV/c and open circles are data 
at ~ = 4 GeV/c. The curves are predictions of the FFF model (this 
Figure was taken from Reference 271. 
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Figure 6.--Proton West High Intensity Secondary Beam Line at FNAL. 
Both the dimensions and the bending angles have not been drawn to scale. 
Magnets connected with the same line were connected electrically in 
series. · 
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Figure 7.--Momentwn bite of the secondary~- beam at the experi
mental target as obtained by the Halo Monte Carlo program (Reference 
49). The central momentum of the beam was 200 GeV/c. The average 
momentum of the distribution is 202 GeV/c and its sigma is 10 GeV/c. 
Therefore the momentum bite is -10% (RMSFW). 
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Figure 8.--Detail of the surrounding of the experimental target 
area. 
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Figure 9.--E258 spectrometer. 
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Figure 10.--The liquid hydrogen target. 
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Figure 11.--Two dimensional Cerenkov counter plot for a -25 GeV/c 
run with the W target. 

CAl is the inner channel 
CA2 is the outer channel 
~Bl is the inner channel 
es2 is the outer channel 

" of counter CA 
of counter ~A 
of counter ~B 
of counter ~B 

For an explanation of what the ERRORS are see page 37. 
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Figure 12.--Two dimensional ~erenkov counter plot for a -15 GeV/c 
run with the W target (For an explanation of the symbols see Figure 11). 
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Figure 13.--Electront hadron, muon identifier (ehµ). -
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Figure 14.--Plot of the number of triggers divided by the number 
of beam particles as a function of run number for a series of runs with 
the hydrogen target. The spectrometer momentum was set at -25 GeV/c. 
The vertica~ scale is arbitrary. 
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Figure 15.--Logic diagram of the trigger electronics. 
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Figure 16.--Pressure curve for ~erenkov counter ~A. 

T is the number of triggers. 
n is the index of refract ion . 

., 
The efficiency CAl·T of the inner channel (squares} should be read off 

the right hand scale. T 

The efficiency CA2·T of the outer channel (circles) should be read off 
the left hand scale. T 
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Figure 17.--A diagram showing how the beam was pitched to the 
West. Dimensions and angles are not drawn to scale. 
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Figure 18.--Distribution of the difference AX of the X-positions 
between all possible combinations of upstream and downstream X-tracks 
at the middle of the downstream dipole for a 20 GeV/c run. 
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Figure 19.--x.2 distribution of the shower counter (ehµ) for a 
25 GeV/c run. 
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Figure 20.--x2/DOF distributions in the horizontal and vertical 
planes for tracks with the best fit for a 25 GeV/c run. No DST cuts 
were applied to the data. The x2 cuts are shown. 
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Figure 21.--6P/P0 distribution for a 25 GeV/c run. All but the 
6P/P0 and target cuts were applied to the data. The 6P/P0 cut is 
shown. 
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Figure 22.--Horizontal versus vertical posi.tions of tracks at 
the experimental target for 25 GeV/c runs with the hydrogen and 
tungsten targets. All but the target cuts were applied to the 
data. The hydrogen and nuclear target cuts on the verteces are 
shown. 
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Figure 23.--(Number of Reconstructed Events/Number of Strobes) 
ratio versus the spectrometer momentum for randomly chosen runs with 
200 GeV rr- beam (pitched to the West) incident on the tungsten target. 
No DST cuts were applied to the reconstructed events. 
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Figure 24.--Horizontal and vertical profiles of the 200 ~- beam
2 pitched to the West,at the position of SC710. Each SC710 wire 

corresponds to 3 mm. 
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Figure 25.--Monte Carlo acceptances for each momentum bin versus 
momentum for spectrometer settings of 25, 27.5 and 30 GeV. 

x: For a spectrometer setting of 25.0 GeV/c. 
o: For a spectrometer setting of 27.5 GeV/c. 
a: For a spectrometer setting of 30.0 GeV/c. 
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Figure 26.--The invariant cross section (arbitrary units) versus 
momentum bin for the three overlapping runs. The errors are statis
tical only. 

x: For a spectrometer setting of 25.0 GeV/c. 
o: For a spectrometer setting of 27.5 GeV/c. 
a: °For a spectrometer setting of 30.0 GeV/c. 
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Figure 27.--Spectrometer acceptances versus the horizontal and 
vertical reconstructed angles of the particles at the target. The 
target was hydrogen and the spectrometer setting was 30 GeV/c. 

... 

.... 

... 



162 

Q 
Q 

~ 

q -N 
~ 
0 
"-

q E -N c:t:>>-
I 

q 
<D 

I 

~ 

§ 
GO ~ . ~ q1 
~ rt') N 0 

~ 

0 
<.d 

q -~ N 0 
~ 

E 
q -CZ::,"" C\J 

I 

q 
<D 

I 

0 

q 
C\J 

<D . d 
"4 a:> ~ OI 

d d d 



Figure 28.--Comparison of Monte Carlo and data distributions. 
From left to right they are: 

reconstructed horizontal position at the experimental target 
reconstructed horizontal position at 07 
6.P/P 

0 
for 2% bins .. 

-
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Figure 29.--Integrated acceptance versus momentum for the nuclear 
targets and for the 200 GeV rr-, 97 mrad running period. 
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Figure 30.--The momentum resolution of the spectrometer versus 
the momentum as found by the Monte Carlo program. 
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Figure 31.--Zero iteration invariant cross section for the reaction 
~- + Be~~- + X with 200 GeV beam. The errors are statistical only. 
The straight line is a fit by eye to the first three points. 
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Figure 32.--Measured and fitted local slopes of the invariant 
cross section for~- production versus ~- The line drawn through 
the fitted points is only to guide the eye. 
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Figure 33.--w-p + w+, w- +anything invariant cross sections 
versus Ii, for the three CM angles. The line is to guide the eye 
through the 90° data points. 
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Figure 34.~-~-p .... K+, K~ +anything invariant cross sections 
versus B.. for the three CM angles. The line is to guide the eye 
through the 90° data points. 
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Figure 35.--'!l'-P-+- p, p +anything invariant cross sections versus 
ll for the three CM angles. The 1 ine is to guide the eye through the 
90° data points. 
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Figure 36.--Comparison of the rr-+p + rr+, rr- +anything invariant 
cross sections versus Ii, with the predictions of the FFF model. 
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Figure 37.--Comparison of the rr-+p _.K+, K- +anything cross sections 
versus 'l with the predictions of the FFF model. 
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Figure 38.--The three antiparticle/particle trigger ratios, 
rr-+p + h1 + anything 
rr-+p + h2 + anything' versus Ii, for the th~ee CM angles. Also the 
predictions of the FFF model for the rr-/rr and K-/i(+ ratios are 
shown. 
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Figure 39.--The ·K+/~+ and K-/~- trigger ratios, ~·+p + h1 +anything 
~-+p + h2 +anything• 

versus Pi. for the three CM angles. Also the predictions of the FFF model 
are shown. 

... 

.... 

... 

.... 

... 

... 

... 

... 

... 



1.0------------r-----.--------r----

0.1 

0.010 

0 900 
a 790 
v 67° 

-90°(fff) 
- - 79° (FFF) 
--·-67° (Fff) 

2 4 6 8 
P1 (GeV/c) 

OJ 
0 900 
D 79o 
v 570 

-90°(fff) 
---79° (FFF) 
-·".""-.-67° (FFF) 

0.01 ~__.__......_____. _ ___.___-L....L--1----L----=;;;J 

0 4 8 
P1 (GeV/c) 

__, 
OJ 

°' 



. -+ -+ --F1gure 40.--The ~ 1~ , K 1~ and K 1~ trigger ratios, 
~-+p + hJ + anything 
~-+p + hz +anything~ versus the CM angle at ii= 4 GeV/c and with 200 
GeV ~- and proton (only at 90° CM angle) beams. Also the predictions 
of the FFF model are shown (for the distinction between FFF and New 
FFF see text, page '6.8). 
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Figure 41.--Invariant cross sections per nucleus versus [for 
the production of each of the n±, K±, p and p i~ n-w and n-Be 200 
GeV collisions. The 90° angle refers to then -nucleon CM system. 
The lines drawn through the proton points are only to guide the 
eye. 
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Figure 42.--Comparison of the invariant cross sections per nucleus 
versus a for the production of each of rr , rr-, ~' K-, p and p with W 
and Be targets. The 90° angle refers to the rr--nucleon CM system. 
The lines are to guide the eye through the data points. 
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Figure 43.--Invariant cross sections per nucleus versus Ji for 
the inclusive reaction rr-+w + rr+, rr- +anything with 200 and 300 
GeV beams. The 90° angle refers to the rr--nucleon CM system. The 
lines are to guide the eye through the data points. 
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Figure 4~.--The invariant cross sections for the production of 
each of the~ , ~-. K, K-, p and p with the H, Be, Cu and W targets 
relative to the invariant cross section with the W target versus the 
logarithm of the atomic weight. The straight lines are fits by eye 
of the nuclear target points. The 90° angle refers to the ~--nucleon 
CM system·. 
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Figure 45.--The exponents ai's versus Ii,. 

• This experiment (~- beam}. 
a Reference 34 (proton beam). 

The dashed straight lines at ai=l have been drawn for contrast. 
The 90° and 97° angles refer to the hadron-nucleon CM system. 
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