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ABSTRACT 

We have studied the production of charged hadrons by 200 and 300 GeV/c 

pions and by 200 GeV/c protons incident on a hydrogen target. The hadrons 
. 0 

were produced near 90 in the CM frame, with transverse momenta between .8 and 

6 GeV/c. We present data for the invariant cross section 

+ -K , K , p and p. 
We also present beam ratios of the cross sections for production of 

particles by the pion and proton beams, and trigger ratios of the cross sections 

for production of various particles by a given beam. The data are compared to 

the constituent interchange model and to the model of Feynman and Field. 

x 
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CHAPTER I 

INTRODUCTION 

Since the ~iscovery of the nucleus, scattering processes have been one 

of the most useful tools in nuclear physics and its daughter subject, high · 

energy physics. The conjugate relation between momentum and distance dictates 

that as we probe finer structures, our scattering process must achieve higher 

momentum transfers. The result of a scattering experiment is due to the 

structure of the particles involved and to the nature of the interaction be

tween them. In some cases, such as deep inelastic scattering of a lepton and 

a nucleon, where the electromagnetic interaction and the lepton are presumed 

to be unders toed, we can interpret the results in terms of the structure of . 

the nucleon. In order to discover the nature of strong interactions hoNever, 

we must use more complex hadronic probes. 

Understanding the strong interaction has been a difficult problem in 

high energy physics, because the large value of the strong coupling constant 

forbids the use of perturbation theory. One reason for using ever higher 

energies is that we hope the strong interaction simplifies at large momentum 

transfers. With the current theory, quantum chromodynamics (QCO), we hope to 

make reliable calculations in the case of large invariant momentum transfer 

squared, Q2, because the coupling constant decreases. Again, in cases where 

leptonic probes are used, we can identify the leptoni.c ~nd hadronic currents 

and thus measure Q2. In hadron scattering this is not.usually the case. A 

high momentum particle in the fon·1ard or back1"ard direction has a momentum 

close to one of the incident particles , so the momentum transfer may be 

small. Only by looking for interactions producing large momentum transverse 

1 
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to the incident particles can we guarantee that we observe large Q2 pr'" cesses. 

Various constituent models have been proposed to describe high trans

verse momentum scattering. These models have in common a basic structure shown 

in Figure 1. In this structure a constituent a contained in hadron A scatters 

with a constituen b contained in hadron B, producing c and d. Constituent 

c .then fragments, leading to the observed particle C. In general, a number of 

subprocesses ab + cd may be considered in a given model. Each model also 

needs several inputs to connect the subprocess with the observ~d scattering. 

First are the structure functions GAa{x,Q 2) and G
8
b(x,Q2) which give the 

probability for a constituent a or b contai~~d in hadron A or B to have 

a fraction x of the hadron's momentum. Next are the ·fragmentation functions 

DcC{z,Q2) which give the probability for hadron C to have a fraction z of 

the momentum carried by constituent c. If s, t, u are the usual invariants, 
,.. ,.. ,.. 

and s, t, u are the invariants associated with subprocess, then 

Q2 = 25tG;(52 + t2 + G2
) 

and 

1 

z 
1 

1T 

dcr -,.. (s, t; a+ b + c + d). 
dt' 

The sum is over the subprocesses considered, which may vary according to the 

model used. Some models explicitly include the transverse momentum of the 

( 1) 
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constituents within the incident hadrons and of C with respect to c, while 

other model's ignore these as sma 11 compared with the transverse momentum due 

to the scattering ab +ed. 

For a subprocess with n elemental fields participating the cross 

section for the ~~bpro~ess behaves as 1 

da - ..... - ( 2) 
dt 

where · N :: n-2 

If the structure functions and the fragmentation functions are scale invariant, 

that is not dependant on Q2, and if the initial transverse momentum can be 
. . 

ignored, then from equations (1) and (2) it can be sho~n2 that 

E dcr {s, t, u; A+ B + C + X) = 
dp3 

F( 0 )p
-2N x , 

t cm t 

Here, 0cm is the center of momentum frame angle of the scatter, pt is the 

transverse momentum, and xt = 2P /IS is the fraction of the momentum at the 

kinematic limit. In particular, if a, b, c, and d are all elementary, then 

N = 2, and the cross section is proportional to 

Several high transverse momentum scattering experiments have been done in 

the past decade, at Fermilab3- 5, and at CERN6. The first experiments looked at 

inclusive reactions p + N + h + X, where h is the observed hadron at high 

transverse momentum. For transverse momen~um below 10 GeV/c, results were 

that for meson production 

f (x , e)P-8 
. t t 
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and for baryon production 

Having outlined the basis for expecting Pi4 dependence, we can see 

how to get the o6~erved p~ 8 or p~12 dependence. One approach has been· 

followed by Feynman and Field. 7 They use the first order QCD subprocesses 

shown in Figure 2. They include scale breaking in the structure and frag

mentation functions. They note that because the strong coupling constant 

~s va~ies, the subprocess cross sections will not exactly follow equation 

(2). -They add an intrinsic transverse momentum of pa'.tons in$ide the hadrons. 

These effects a 11 tend to increase N if the cross sec ti on is fit to 

E_Eg__ = F(x B )p - 2N Feynman and F1'eld have been able to choose the 
3 t' cm t · dp 

structure functions, fragmentation functions, and intrinsic transverse 

momentum so that the mode1 fits the existing data 1<1ell. 

The Feynman - Field model is criticised for having unnatura1ly large 

intrinsic transverse momentum, which presumably arises from the contribution 

of higher order subprocesses. It is also unable to handle baryon production. 

A second approach, known as the Constituent Interchange Model (CIM), 

has been followed by a number of theorists. 8-9 This appoach uses the rela

tion bet1<1een equations 4 and 5 as a cue to look for subprocesses \'lhich 

depend on ·5- 4 and 5-6. These include qu_ark - meson, quark - baryon and 
• 

quark - diquark scattering, as shown in Figure 3. Separate coupling constants 

a8 and aM are derived for· these subprocesses. Because these couplings are 

large, and because some of these subprocesses do not require fragmentation, 

the CIM subprocesses dominate the observed cross section at medium Pt. As 

pt rises, the p;4 subprocesses grow in relation to p~8 and p~l2. The 

-

-
-

-

-
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CIM model of Blankenbecler, Brodsky, Gunion, and Jones uses no intrinsic 

transverse momentum, and scale invariant structure and fragmentation func-

tions. These simplifications analytic calculations possible. They:-~so give 

a reasonable fit to existing data. 

The CIM is criticised for including only a few higher order QCD 

terms, without including others of the same order, and for using ad ho~ 

couplings for these terms rather than calculating than from ~he QCD inter-

actions. 

A final approach, which is to perterbatively calculate QCD predictions 

for htgh Pt scattering, rather than use only the Born terms, has not yet 

been done for the general case. One process, quark ~-quark scattering with 

quarks of different flavors, has been calculated to second order. 10 The 

result is that the second order terms contribute more than the first order 

terms, which bodes ill for a perturbative approach. 

Since both the Feynman-Field and the CIM methods of calculating high 

transverse momentum scattering give reasonable fits to data with proton 

beams, another set of reactions may be used to discriminate between models. 

The advent of a high intensity pion beam at Fermilab made possible the study 

of the reaction 

'IT + N + h + x 

at high transverse momentum. This paper reports on such an experiment, 

observing the reactions with IS of 19.4 GeV and 23.7 GeV at approxi

mately 90° in the center of momentum frame with transv~rse momentum up to 

6 GeV/c. 
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CHAPTER I I 

EQUIPMENT 

Beam 

The experiment was performed in the Proton West High Intensity Area 

at Fermi National Accelerator Laboratory. The beam line delivered 200 

GeV/c 'IT- mesons at an intensity of about 2 x 10 9 per spill, or 300 GeV/c '!T-

e io 
mesons at about 2 x 10 per spill, or 200 GeV/c protons at 2 x 10 per 

spill. 

Pions 1<1ere produced by primary protons striking a beryllium target. 

Negative particles produced in the forward direction at the appropriate 

momentum were selected and transported to the experimental target. The 

resulting secondary beam had a composition of 94% 'IT-, 4% K-, and 2% p, accom-

panied by a considerable muon halo. The beam had a momentum spread of 

±5% Rms and a spot size of about 1 inch wide by . 7 inch high ( FWHM) at the 
11 

experimental target. 

The 200 GeV/c proton beam was obtained by transporting protons direct

ly from the accelerator. The proton beam had a negligible momentum spread 

and a spot ~ize of .35 inch wide by .3 high at the experimental target. 

A ser·ies of pitching magnets at the end of the beam line alloHed us 

to vary the angle of the beam with respect to the spectrometer. This paper 

deals 1<1ith data taken at 80 mrad. for the 300 GeV beam. arid 96 mrad. for the 

200 GeV beams. These lab angles translate to about 90° in the center of 

momentum frame. Table 1 gives the c.m. angles as a function of particle 

6 

-
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type and momentum. 
r. 0 

Additional data taken at c.m. angles of 67 and 80 with 

the 200 GeV/c beam are reported in a separate paper. iz 

The time structure of the beam consisted of 2 ns. buckets separated 
. 

by 18 ns. This str1.icture was exploited in the triggering electronics anc in 

the drift chamber encoding electronics. The beam was delivered during a 

spill of .5 or 1 second, with a cycle time of about 10 seconds between spills. 

The apparatus was live only during the spill, with the rest of the cycle 

devoted to various monitoring activities. 

Several instruments ~onitored the intensity, position, and quality of 

the beam, A pair of secondary emission monitors (SEM's) measured the 

intensity of the primary beam. Both were read out and monitored every spill, 

and one 1·1as recorded on magnetic tape every spi 11. Three· ioni zatic-n charnber~ 

(IC's) l!leasured the intensity of the secondary beam near the experimental 

target. The first, IC710, measured the beam passing through a three inch 

diameter circle, which matched the size of the hydrogen target. The second, 

IC712, measured the beam passing through a 1 ~inch by 1 inch rectangle, 

which matched the size of the nuclear targets. The third, IC711, measured the 

beam passing inside the circle and outside the rectangle. All three IC's were 

read out, monitored and recorded every spill. Figure 4 shows the arrangement 

of the IC's and the target area. 

We used four methods to calibrate IC710. The first method used a 

copper foil placed in the beam during the proton running. After some exposure 

the foil was removed, arld the amount of Na 2
- produced was measured by radio-

chemi ca 1 methods. Using the known· .cross .section for the inclusive reaction 

2-C u + p ~Na + X, we derived the flux of protons that passed through the 

foil, and compared it to the counts in IC710. After accounting for satura-

tion effects in IC710 due to the high intensity of the primary beam, and for 
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the difference in ionization between 200 GeV/c protons and 200 GeV/c pJons, we 

derived a calibration of (1.75 ± .17) x 10- pions/count. 

The second method was similar. using a copper foil exposed to the pion 

beam. 
s,. . 

In this case we measured the arrount of Co ·produced. Since the cross 

. f 57 section or Cu + w +co·· + X is known only for lower·energies, an addition~ 

al assumption was made that this cross section is proportional to the total 

inelastic cross section. We then derived a calibration of (1.53 ±.15) x 10~ 

pions/count. 

The third method was to put a scintillator in place cf the target. We 

then reduced the beam intensity until each beam pion could be counted in the 

scintillator. to directly measu~e the calibration. Then we raised the intensi

ty from -10
6 

pions per spill to -5 x 10
9 

pions per spill, using the c:pectro

meter ~s a beam monitor to check the 1i nearity of I C710. This method showed 

the calibration to be (1.48 ± .15) x 10-, nearly .independant of beam intensi-

ty. 

The fourth method was ·to use the theory of ion chamber operation to 

calculate the calibration. Knowing the ionization produced in the length of 

the chamber in a mix of Argon and Car~on Dioxide, and knowing the value of 

. -the integrating capacitor, we derive a calibration of (1.62 ± .16) x 10 

pions/count. 

The four methods agree with an RMS deviation of 7%. In calculating the 

amount qf beam we use the theoretical numbe~ of (1.62 ± .16). x 10- pions/count. 

Two counter telescope~ viewed the target, one from each side. The 

number of counts in wach was recorded for each spill. The ratio of the counts 

in the east telescope to the counts in the west telescope was useful in 

monitoring the horizontal centering~of the beam in the target, while their sum 

1·1as a check on IC710 in measuring the amount of beam hitting the target. 

-

-

-

-

-
-

-

-

-
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Segmented wire ion chambers (SWIC's) were used at several positions 

along the beam line to measure the vertical and horizontal profiles of the 

beam. Two SWIC's measured the position and angle of the secondary beam as 

.it approached the experimental target. Other SWIC's were used for beam 

t~ning. The SWIC's were not rec6rded on tape, but wer~ monitored continuo

sly on television screens: The final SWIC before the experimental target 

was photographed once during each run. 

Targets 

During the experiment we took data using several targets. A movable 

stage holding nuclear targets could move each one into the beam, or remove 

them all. A second stage could put the hydrogen target into the beam if the 

nuclear targets were removed. This paper deals with data taken using the 

hydrogen target. 
12 

The nuclear target data are r~ported separately. 

The ilydrogen target \vas liquid hydrogen contained in a stainless 

steel flask three inches in diameter and t.,.1enty inches long, as shown in 

figure 5. The sides of the flask were 3 mils thick and the endcaps were 1 

mil thick. Twenty layers of~ mil superinsulation surrounded the flask, and 

the whole assembly was inside an aluminum vacuum can. The can was 35 mils 

thick on the sides, decreasing to 15 mils at the rear. The front window was 

3 mils stainless steel. The material in the beam line amounted to .0643. 

nuclear abs.orption lengths of hydrogen, .0010 absorption lengths of aluminum, 

and .0007 absorption·lenyths of stainless steel. 

The target could be emptied by forcing the hjdrogen into a reservoir 

above the target, and refilled from the reservoir. Liquid level resistors 

above and below the target, and avove and below the reservoir indicated 

whether the target \vas empty or ful 1. We rnoni to red and recorded these every 
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spill. We t?ok alternating data runs in the empty and full states, to enable 

the contribution of the flask to be removed from the hydrogen data. 

Spectrometer 

The spectrometer, shown in Figure 6, consisted of a quadruple doublet, 

a "dipole to select the range of momenta accepted, and another dipole to 

analyse the momentum of particles. It was instrumented with scintillation 

counters for the trigger, drift chambers for tracking, and gas Cerenkov 

counte~s and lead-lucite shower counters for particle identification. Table 

2 gives the position of and material in each spectrometer element. The 

spectrometer was positioned at 80 mrad. with respect to the unpitched beam. 

It had an integrated acceptance in the laboratory, ~t l.IS?, of 413 micro

sterradian percent. Differential acceptance i-lith respect to ~p/p, ex, and 

ey is shown in Figure 7. The momentum resolution was 2% at 30 GeV/c, 

and decreas~d to 1% at higher momenta. This enabled us to project particle 

tracks to their origin at the target within~ inch in the horizontal and 1/8 

inch in the vertical. 

the magnets in the spectrometer were all standard Fermilab beam line 

elements. The quadruples were 4-Q-120 magnets. The first focused in the 

vertical plane, while the second focused in the horizontal plane. The re-

sulting doublet focused an image of the target onto the final detector 07, 

with a veriical magnification of 6.5. 

The dipoles were 6-3-120 magnets. The first was used to ~elect the 

momentum studied and sweep. unwanted particles out of the spectrometer. The 

second was used to analyze the momentum of the accepted.particles. The two 

were wired in series, so that their currents and fields were identical. 

This aided in accurately projecting tracks back to the target. 

-

-

-



11 

Following the first bend were two adjustable collimators. The first 

had jaws that opened horizontally. These were set in the fully open posi

tion, except in sp:cial runs taken to study background. After the colli

mators was a shield wall of concrete and steel. This was used as a dump for 

neutral particles coming fro~ the target, as well as p~rticles with ~he 

charge opposite to those being studied, or with momenta different from those 

accepted. 

·The acceptance of the spectrometer was defined by the fields in the 

magnets, by the apertures of the magnets, the horizontal collimator, and the 

final trigger counter. 

Trigger 

Four plastic scintillator counters, Al, A2, A3, and AS, were used to 

trigger the aparatus. Th~ir positions are showri in Figure 6 and Table 2. 

The counter~ were J;t inch thick, covering an area of 3.5" x 6.5" for Al, A2, 

and A3; and 611 x 12" for AS. Lucite light guides connected the counters 

to 56DVP phototubes. The high voltage on the tubes was set so that minimum 

ionizing particles produced signals in a band between 100 and 150 mV. The 

signals passed through discriminators set at 30 mV., which was safely below 

the minimum ionizing band. 

The trigger was the fourfold coincidence Final, F = Al·A2·A3·A5. 

This rate was recorded on a scaler, which g~ve an accurate measure of the 

trigger rate as long as it was much less than one per RF bucket. The rate 
- 3 

was never greater than 1.2 x 10 per RF bucket. In· addition, a ready 

signal from the PDP-9 computer in coincidence with F produced a strobe, and 

initiated readout of the detectors. Figure 8 shows the trigger logic in 
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detai 1. In any case 1-vhere the strobe rate was affected by computer dead 

time, the data could be corrected by the ratio F/strobe. 

Drift Chambers 

Seven drift chambers were used to locate partic~es that triggered 

the-spectrometer: Their positions are shown in Figure 6 and Table 2. Each 

chamber had two planes with vertical wires, offset to resolve left-right 

amibiguities. In addition, chambers 1, 2, 3, 6, and 7 had t\·10 planes with 

. 1 0 wires ti ted 10 from the vertical, as shown in Figure 9. These were also 

offset to resolve ambiguities. 

The chambers were filled with a mixture of 50% argon and 50% ethane. 

An applied voltage of 3900 v. on field shaping wires produced a uniform 

drift velocity of 52 mm/µ sec. over a ~ inch drift region. This velocity, 

in combination with the encoding electronics, g~ve an R.M.S. resolution of 

ax = au = 200 microns. The narrow angle stereo gave a vertical resolution 

cry= 1.6 mm. 

Each p 1 ane of drift chamqers had better than 93% efficiency. 

Cerenkov Counters 

A pair of Cerenkov counters in the spectrometer allowed us to tag 

particles as pions, kaons, or protons. The first was 46 feet long and the 

second 66 feet long. £ach could be filled with helium or carbon dioxide at 

-
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a pressure from 0 to 10 atmospheres. The resulting index of refraction 

ranged from 1.0 to 1.00152. Table 3 shows the index of refraction in each 
~ 

counter, and the r~sulting angles of Cerenkov radiation for pions at the cen-

tral momentum, and for kaons at the central momentum and at the limits of mo

m~ntum acceptance. Since the number of Cerenkov photons is proportional to 

the square of the Cerenkov angle, the efficiency for detecting the light de

pends on the angle. The counters were fully efficient for angles ~bove 4 mrad. 

· Both counters were always set so that protons were below the thresh

hol d for Cerenkov radiation, and pions produced Cerenkov radiation at greater 

than 4 rnrad. When possible, the counters were set so that kaons produced 

Cerenkov ~adiation in the first and not the second. This resulted in 

unambiguous identification, as shown in the scatter plot of Figure 10. When 

this was not possible, small corrections were made in analysis to determine 

the yield of each particle type. 

The optics of the Cerenkov counters were arranged so that light 

emitted at an angle less than 9 mrad. from the spectrometer axis was col-

lected by one phototube, and light emi~ted between 9 and 50 mrad. was col

lected by a second phototube. RCA 31000M phototubes were used. The split 

in the optics at 9 mrad. allowed us to use the Cerenkov counters to cali

brate the mom~ntum scale of the spectrometer. To do this we held the current 

in the dipoles constant, while we varied the index cf variation in the 

Cerenkov counters. As the index varied, the Cerenkov radiation from kaons 

increased in angle, moving from the inner phototube to.the outer phototube, 

as sho~1~ in Figure 11. From the index of refraction ~h~re kaons produced 

light at 9 mrad., the velocity and hence the momentum could be calculated. 

By this procedure the momentum scale was calibrated to .7%. 
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Shower Counter 

The last piece of equipment in the spectrometer was a lead-lucite 
ll 

shower counter, us~d to remove muons from the hadron sample. The shower 

·counter consisted of twelve modules. The first six had alternating layers 

of~ inch lead ~rtd ~ inch lucite, a~ounting to .23 hadronic absorption 

lengths per module. The next six had alternating layers of 14 inch lead and 

1/8.
1

inch lucite, amounting to 1.1 hadronic absorption lengths per module. 

As shown in Figure 12, the layers were placed at an angle of 45° to optimize 

collection of Cerenkov light. The ends of the lucite layers were shaped to 

focus the light through an air light guide onto 58DVP phototubes. In 

addition, b-iO scintillation counters, A7 and A8, \'iere placed in the shower 

counter to aid in calibration. 

The shower counter modules were calibrated by a bootstrap approach. 

We made a c~t on minimum ionizing signals in A7 and AB, and a subset of the 

shower counters, then looked for the minimum ionizing peak in the remaining 

modules. This data could then be used to define a cut to look for the 

minimum ionizing peak in the first subset of modules. The process converged 

rapidly, so that we know the mean and width of the minimum ionizing signals 

in each module. As described in the next chapter, a particle was identified 

as a muon if the signals were consistant with a minimum ionizing particle 

traversing the shower counter. 

Data Acquisition. 

The data from all the instruments used were read by a PDP-9 computer 

and logged onto magnetic tape for further analysis. In addition, the compu

ter produced various displays that permitted monitoring the performance of 
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the apparatus. 

The drift chamber information was encoded by a system designed for 
llf 

a large dimuon experiment. Details of the system are described elsewhere. . . 
'.As shown in figure 13, each wire signal was amplified and differentiated, 

p.roducing a pulse of 200 ns. duration. The leading edge of this pulse 

latched six flip flops. Four of these contained timing information, giving 

the phase of the memory cycle during which the pulse arrived (See Figu~e 

14). ·rhe fifth was a hit flag and the sixth resolved ambiguities which 

occurred at the boundary of memory cycles. At the end of each memory cycle, 

the latched information was transferred to the memory, and the memory ad-

dress \·1as incremented. The memory stack was sixteen deep, and the memory 

cycle 75 ns. long, so drift chamber information could be stored for 1.2 

microseconds. Each memory cycle 1vas divided into eight phases, giving bin 

width of 9.4 ns. 

When a strobe occured, a sto~ pulse was sent to the encoder system 

after allowing sufficient time for drifting. This pulse froze all the 

memories, allowing the information to be read out. Each memory address was 

scanned for hit flags. \~hen a hit flag was found, the wire number, memory 

address, and phase information were written onto magnetic tape, thereby 

recording the time of arrival of a drift chamber pulse from the given wire. 

Thi'rty channels of Lecroy 2248 ADC's digitized the pulse heights of 

the A counters, the Cerenkov counters, and the shower counters. The 

computer read these and recorded tile pulse heights for every strobe. 

In addition to the information recorded for each strobe, other in

formation 1vas recorded each spill. A number of scalers recorded such 

things as singles rates in the A counters and Cerenkov counters, coinci-
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dences between the Cerenkov counters and the trigger. out of time coinci

dences in the A counters, and rates in the beam monitors. The drift 

chambers wer~ monitored by recording their high voltages and currents. The 

Cerenkov taunter pressures were measured using transducers, and their tem

peratures by thermistors. The resulting index of refraction was calculated· 

and recorded every spill. A Hall probe in the second bend magnet monitored 

the field there. The Fermilab control system gave the currents in the spec

trometer magnets, the target positions, and the readings of the hydrogen 

target level resistors for each spill. 

-

-

-
-



CHAPTER III 

ANALYSIS 

Introduction 

A differential cross section is the number of particles per unit phas~ 

space produced per incident particle on a target containing one particle per 

unit cross-sectional area. That statement tells what information we need to 

determine a cross section. 

First we must determine the number of events. To find this, we proGess 

the data through two programs. The reconstruction program reads the prima~ 

data tapes, finds the tracks of the particles, and writes information about 

each reconstructed track onto a secondary data tape. The secondary program 

fits these tracks to determine the position, angle, and momentum of each track 

entering the spectrometer, projects the tracks to the target plane, identifies 

particle types, and makes cuts on th~ data to determine the number of each 

particle type that was accepted. These numbers it writes onto a data file for 

each run. 

Second we must determine the phase space accepted by the spectrometer. 

This we calculate by using a Monte Carlo program which simulates the spec

trometer. 

Third we must determine the number of. beam particles and the number of 

target particles per unit area of the target face. The number of beam 

particles we determine from the counts in IC 710 which the secondary program 

writes onto the data file for each run. The target parameters we determine 

by direct ~easurement and from the chemical and physical properties of the 

17 
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target. 

In addition to these numbers, several corrections are necessary to get 

a final ans\~er. We correct for the decay of pions and kaons in the spectro~eter, 

for the absorption of particles in the spectrometer and the target, and for.the 

contribution of the target fl~sk to the observed yield. We also correct for 

particle misidentification, reconstruction inefficiency, and dead time. The 

final corrected yields we use to determine cross sections. 

Reconstruction Program 

The reconstruction program u~es the drift chamber information recorded 

for each strobe to find the possible particle tracks. ·The program uses a right 

h~ ded coordinate system with x the horizontal dimension measured by the ~ 

planes of drift chambers, y the vertical dimension measured by the stereo angle 

between x and u planes, and z the dimension along the spectrometer axis. The 

first step is to unpack the raw data to get a drift chamber plane and wire 

number, and the drift time for each recorded hit. The program then sorts 

through the hits to find matching pairs of \'l'i res in the two x or u planes of 

each chamber. This resolves the left-right ambiguity and reduces spurious 

unpaired hits. The drift times for these hits are then converted into x or u 

coordinates. 

After determining the coordinates the program searches for track seg

ments in the tz plane upstream and downstream of the analyzing bend. The seg

ments are matched at the bend center to make complete x tracks. Each complete 

track is then matched against the u coordinates to findj ~oardinates, which 

are then used to search for tracks in the yz plane. The reconstruction 

program then writes the parameters of each track and the associated chamber 

coordinates onto the secondary tape. Details of the track reconstruction 

-

-
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algorithm are given in the appendix. 

The reconstruction program also records the total counts in each scaler, 

and information concerning the spectrometer setting. The printed output of the 

reconstructicn program gives detailed information on the performance of the 

drift chamber system for each. run. 

Secondary Program 

The secondary program chooses among the tracks found by the reconstruc-

tion program, determines the particle type for each event, and makes various 

cuts on the tracks. 

To choose among the tracks, the program first refits them to determine 

the position and angle of the tracks at 01, and their momenta. For each track 

the program computes the x chisquare X2 and they chisquare X2
• Details of x y 

the fitting method are given in the appendix. The best track is chosen to be 

the one for which X2/DF + X2/DF is the least. This track is then projected 
x y 

back through the upstream portion of the sp~ctrometer to the target. 

The next operation of the seco.ndary program is particle identification. 

First the shower counter is checked to see if the particle was a muon. Using 

the mean M and width W for the distribution of minimum ionizing particle 
i i 

pulse heights in module 

computes the chisquare 

i, and the pulse height for the event S., the program 
1 

To this the program adds 1.0 for any module for which the reading 

equalled the pedestal. This ad hoc addition improved the ·separation in X2 

l.I 

between muons and hadrons which made small showers in the front and no light 

in the back of the shower counter. 
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2 
Figure 15 shows the distribution of X for a typical 25 GeV/c run. 

µ 

The muons, which amount to about 4% of the total events, are clearly separated 

from the hadrons. Table 4 shows the number of muons identified as a fraction 

of the total ~umber.of muons and pions. We estimate the error in the hadron 

yield due to misidentification in the shower counter by· looking at distrib.u-
2 

tions of Xµ taken in various conditions. By extrapolating from the hadron 

peak under the muon peak, and from the muon peak under the hadron peak, we 

estimate the error to be 10% of the muon yield. 

Once a particle is identified as a hadron, the Cerenkov counters are 

used to determine its type. The program adds the ADC readings of the two 

phototubes in the first Cerenkov counter to get CA, and adds the readings of 

the phototubes in the second Cerenkov counter to get CB. For momentum settings 

of 20 GeV/c and above, pions are defined as events with CA > 30 and CB > 30, 

kaons as CA > 30 and CB ~ 30, protons as CA < 30 and CB < 30. For momen

tum settings of 15 and 10 GeV/c, the Cerenkov angle in CA for pions is greater 

than the accepted angle of 40 mrad., so the definition for pions is changed 

to CB > 30. A scatterplot of CA vs CB for a 25 GeV/c run is shown in 

Figure 11, along with the locations of the cuts. 

The last operation the secondary program performs for each event is 

making cuts and deciding whether to accept the event. The first cut re-

quires that. Xx
2
/DF ~ 11, and X

2
/DF < 11. The distributions in X

2 

y x and X
2 

y 

for a 25 GeV/c run are shown in Figures 16 ~nd 17. The next five cuts 

require that the track pass through the apertures of D7, 82, Bl, Q2, and Ql. 

Plots for 07 and Bl are shown in Figures 18 to 21. The seventh cut requires 

a minimum ADC reading of 50 for AS. This cut eliminates triggers caused by 

Cerenkov light in the lucite light guide of AS. Figure 22 shows the distribu-

-
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tion of the AS pulse heights. The eighth cut is on 6p/p , where 6p is the 
0 . 

difference bet\'1een the measured momentum and the centra 1 momentum, P . The 
0 

cut requires that -.15 < 6p/p < .20. This ~liminates a small tail on the 
0 

momentum distributio~. as shown in Figure 23. The final cut is on the posi-

tion of the track at the target, as shown in Figures 24.and 25. The target 

and aperture cuts are given in Table 5. 

At the end of each data run, the secondary program writes onto a disk 

file th~ number of particles of each type accepted, the scaler totals, the 

spectrometer setting, the beam momentum, the number of absorption lengths of 

gas in the Cerenkov counters, artd t~e target type. 

Low Mo":nentum .A.nalysis 

The method described above is used to find the yield of observed parti-

c1·es for high transverse momentum data. The essence of the problem in that 

region is th~t the cross sections are low, and pains must be taken to elimi-

nate sources of background. The requirements of track fitting, projection to 

the target and passing all the cuts accomplish this. At low momentum settings, 

the opposite problem occurs. Here the high cross sections lead to high rates 

in the drift chambers. The low momentum leads to increased multiple scattering 

and more difficulty in reconstructing tracks. On the other hand, the ratio of 

signal to background, as shown in Figure 26, increases to the point where 

background subtraction is no longer significant. As a result, a different 

method of analysis is required. 

In this case, the reco~structed events are used to obtain the relative 

yield of pions, kaons, protons, and muons. The number of triggers, F, is then 

used without any cuts as the total observed yield. The low momentum method is 

used for momentum settings of 20GeV/c or less, and the high momentum method for 



22 

25 GeV/c or higher. The two methods agree to within to 5% at 20 GeV/c. 

Monte Carlo 

The second r.;imber needed to determine a cross section is the phase 

space accepted. This we calculate by simulating the spectrometer with a 

Monte Carlo program. 

The Monte Carlo works by generating particles at the target. The 

x and y distributions we generate to match the readings of SWIC 710. The 

program produces an exponential distribution along the beam a~is to simulate 

absorption of the beam in the target. The angular distributions are flat and 

cover the opening of Ql. The momentum spectrum can be made flat or of the 

form p e-cpt where Cl is an adjustable slope parameter. The flat fonn uni-

formly fills the space of p, ex, and 0y, \.'/hile the latter form simulates an 

invariant cross ~ection which can be parameterized by 

The particles are then transported from the target, through the spec

trometer to 07. Along the way, the particles are multiply scattered in the 

target, the drift cf.ambers, scintillation counters, Cerenkov mirrors and 

windows, Cerenkov gas, and the air between. The position of each particle is 

recorded at-each drift chamber, and is smeared by the resolution of the cham-

bers. The resulting positions are written onto a Monte Carlo secondary tape, 

v1hich is read by the same secondary program that is 1:1sed for real data. In 

this way, the effects of track fitting and cuts made by the secondary program 

can be studied with the simulated data. 

The Monte Carlo is such an important tool in the data analysis that it 
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needs to be well tested before it can be trusted. One important test in

volves three data runs at closely spaced momentum settings, 25, 27.5 and 

30 GeV/c. The momentum acceptance for these runs is 21.25 - 30.0, 23.375 -

33.0, and 25.5 - 36:0 GeV/c. The point of the test is that since the three 

runs overlap in momentum acceptance, the same cross section is measured in 

each run at a different part of the acc~ptance. To implement the test we 

divide each data run and the corresponding Monte Carlo runs into 2% bins in 
6P 

----µ-and determine the cross section for each bin. The result is that the 

cross sections from the three runs mesh well in the overlapping regions, as 

Figure 27 shows. This means that the same result is obtained for the cross 

section in the center of the acceptance and in the tails of the acceptance, 

\'>'here the acceptance is down by over an order of magnitude from the center. 

There is some discrepancy at the extreme low Pt tail of the acceptance, 

which we estimate to have a 2% effect on the overall acceptance. 

The o~her test of the Monte Carlo is how well the Monte Carlo distri-

butions match the data distributions. Monte Carlo and data distributions at 

07 and at the target, as well as in 6p/p , are shown in Figures 28 - 30. 
0 

Once the trustworthiness of the Monte Carlo has been verified, the 

next task is to simulate all the data taking configurations. This. entails 

running the program for different beams, targets, and spectrometer settings. 

For each condition, 100,000 particles are started at the target, leading to 

typically 5000 events written on tape and 4500.events passing all cuts of 

the secondary program. We used these runs in two ways. First we computed 

the integrated acceptance, 
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Ace = number accepted I 
number started 68x t.ey t.p Po ' 

where flex, t.ey, and 6p/p
0 

are the ranges in angle and momentum over which 

the program generat~·d events. Using angular spreads of ±6 mrad. in the verti

cal and ±8 mrad. in the horizontal, and a uniform momentum distribution cover-

. the 2 · / 5 ing range -. < llP p0 < .3, 10 starting particles gives 

Ace (~sr) = number accepted x 9.6 x 10-~ . 

For low momentum analysis, we use the number of events written on tape as the 

number accepted, while for ~igh mom~ntum analysis, we use the number passing 

all cuts. The results of this computation are given in Table 6. The proton 

beam acceptance is larger than the pion beam acceptance because of the 

smaller beam size. 

The other use of the Monte Carlo is to com~ute the cross section 

weighted acceptance, 

f -o:p t p Ace (~ e e ) ..s!.e... de de 
p ' x' y Po x ' Y 

\"l'here Ace ( ~; • ex, ey) is the probabi 1 i ty for a particle with angle ex 

and e and relative momentum ~p/p to be accepted. This is computed by 
y 0 . 

assigning each accepted event a weight W = pe-aP t, and adding the weights 

of events. The sum is multiplied by the factor 9.6 x 10-~ to normalize 

the integral. The use of both the integrated acceptance and the cross 

section weighted acceptance is explained in the last section of this chapter. 

Corrections to the Yield 

At this stage in the analysis, we have assembled nearly all the ele-

-
-
-
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ments needed to compute a cross section. The remaining elements are correc-

tions to the observed yield to obtain the number of particles produced in 

·the target. We correct for particle misidentification, computer deadtime, 
. . 

reconstruction in~fficiency, decay in flight, absorption in the target and 

the. spectrometer, and the contribution of the target fla.sk to the observed 

yield. 

The first correction we make is for cases where the particle identi-

fication did not work properly. Of these, the first case is in runs wr~re the 

shower counters did not function. Such runs amounted to about ~ of the 

200 GeV/c pion beam runs and ~of the 300 GeV/c pion runs. For these runs, 

all particles are first assumed to be hadrons. Then we estimate the contami

nation by looking at similar runs where the sh0\-1er counters did function. By 

studying a number of runs under various conditions, we find that the number 

of muons for a given momentum setting can be estimated from the number of 

pions by using the formula N = K(p)N . 
µ 1T 

Table 4 gives K(p) for the various 

momentum settings. We next found how these muons are identified in the 

Cerenkov counters. For positive spectrometer settings, 75% of the muons were 

identified as pions, 15% as kaons, and 10% as protons. For negative settings, 

90% were identified as pions, 8% as kaons, and 2% as antiprotons. If we call 

these fractions F. 
l 

N'. = N. - K(p)F. N 
l l . l 1T 

for p·article type i, then the corrected yield is 

The second case of particle misidentification occurs for momentum 

settings where the Cerenkov counters misidentified kaons. As Table 3 shows, 

at momentum settings of 10, 20, 25, and 30 GeV/c, some kaons in the low mo-

mentum tail of the acceptance will not make Cerenkov light and be identified 

as protons. At these momenta, enough particles are observed to allow study of 
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their identification as a function of momentum. We divide the events into 

narrow momentum bins, and calculate for each bin the ratio of particles 

identified as kaons to particles identified as protons. The actual ratio of 

kaons to protons va;i es s 1 owly \'Ii th momentum, whereas the observed ratio 

ch~nges rapidly near the threshold for kaon Cerenkov radiation. We use the 

ratio observed well above threshold to estimate the number of kaons misiden-

fied as protons. This study shows that the ratio of the number of kaons 

which are identified as protons to the number which are correctly identified 

is 8% at 10 GeV/c. 2% at 20 GeV/c, 1% at 25 GeV/c, and negligible at 30 GeV/c. 

Then for each run, this ratio R(p) is used to adjust the yield of kaons and 

protons by the formulas 
I 

N = N - R(p)N , 
p p K 

As Table 3 also shows, at momentum settings of 70 GeV/c and higher, 

some kaons will be above the threshold for producing light in CB, and will be 

tagged as pions. At this momentum not enough particles are observed to make 

detailed studies of their fdentification. Instead, the Monte Carlo is used 

to estimate that no more than 6% of kaops were misidentified. Because these 

runs have high statistical errors, rather than attempt to make this correc-

tion, the estimated maximum error is included in the systemic error. 

As a check on the efficiency of the Cerenkov counters in cases where 

the particles were making Cerenkov light, we can look at pions in the fi~st 

Cerenkov counter. We know that any hadron which makes light in the second 

counter is a· pion, and should make light in the first counter, so we find the 

ratio of hadons which count only in the second Cerenkov counter only to those 

which count in both Cerenkov counters. This ratio .is :2~ averaged over all 

the 200 GeV/c pion beam data, which indicated that the inefficiency of the 

Cerenkov counters is negligible. 

-

-
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For data analyzed by the high momentum method, we must next correct 

for computer dead time. The number of F's (triggers recorded by the scaler) 

is unaffected by dead time, while the number of strobes (triggers initiating 

computer reado~t of .the detectors) is affected. Thus be true yield is the 

yi~ld calculated from the ana.lysis multiplied by the ratio of F's to ·strobes. 

In some cases the readout was not functioning properly, and some strobes 

were recorded with no drift chamber hits. This amounted to about 5% of the 

strobes in the worst case, during the proton beam running. The strobes with 

no drift chamber hits we regard as not being true strobes, since by definition 

a strobe should be a trigger with d~ift chamber information recorded. The 

true number of strobes we use in the ratio of finals to strobes is the 

number of strobes recorded in the scaler minus the number of zero hit events. 

To estimate the efficiency with which the reconstruction program 

finds tracks, we look at 25 GeV/c data taken with.different targets and 

under varyiny beam conditions. This shows that 6±2% of events are not recon

structed. This inefficiency is consistant 'l'Jith 2% arising from the measured 

drift chamber inefficiency, and 2.4% arising from known errors in the program. 

The yield is divided by .94 to correct for the reconstruction inefficiency. 

To correct for decay in flight, we assume that any particle which 

decays before reaching the shower counter will be lost. This assumption is 

good for al~ muonic decay modes, since the resulting muon will be tagged as a 

muon and thus lost from the hadron sample. ·Therefore our assumption is good 

for all pions and 67% of kaons which decay. The remaining kaons will not be 

accepted or reconstructible if they decay before the second bend, which 

excludes all but 7% of the kaon decays. Of this last 7%, for momenta of 

30 GeV/c or higher the decay correction is not large, and 7% of that is a 
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small correction to the yield. For low momenta, the decay will usually intro

duce enough bend in the track to make it not accepted or not reconstructable. 

We correct the yield for pions and kaons by multiplying by the exponential of 

yl/Tc, where for L··we use 258 feet. 

We next correct for absorption in the gas in the·Cerenkov counters, the 

constant material in the.spectrometer, and in the target. The total constant 

material in the spectrometer is .118 nuclear absorption lengths. We considered 

this to be .07 aluminum and .048 carbon because, as Table 2 shows, the absorp

tion length is mostly aluminum l'lindaws and Pyrex (dominated by silicon, 

aluminum's neighbor on the periodi~ table) mirrors, and plastic scintillator 

(dominated by carbon). Using these numbers and the data in reference (15), 1·1e 

calculate the number of absorption lengths for each species of produced parti

cle. These are .090 far n+, .076 for K+, .118 for p, .090 for n-, .087 for 

K-, and .127 for p. 

The atsarption in the Cerenkov gas varies according to whether helium 

or carbon dioxide is used, and at what pressure. We did not calculate sepa

rate absorption lengths for eaxh particle type. The number of absorption 

lengths of Cerenkov gas varied from .103 for the 10 GeV/c setting to .005 for 

the 70 GeV/c setting, as shown in Tab1e 3. To correct the y~eld for absorption, 

the observed number is multiplied by the exponential of the number of absorp

tion 1 engths of the material in the spectrometer. The error introduced by not 

calculating separate absorption lengths for different particles in the Cerenkov 

gas is at most 3% at 10 GeV/c and _::. 1% for momenta greater than 15 GeV/c. 

The effect of the corrections a 1 ready discussed is to determine the 

number of particles of ea~h species that emerge from the target. The next 

correction removes the contribution of the target flask. To measure this, we 
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collected data with the target empty. Empty and full target runs were taken 

as close in time as possible to minimize differences due to fluctuating beam 

conditions. Studying the ratio E/F of the yield observed with the empty 

target to that observed with the full target shows that E/F depends on par

ti~le type, momentum, and beam type. E/F is nearly independent of beam 

momentum and angle. Table 7 shows E/F as a function of particle type and 

momentum for pion and proton beams. To obtain the corrected yield, the ob

served number is multiplied by (1-E/F). 

The next task is to find the number of particles produced in the target. 

For a process with cross section per nucleus cr, the number of particles pro

duced in a slice of the target with thickness dx, a distance x from the 

front of the target is 

dN = oN e-x/.\1:i pNA dx . 
pr o A , 

where: N is the 
0 

number of beam particles incident on the target. 

Ab is the absorption 1 ength for the beam particles. 

NA is the Avagadro' s number. 

p is the target density. 

A is the atomic number of the material . 

The number emerging from the back of the target is 

dN = dN e-(L-x)/~s 
·em pr 

where: L is the length of the target. 

>-s is the absorption length for produced particles. 

Integrating this over the target length gives 



30 

Nern = aNo 
pNA e-L/A5 ~ Ab As )~xp ( L(Ab-\) j-) 
A Ab As Ab As 

-
which can be simplified to 

( -L/Abl pNA 
N· = aN 1-e ( 1-F) Ab ( 4") 

em 0 A 

where F is the fraction of the produced particles which are absorbed in 

the target. This we calculate analytically and also by Monte Carlo, using 

the data for Ab and As from reference{lS). The Monte Carlo calcula

tion takes into account the fact th~t some particles emerge from the side of 

the target and have less chance of absorption than th6se which travel the 

whole length. Both agree within 1%, and give F = .019 
. + 
for 1T , • 014 for 

K+, .029 for p, .021 for 1T •• 018 for K-, and .038 for ~. 

Equation (4) relates N to the cross section. Recasting this for em 
a differential cross section and integrating over the acceptance gives 

N = f Eda 
6p e ) 

p2 
Ace(-- e , -- dpdn, ( 5) em dp" Po x y E 

where 

( 1-F) 

The ~nalysis to this point gives us G, Nern• and the acceptance. We 
dcr 

must extract E---:--!" Over the kinematic region accepted the invariant 
dp 

cross section can be parameterized by 

E 
-a(Pt - pt ) 

= ke 
0 

v:here is the transverse momentum at the center of acceptance. The cross 

-

-
-
-

-

-

-

-
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section at Pto is k. Inserting this into (5) gives 

apt;•Pt 
Nern = G k P0 e e Ace(~. ex, e )p .ie_ dn 

y Po (6) 

The integral is the cross section weighted acceptance discussed in the 
.. 

section on the Monte Carlo. 

In order to extract k we must determine a. We do this iteratively. 

We make a first estimate of the cross section by using the integrated accep

tance. 

fd 3 Nern __ cr = ---
dp 3 

p~Acc G 

The cross. sections at neighboring Pt points are used to detennine the slope 

between them, 

The 1oca1 s 1 opes between data points vary smoothly, and vie fit them to 

a quadratic for the purpose of interpolating and extrapolating to get the 

slopes at the data points. The slopes at the data points are then used irt 

(6) to get a second estimate of the cross section. Then the second estimate 

cross sections are used to get a second set of slopes. The process js 

iterated and converges quickly, with most cioss sections varying by less than 

1% after the second iteration. The results of the analysis are discussed in 

the next chapter. 



· ... 

CHAPTER IV 

RESULTS 

Discussion of Errors 

The result of this experiment is the set of cross sections given in 

tab1es 8, 9, and 10. The tables also summarize the contributions of vari-

ous sources of error. 

The statistical error includes both the error due to the Poisson 

distribution of observed particles and the uncertainty- in the empty target 

subtraction. The slope error is the error due to the uncertainty in ci · 

when the cross section is parameterized by e-aPt in the analysis. When 

fitting the slopes between data points, as described in chapter III, we 

calculate the best fit values ci and the one standard deviation errors 

do. We then calculate the cross sections cr(a): 51{a + da) and q(ci - da). 

The quoted errors are o{a.:. do) - o:(o) and o:(a) - a(a + da). Since the 

positive and negative errors are not always equal, both are given. 

The error due to kaon misidentification applies at 10, 20, 25 and 

70 GeV/c. At low momenta. some kaons are identified as protons, and a 

correction has been made to the kaon and proton yields. The error is the 

error in that correction, estimated to be 1% of the kaon cross section. 

At 70 GeV/c. some kaons may be identified as pions. The only datum at this 

momentum is for 70 GeV/c 1T- produced with the 300 GeV/c-beam. Since no 

identified K- was observed, and the upper limit on this error is 6% of the 

kaon cross section, we assume that the error in the rr- cross section from 

kaon contamination is negligible. 
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The error due to muon misidentification is estimated to be no more than 

10% of the observed muon yield. The muon yield is calculated from the pion 

yield by the muon fraction K(p) as given in Table 4. The muons are divided 

~mong pions, kaons, and protons in the ratios .F. for identified muons tagged 
l 

in: the Cerenkov co~nters, as described in the section ori corrections.to th~ 

yield. Thus, the error for particle type i at momentum p is 

6a.(p) = K(p)F. a (p)/10. 
l l rr 

The error due to the acceptance ca 1 cul at ion comes from t\-JO sources. 

First is the statistical error in the Monte Carlo. Second is the error due to 

changes in the acceptance ~s the beam pas iti on changes. By monitoring 

the beam position on SWIC 710, the beam motion was kept less than one SWIC 

wire spacing, 3 mm. Putting this motion in the Monte Carlo produces a 3% 

change in acceptance for a 3 mm. beam motion. When added in quadrature to 

the Monte Carlo statistical error, this gives 4%, which is entered in the 

tables. 

For data analyzed by the low momentum method, and additional 6% error 

is given. This error is estimated by looking at the difference in the cross 

section computed using the two methods at 20 GeV/c. 

The column for the total systematic error contains the sum of the 

slope, misidentification, acceptance and low mDmentum errors, added in 

quadrature.~ The total error is the sum of all errors added in quadrature. 

In general, for data at transverse momenta of 3 GeV/c and higher, the error 

is dominated by the statistical error, while below 2.G~V/c the systematic 

errors dominate. 

Not included in the tables are overall normalization errors of 10% 

from the beam norma 1 i za ti on and 5% from acceptance uncertainty. The over a 11 

acceptance uncertainty we compute by looking at how the measured cross sec-
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tion changes when the cuts are varied. 

Cross Section Parameterization 

The cross se(tions measured using pion beams are shown in figures 31-

36. In the light of the theoretical discussion in chap~er I, we fit.the data 

to a· form C p~A ·(1 - xt)
8

• The use of (1 - xt) 8 for the function of xt is. 

motivated by dimensional counting arguments.
16 

If there are n "passive" 

constituents which do not participate in the hard scattering subprocess, the 

cross section should be proportional to (1 - xt) 2n-l. Because this form 

should only be used at transverse momenta high enough that hard scattering 

processes dominate, we cut on pt before fitting the data. After varying the 

cut. we settled on a value of 2.6 GeV/c. If a lower value is used, the 

chisquare for the fits increases rapidly. If a higher value is used, the 

fitted parameters A, B, and C do not change much. With the cut at 2.6 GeV/c, 

good fits are obtained for all particles except K- as shown in Table 11. 

To see the quality of the fit, we have multiplied the cross section at each 

point by p~ and plotted the scaled cross sections vs xt. The fitted curve 

C(l - xt)8 is also plotted. Figures 37 - 42 show the results of the paramet

erizations. 

The poor fit in the case of K- is due to the 300 GeV/c point at 

xt = .4, pt = 4.8. Figure 35 shows that this point has a lower cross section 

than the po1nt at the same transverse momentum taken with the 200 GeV/c beam. 

Although we can give no evidence that this point is suspect, it would seem 

that it represents an unfortunate statistical fluctuation. Of the forty data 

points used in these fits, one point with a fluctuation of 2.2 standard 

deviations would be expected. If we ignore this point and refit the data, 
-3 2 

the values are A= 7.6 ± .7, B = 8.8 ± 1.2, C = (.86 ± .46) x 10 , X = 1.1 
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for 3 degrees of freedom. The refitted parameters A and B are now quite 

similar to those for the other mesons. 

With the poss i b 1 e exception of K-, the va 1 ues of A for meson produc

tion cluster around 8.0. In a theory with no scale breaking and negligible 

intrinsic transverse momentum, A = 2N = 2n - 4. This would indicate that the 

cross section is dominated by subprocesses with six elementary fields partici

pating. The proton and antiproton values of A· are both near 10. No one 

expects· subprocesses vdth seven elementary fields to be dominant, so this 

would indicate a transition between subprocesses with different powers of 

pt. The values for B indicate for all cases that the number of spectator 

fields varies between four and five. 

Proton Beam Cross Sections and Beam Ratios 

The cross sections measured using the proton beam are shown in Figures 

43 - 48. Al~o shown are the results from Antreasyan et. al. 3 The present 

results agree well with the older results. This agreement serves as an 

important check on our experiment. 

The value of remeasuring the proton beam cross sections is that by 

having one experiment measure both pion and proton beam cross sections, we 

also measure the beam ratio of cross sections 

o(7T- p -f h + x) 
o{pp -r h + x ) 

The 200 GeV/c pion beam is used in the comparison to th~ proton beam. These 

ratios are given in Table 12 and shown in Figures 49 - 51. 
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Trigger Particle Ratios 

Another set of ratios which can be constructed are the trigger ratios 

of the cross sections for producing different particles at the same momentum. 

and 

a('IT- p + hi+ x) 

a('iT- p + h2+ x) 

a(PP + h1 + x) 

o(pp + h2 + x) 

These are given in Table 13 and shown in Figures 53 - 57. In this case, the 

errors in acceptance and tbe error due to the low momentum analysis each 

cancel out, because the data is taken with the same beam and at the same 

momentum setting. The overall normalization also cancels. This made the 

data easier to analyze, so the trigger ratio data have been previously 
• 17 

published. 

Discussion 

The first trend noticible in the data is that the flavor quantum 

numbers of the beams tend to be preserved in the observed particles. This 

is best illustrated by the trigger ratio data and a few simple valence quark 

counting arguments. Since the valence quarks are expected to dominate the 

structure of hadrons at high x, let us consider the sc_attering of two valence 

quarks to produce a quark at large xt, which picks up additional quarks or 

antiquarks from the sea to become the observed hadron. The number of 

different ways this can be done for a given reaction can be counted by the 

-

-
-
-
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number of valence quarks the observed hadron has in common with the 1beam and 
18 target. Adding these and taking tile1 ratios gives a prediction· for the 

trigger ratio. Thable 14 summarizes this calculation. 

The predicted ratios are plotted with the data in Figures 53 - 57, 

and are not far from the data. The biggest discrepency'is for TRTI(K+/n+), 

where the simple argument assumes SU(3) symmetry in the sea, which is known· 

not to be a good assumption at present energies. Otherwise the measured 

ratios tend to be closer to unity than the predicted ratios, which would 

indicate soine contribution from processes in which the incident flavor is not 

transferred to the trigger particle. 

Another trend which shows the dominance of flavor preserving reactions 

is that the trigger ratios are nearly independant of Pt in ·all cases where 

the trigger particles each share a valence quark with at least one of the 

incident hadrons. For K- or ~ produced in pp collisions, the trigger parti

cles has no valence quarks in common with protons. The ratios TRP(K-/K+), 

TRP(K-/1T-), and TRP(p/p) all fall steeply as pt increases. 

The beam ratios show consistantly higher values for negative particles 

than for positive particles, which would also indicate that the trigger parti

cles carries some of the fla~or of the incident particles. The rise with pt 

observed in the beam ratios is probably due to the difference in structure 

functions between pions and protons. Pions have only t\·!O valence quarks, 

while protons have three. This means that each quark carries a higher frac

tion of the momentum in a pion than in a proton. This is reflected in 

structure functions which fall less rapidly at high xt ~n the case of pions 

than for protons. Thus pions produce more high xt particles than do protons. 

In addition to the beam ratios, we plot the beam ratio for (rr+ + 1T-)/2. 
0 This should approximate the beam ratio for 1T • and can be compared to previous 



38 

data. Figure 52 shows our data for (1T+ + rr-)/2 and the data of reference 

(4). for 'lT
0

• The bm agree quite well. 

Comparisons With Theory 

The cross sec ti ans for 'IT- p -+ h + X are compar.~d with the CIM 

predictions for tf{e 200 GeV/c beam. The model agrees well with the data for 

the production of positive particles. Forrr- and K-, the model predicts 

cross secticns much higher than observed as pt increases. For the p, the 

model predicts cross sections much larger than observed as pt decreases. 

The discrepancy for negative meson production can be explained by the pres-

ence in the model of direct terms, which dominate the-cross sections for 

TI- and I( product ion at high \· These direct terms are of the form meson 

+quark-+ meson+ quark as shown in Figure 3, where the constituent meson 

is the incident pion. The implication is that these terms are not as 

significant as the model predicts. 

For the positive particles, where the CIM agrees with the cross sec-

tion data, we compare the CIM predictions with the data for beam ratios and 

trigger ratios. The CIM predictions for meson production beam ratios, Figures 

49 and 50, rise more steeply than the data. This would indicate that the 

pion structure functions used in the CIM do not fall rapidly enough as xt 

increases. The CIM predictions for proton beam ratios (Fig. 51) also 

disagree with the data. The CIM trigger ratio TR(K+/11+) predictions also 

conflict with the data, as shown in Figure 56. Altogether, our data disa

gree with the CIM predictions. 

Feynman and Field have not published as complete a set of predic

tions as have Jones and Gunion. They have predicted some trigger ratios, and 

the beam ratio for rr 0 production. The prediction for rr
0 

production agrees 
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well with our beam ratio for (rr+ + rr-)/2, as shown in Figure 52. This is 
It 

not a real test of the model, since the data of Donaldson et. al. were used 

as input to fix the model parameters. 

The trigger ratio data are thus a better test of their model. The 

predictions are not far from the data for the three cases they predict, 

TRn(rr-/rr+), TR,i-(K-/K+), and TR (K+/rr+), as shown in Figures 53, 54, and 55. 

Although this evidence supports the Feynman-Field model, more predic

tions ~re needed to make a detailed test. In particular, in a model where 

scale breaking plays such an important role it is not clear why the data 
-A B 

should fit well to the factorized from C pt (1 - xt~ . 

-
We have presented cross sections for the reactions n p + h + X and 

0 • 
pp+ h + X at 90 1n the center of momentum frame, at transverse momenta 

between .8 and 6 GeV/c. The data show a general trend that the observed 

particles reflect the quar.k content of the incident particles. The pion beam 

cross sections do not fall as rapidly with increasing xt as do the proton 

cross sections, in accordance with the difference between the proton and pion 

structure functions. The data do not agree with the CIM, and do agree with 

the available predictions of the Feynman and Field model. The data factorize 
-A B to fit the fonn p (1 - xt) , showing remarkably good fits. The parameter 

: t 
-A for w p reactions is approximately the same as previously observed for 

pp interactions in the same kinematic regjme. 



APPENDIX 

TRACK RECONSTRUCTION AND FITTING 

Reconstruction 

The reconstruction proceeds in four steps, finding x track segments 

upstream of 82, finding· x track segments downstream of 82, matching segments 

to get complete x tracks, and finding y tracks. 

The upstream track segments are required to include at least one of 

chambers Dlx and D2x, and at least one of chambers 03~ and D4x. For events 

with hit~ in all four chambers, the program first searches for four point 

tracks (tracks fit to hits in four drift chambers) then eliminates any hits 

used in the four point tracks and searches for thtee point tracks using the 

remaining hits. For events with hits in three chambers, the program searches 

for three point tracks, eliminates hits, and searches for two.·point tracks. 

For events with two chambers hit, if the two chambers satisfy the requirement 

above, all pairs of hits are considered. The program fits the hits to a 

straight line and computes the chisquare for fitting three of four point 
2 

tracks. To be considered as a track segment, the fit must have a X / OF< 15. 

Figure 58 shows a typical distribution of X2
/ OF. 

The downstream track segments are required to include at least two of 

chambers DSx, D6x and D7x. The program searches for three point tracks, 

eliminates any hits used, and searches for two point tracks. Three point 

tracks must fit a straight line with 
2 

XI OF < 15. Figure 58 shows a distrib-

uti on of 
2 X / OF for downstream track segments. 

The upstream and downstream segments are matched in all combinations, 

40 
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and complete tracks are constructed from segments v~hich match at the bend 

center within .3 inch. A distribution of the difference betwee!l upstream 

and downstream segm,nts at the bend center is shown in Figure 59. 

Each complete x track is then matched against the u hits in the 
. 

chambers to find 'y positions y = _u_ - _x_ , as shown in Figure 10. If· 
s in0 tan0 

all fiv.e u chambers have hits, the program searches for five point tracks, 

eliminates any hits used in the five point tracks, then searches for four 

point tracks. Otherwise, the program searches for four point tracks, 

eliminates hits, and searches for three point tracks. y tracks are re-
2 

quired to fit a straight line with ~XI OF< 12.5. Figure 58 shows the 
2 

distribution of X / OF for a typical run. The process of finding y posi-

tions and searching for y tracks is repeated for each complete x track. 

Track Fitting 

Given an x track with coordinates x. in the drift chambers, the 
1 

secondary program fits the track to find the position x
0 

and the angle 6 

of the track relative to the spectrometer center at Dl, and the momentum 

of the track. The central bend angle of the spectrometer is 16 mrad., 

which is the bend of a particle with momentum p0 . Thus a particle with a 
ll0p bend of . 016 - 6.0 has a momentum which differs from p by p = __ _,_ __ _ 

o .016 - ~e 

The fitted position at Di is ii = x
0 

+ e zi + h0 fi where zi is the 

distance from Dl to Di, and f. is the distance from the bend center to Di 
1 

for D5, D6, and D7. For a least squares fit we seek to minimize 

2 

X = E 
x i 

- 2 
(X· - X·) , , 

2 
(J • 

1 
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This entails solving three simultaneous equations 

. 
·ax2 

X· x. XQ - ez. - tie f. 
·= 2l: ] J 1 = 0 ax. 2 

0 i cr. 
l 

2 2 
axx x.z. - XQZj - ez. - ll0fizj 

= 21: J l ] = 0 
ae i 2 

cr. 
l 

ax2 
X·f. xofi 0zi fj 

2 - .,. - ll0f. . x 
21: l l l = 0 = 2 

at.le i cr. 
l 

Since measurement errors dominate over multiple scattering at momenta 

above 25 GeV/c, all the ai 's are equal, and we factor them out to create a 

matrix equation, 

1 z. 
l 

f. 
l XO x. 

l 
2 

1: ,z. z. f ·Z· 0 = 1: x.z. 
; 

-, l l l 
i 

l l 

f · f .z. f ~ tie X;fi l l l l 

which is solved by inverting the matrix. The program computes the 
2 2 

Xx/DF = Xx/ (Nx - 3) where Nx is the number.of chambers used in the track. 

A typical distribution of X
2
/DF is shown in Fi~ure 16. x 

The xi are then matched against the measured u positions to get y 

positions;;, which are fit to a straight line yi = y0 + tzi. y0 is the 

position and t the angle at 01. This is solved by a similar method, using 

the matrix · 

-

-
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The program then computes the 

x2 /OF = . E 
y 1 cr~ (Ny - 2) 

Figure 17 shO\oJS a typical distribution of X~/DF. 

If an event has more than one reconstructed track, the best is chosen 

to be the one for which X2/0F + X2 /DF is the least. To check whether this x y 
is the best way to choose tracks, we looked at distributions of X2 /DF and . x 

X~/DF for second best tracks. These had a peak at small X
2 

similar to the 

distributions for the best tracks, but with a substantial tail at high X2
• 

When those tracks in the peak are compared to the best tracks, the difference 

in momentum has a distribution with RMS width less than 1%. Thus multiple 

track events fall into two categories. 2 First are those with a low X track 

and other tracks at high X
2 

• Second are those with more than one low X2 

track. For the first class, the lowest X
2 

track is clearly the one to 

choose. For the second class, the momenta of the tracks are nearly equal, 

so it makes little difference which is chosen. 
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Figure 1.--The structure of a hard scattering model of the inclu-

sive cross section A+ B + C + X. In such a model, constituents a 

and b carrying momentum fractions xi and x2 are selected from the 

incident hadrons A and B, according to distribution G. a and b 
d undergo a collision described by dt' resulting in c and d. Consti-

tuent c then produces a jet of hadrons, of which C carries a momen

tum fraction z, according to distribution D. 
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Figure 2.--The first order QCD subprocesses for hadron scattering. 
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Figure 3.--The CIM subprocesses for hadron scattering. 
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Figure 4. Schematic plan of tl1e Target Area. Shown are the posi

tions of the target, the ion chamber, swrc 710. and the east and west 

monitor telescopes. -
-

-

-
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... 

Figure 5.--Hydrogen Target. 
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Figure 6.--Schematic plan of the spectrometer. The Ai are the 

trigger counters, Di a re the drift chambers, CA and C8 a.re the Cerenkov 

counters. The bends are 16 mrad. 
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Figure 7.--The acceptance of the spectrometer. The acceptance is a 

three dimensional space in p/p
0

, Bx' and ey. Shown are the projections 

of the acceptance onto the three axes. Errors are shown for the central 

bin in each case. Integrating the acceptance gives 413 micr6sterradian. 
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Figure 8.--The trigger logic. CAl and CA2 are the inner and outer 

phototubes in the first Cerenkov, similarly for CBl and CB2. The coin

cidences~f the Cerenkov counter with Tare recorded on scalers to allow 

on line monitoring of the trigger rates for pions, kaons, and protons. 

A(1)235 is a coincidence of Al delayed by one RF bucket with A235. This 

was recorded on a scaler to monitor the accidental trigger rate. The 

strobe interrupts the computer and initiates reading of the detectors. 
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Figure 9.--Drift chamber narrow angle stereo. By measuring x and 

u, we can calculate y. 
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Figure 10.--A typical Cerenkov scatter plot for a 25 GeV/c run. 

CA and CB are the sums of the ADV readings for the tvm photocubes in 

CA and C8 respectively. 
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Figure 11.--A plot of the fraction of triggers which have 

coincidences with the inner phototube, CAl, and the outer photo

tube, CA2. As the index of refraction. increases, kaons rise 

above threshold and count in CAl. When the angle of Cerenkov 

light becomes greater than 9 mrad, the kaons stop counting in 

CAl and start counting in CA2. The index of refraction where 

this occurs determines the velocity, hence the momentum of the 

kaons. 
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Figure 12.--Schematic plan of the shower counter. 

... 



r
<( 



70 

Figure 13.--Drift chamber encoder timing diagram. The four phase 

signals A, B, C, and Dare driven by the Fermilab RF. No two change to

gether, so the timing is unambiguous. The 2T phase resolves ambiguities 

that may occur between memory cycles. MAip is the least significant of 

four memory address bits. SCL clears the latches after they are written 

into memory. SDF sets a data flag if the latches have been set by a drift 

chamber pulse. The data flag is used during readout in sorting through 

the memory to find data. 
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Figure 14.--Drift chamber encoding electronics.· Signals from sense 

wires are amplified and discriminated, producing a differential pulse that 

is sent to the encoder. This pulse latches the phase data, which records 

the time of the event within a memory cycle. The latched data are re

corded in memory, and the memory address is incremented every memory cycle. 
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Figure 15.--0istribution of ~ for a 25 GeV/c run . The peak at 

~ow x: is muons. 
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Figure 16.--Distribution of X/DF for a 25 GeV/c run showing the pos-

ition of the cut. 
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Figure 17.--0istribution of Xy/DF for a 25 GeV/c run showing the pos-

ition of the cut. 
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Figure 18.--Distribution of x position at 07 for a 25 GeV/c run showing 

the positions of the cuts. 
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Figure 19.--Distribution of the y position of 07 for a 25 GeV/c run 

showing the positions of the cuts. 
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Figure 20.--Distribution of the X position at Bl for a 25 GeV/c run 

showing the positions of the cuts. 
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Figure 21.--Distribution of the y position at Bl for a 25 GeV/c run 

showing the positions of the cuts. 
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Figure 22.--Distribution of AS pulse height for a 25 GeV/c run showing 

the position of the cuts. 
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Figure 23.--Distribution of 6p/p for a 25 GeV/c run showing the posio 
tion of the cuts. 
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Figure 24.--Distribution of the x position of the target for a 25 GeV/c 

run showing the position of the cuts. 
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Figure 25.--Distribution of the y position at the target for a 25 GeV/c 

run showing the position of the cuts. 
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Figure 26.--The ratio 6f reconstructed events to strobes 

as a function of the central momentum of the spectrometer for 

data taken with the 300 GeV/c beam. The low values at high 

momenta are due to the low cross secti~ry, which leads to a 

low ratiu of signal to background. The drop at low momenta is 

due to high rates in the drift chambers, and to multiple 

scattering, which lead to lower reconstruction efficiency. 

The peak at 95% is a measure of our reconstruction efficiency. 
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F_igure 27 .--Cross section computed for 2% bins in Cipt/Pt for 25, 
0 

27.5 1 and 30 GeV/c runs. The agreement at the overlap is a test of Monte Carlo. 
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Figure 28.--A comparison of Monte Carlo and Data distri

butions at 07. 
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Figure 29.--A comparison of Monte Carlo and Data distri

butions of the x position at the target. 
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.Figure 30.--A comparison of Monte Carlo and data distribu

tions of ~P/P. 
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Figure 31.--The invariant cross section for rr + p + rr . 

solid curve is the CIM prediction (ref. 8) for 200 GeV/c. 
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- + Figure 32.--The invariant cross section for n p+k . The solid carve 

is the CIM prediction (ref. 3) for 200 GeV/c .. 
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Figure 33. The invariant cross section for n p+p. The solid 

curve is the CIM production (ref. 8) for 200 GeV/c. 
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Figure 34.--The invariant cross section for - -
rr P'°iT . The solid curve is 

the CIH prediction (ref. 8) for 200 GeV/c. 
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Figure 35. The invariant cress section for n p+k-. The solid 

curve is the CIM production (ref. 8) for 200 GeV/c. 
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-Figure 36.--The invariant cross section for rr p+p. The solid 

curve is the CIM production (ref. 8) for 200 GeV/c. 
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Figure 37.--The parameterization of the invariant cross section 

for rr-p+1/. The curve is .443 x lo·-z{l-xt) 5·97 . 
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Figure 38.--The parameterization of the invariant cross section 

for rr-p+k+. The curve is .377 x 10- 3 (1 - Xt)8.62. -

-
-
-

-



0 

o 300 G·ev /c data 

P 200 GeV/c data 
- .3 77 x 10-3 

( 1-Xr )8
•
62 

. 

0.3 
Xr 

0.6 



122 

Figure 39.--The parameterization of the invariant cross section 

for 'IT-p-+ p. The curve is .459 x 10- 2 (1 -·Xt) 6· 36 . -
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Figure 40.--The parameterization of the invariant cross section 

for rr-p_..rr-. The curve is .320 x 10-2.(l - Xt) 8·93 . 
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Figure 41.--The parameterization of the invariant cross section 

7T-p + k. The curve is .603 x io- 2 (1 - Xt) 10 ·2. 
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Figure 42.--The parameterization of the invariant cross section 

for rr-p+ p. The curve is .216 x 10- 2 (1- Xt) 8·05 . 
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43.--The invariant cross section for + pp-+1T. 

-



-

-
b Ire; 
-0 .g- -10 
w 10 

0 

· .. D 

D 
0 

D 

0 

o Reference 3 

0 
0 

0 This Experiment 

0 



132 

Figure 44.--The invariant cross section for + pp-+ k . 
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Figure 45.--The invariant cross section for pp-+p. 
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-Figure 46.--The invariant cross section for pp+7T • 
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Figure 47.--The invariant cross section for pp~k-. -
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-Figure 48. --The invariant cross section for pp+ p. 
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49.--The beam ratios for pion production. The curve is the 

CIM prediction (ref. 8) for rr+. 
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Figure 50.--The beam ratios for kaon production. The curve is 

the CIM production (ref. 8) for k+. 
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Figure 51.--The beam ratios for proton and antiproton production. 

The curve is the CIM production (ref. 8) for p. 
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Figure 52.--The beam ratios for ~
0 

and for (~+ + ~-)/2. The curve 
0 0 

is the Feynman - Field prediction (ref. 7) for ~ . The ~ data are from 

reference 4. 

-



CT( 1T- p --(1T+ + 7f)/2 + X) . 
0-------

(J' ( pp --(1T+ +7T)/2 + x ) 

(J' { 7f- p ~ 7To + X ) 

f01 L-------1-~--l-~--L-~.L--~~~ 
o· 3 6 

Pr (GeV/c) 



150 

( - + Figure 53.--The trigger ratio TR rr /rr ). The solid curve is the 

Feynman-Field prediction (ref. 7). The dashed curve is the result of 

quark counting. 
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Figure 54.--The trigger ratio TR(k-/k+). The solid curve is the 

Feynman-Field prediction (ref. 7). The dashed curve is the result of 

quark counting. 
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Figure 55.--The trigger ratio TR(~/p). The dashed curve is the re

sult of quark counting. 
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F. 56 Tl t . . TR(k+/;r+). igure .-- 1e rigger ratio The solid curve is the 

Feynman-Field production (ref. 7). The dotted curve is the CIM predic

tion (ref. 8). The dashed curve is the result of quark counting. 
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Figure 57.--The trigger ratio TR(k-/n-). The dashed curve is the 

result of quark counting. 
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Figure 58.--The x2 /degree of freedom for the reconstruction of the 

upstream track segment. 
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Figure 59.--The x2/degree of freedom for the reconstruction of the 

downstream track segment. 
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Figure 60.--The x2/degree of freedom for the reconstruction of the 

y track .. 
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Figure 61.--The difference between the upstream and downstream 

tracks at the bend center. 
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Table 1 

Center of Mass Angles in Degrees 

Spectrometer setting 
(GeV/c) 1T k p 

200 GeV beam, spectrometer at 96 mrad. 

10 90.20 97.07 114.96 
15 89.86 92.93 101.49 
20 89.75 91.47 96.35 
25 89.69 90.80 93.93 
30 89.66 90.43 92. 61 -
40 89.63. 90.06 91 .29 
50 89.62 89.90 90.68 
60 89. 61 89.80 90.35 
70 89.61 89.75 90.15 

300 GeV beam, spectrometer at 80 mrad. 

10 91 . 61 101. 60 125.26 
15 91 . 12 95.62 107.83 
20 90.95 93.48 100. 57 
25 90.87 92.49 97.07 
30 90.83 91.95 95. 14 -40 90.78 91 .42 93.22 
50 90.76 91. 17 92.32 
60 90.75 91.04 91.84 
70 90.75 90.95 91.54 

-
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Table 2 

Bea1il Elements and Material in the Spectrometer .. 
. . . . . . . . . .. 

Distance Nuclear Radiation Object Material from length L Absorption Lf)..N length AR L/AR 
Target length AN 
(feet) (inches) (inches) .(inches) 

Air 180 26600 .0068 11800 .0152 
Vacuum Titanium 15 .005 6.73 .0008 .693 .0072 Window 

Ql 45 120 
Q2 56.8 120 
Bl 68.8 120 
Vertical 86. l 60 Collimator 

Horizontal 96. 1 60 . Co 11 ima tor 

Shield 106. 1 108 Wall 

Vacuum Titanium 115. 3 .005 6.73 .0008 .693 .0072 Window 
01 115. 7 .. 0004 .0010 

Air 72 26600 .0027 11800 .0061 
02 121 . 8 .0004 .0010 

Al Plastic 
Scintillator 122 ·1 .25 27.0 .0093 16.9 .0148 

Cerenkov Aluminum 122.3 . 125 14.6 .0085 3.5 .0357 Window 
Cerenkov Pyrex 169. l .25 16. 1 .0155 4.76 .0525 Mirror 

Cerenkov Aluminum 169.6 . 125 14. 6 .0085 3.5 .0357 Window 

A2 Plastic 169.8 .25 27.0 .0093 16.9 .0148 Scintillator 

--more--
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Table 2--Conti nued 

Distance Nuclear Radiation 
Object Materi a 1 from Length L Absorption L/ N Length R L/ R 

Target 
(feet) (inches) 

Length N 
(inches) {inches) 

03 169.9 .0004 .0010 

04 175.6 .0004 ·.0010 

Air 242 26600 .0091 11800 .0205' 

82 16.7 120 

OS 187.5 .0003 .0009 

05 190.6 .0004 .0010 

A3 Plastic 190.9 . 25 27.0 .0093 16.9 .0148 
Sci nti 11 a tor 

Cerenkov Aluminum 191. 2 .125 
Window 

14.6 .0085 3.5 .0357 

Cerenkov -
Mirror Pyrex 258.0 .25 16.1 .0155 4.76 .0525 

Cerenkov 
Window Aluminum 258.5 .125 14. 6 .0085 3.5 .0357 

07 258.7 .004 .0010 -
AS 

Plastic 259.0 .25 * * Scintillator 

TOTAL .. 116 .3552 

* Scattering and absorbtion is AS does not affect the performance of the spectrometer, 
so the absorption length and radiation length of AS are not included in the totals. 

-

-
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Table 3 

Cerenkov Angles, Radiation Length, and Absorption Length 

Cerenkov Angles Cerenkov Number of ·Number of 
Spectrometer Index of Gas for Pions Angle Radiation Nuclear 
Setting Po Refraction . 85 x p P' 1. 2 x P . for Pions Lengths Absorption 

(GeV/c) 0 
at Pa Lengths 

CA (n-l)xl0 5 L/;>..R L/;>..N 

10 152.4 C02 x .025 .037 .053 .315 .094 
15 107. 8 C02 .026 .033 .037 . 045 .225 .0117 
20 39.7 C02 x .014 .019 .02Z .084 .025 
25 25.9 C02 x . 011 .016 .022 .054 .016 
25 25.9 He x . . 011 . 016 .022 . 019 .015 
30 18. 54 He x . 010 . 014 .019 . 014 .011 
40 11 . 21 He .004 .008 . 011 . 015 .009 .007 
50 7.82 He .005 .008 .009 .012 .006 .005 
60 5.98 He .005 . 007 .009 . 011 .004 .003 
70 4.87 He .005 . 007 .008 .010 .004 .003 

CB 

10 16. 93 He x x x .012 .018 . 014 
15 10. 01 He x x x . 011 .010 .008 
20 5.00 He x x x .007 .005 .004 
20 16.93 He x x x .017 . 018 .014 
25 4.95 He x x x .008 .005 .004 
30 3.50 He x x x .007 .004 .003 
40 3.50 He x x x .006 .004 .003 
50 2.45 He x x x .006 .003 .002 
60 2.06 He x x x .006 .002 .002 
70 2.06 He x x .003 .006 .002 .002 



172 

Table 4 

Muon Fractions 

Spectrometer Setting 
(GeV/c) 

10 
15 

20 
25 

30 
40 

50 
60 

70 

K(p) = _L 
11+µ 

:078 
.057 

.045 

.037 

.032 

.024 

.016 

.012 

.008 

-

-

-

-



Location 

07 
82 
Bl 
Q2 
Ql 

Target 
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Table 5 

Aperture and Target Cuts 
(inches) 

Horizontal Vertical 

±6 ±3~ 

±2.68 ±1 .48 

±2.68 ±1.48 

2.58* 1.6* 
1.6* 3.0* 

+2.4 ± .8 -3.2 

*The Quad cuts are elliptical, the num
bers given are the semi vertical and semi 
horizontal axes of the ellipses. 
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-
-
-Table 6 

Integrated Acceptance 
(microsterradians) -

Spectrometer -Setting 200 GeV 200 GeV 300 GeV 
GeV/c 1T - p 1T- -

10* 4.40 6.01 4.82 

15* 4.45 6.10 4. 92 

20* 4.42 6.16 4.92 -25 4.13 5.52 4.46 

30 4.14 5. 72 4.62 -
40 4 .18 5.87 4.71 

50 4.22 5.87 4. 71 -
60 4.22 4.71 -70 4.71 

*low method acceptances. Each accepted Monte Carlo -Pt count 

contributes 9.6 x 10- I+ 
to the integrated acceptance. -

-
-

-
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Table 7 

Target Empty Correction 

Spectrometer 
Setting M K p 
(GeV/c) 

rr beam 

10 7.8 ± . 3 8.6 ± 1.2 9.6 ± .8 
15 8.4 ± .4 10.5±1.l 10.5 ± 1.5 
20 9.5 ± . 5 8.0 ± 1.9 11.1 ± 3.4 
25 1o.9 ± .8 10.7 ± 1.7 13.3 ± 4.0 
30 and above 11.0 ± 4.0 11.6±3.5 14.8 ± 4.0 

p beam 

10 10. 9 ± . 7 13. 2 ± .6 13.6 ± 2.7 
15 12.5 ± .5 13. 3 ± .4 15. 7 ± . 5 
20 10.4 ± .4 10. 7 ± 1. 5 14.0 ± .8 

25 10.6 ± .4 10.6 ± l.S 15. 2 ± .7 
30 and above 11.6 ± 3.0 11.5 ± 4.0 14.3 ±4.0 



Table 8 

200 GeV 1, - + .... h + x 

Ed a K µ 

pt dpT Total Slope Misidenti- Misidenti- ,Acceptance Low Total Statistical 
(barns/ Error Error fication fi cation Error Momentum Systematic . Error 

(GeV/c) GeV 2
) Error Error Error Error 

Particle 11+ l/tA ; \ ~ }'I ~ ~ 
_, ::t 

.96 
, .;;') _J 

±.016 +.003 +.001 ±.009 ±.013 ±.016 10-3 ±.003 ~.10 - .003 -.001 

1.44 .llW 10-~ ±.014 +.003 ±.001 ±.OOB ±.012 ±.014 10-~ ±.002 
-.003 

1.92 .217 10-s ±.017 +.004 ±.001 ±.009 ±.013 ±.016 10-S ±.006 
-.004 

2.40 .249 10-' ±.012 +.007 ±.001 ±.010 ±.012 10-li ±.004 
-.007 

..... 
+.014 10-7 

0\ 

2.88 . 404' 10-7 ±.029 -.014 ±,001 ±.016 ±.022 ±.019 

3.84 .138 10-· ±.014 +.008 ±.000 ±.006 ±.010 10-• ±.Oll 
-.008 

4.BO .51 10-10 ±.12 +.06 
-.06 

±.001 ±.02 ±:06 10-10 ±.10 

10-11 +.18 +.12 ±.000 ±.01 +.12 10-11 ±.13 5.76 .35 -.17 -.10 - .10 

Particle K+ 

10-~ 
+.009 +.007 ±.003 ±.026 ±.039 

+.048 10-~ ±.02ll .96 .654 :t.056 - .010 -.007 -.0'19 

I 



Table 8--Continued 
p Eda K )J 

(Gev}c 
dpl Total Slope Misidenti- Mis identi- Acceptance Low Total Statistical 

(barns/ Error Error fication fication Error Momentum Systematic Error 
GeV 1) Error Error Error Error 

Particle K+--continued 

1.44 .606 10-5 :t.049 
+.011 
-.012 :t.002 :t.024 :t.036 :t.045 10-5 :t.018 

1. 92 . 724 10-' 
;t;O~O 

+.015 :t.008 :t.002 10_, -.015 :t.030 ±.045 :t.057 :t.040 

2.40 .103 ·10- ... :t.006 +.003 +.001 ±.000 ±.004 ±.005 lo-' :t.003 -.003 -.001 

2.88 .168 10-·7 ±.014 +.007 
±.000 10- 1 ±.010 -.007 ±.007 ±.010 

3.84 .556 lo-' ±.081 +.035 ±.001 ±.022 ±.0'12 10-9 -.035 :t.069 ...... ..... 
+.082 +.038 +.039 ..... 

4.80 .248 10-10 
-.081 -.036 ±.000 :t.010 -.037 

10-10 :t.072 

5.76 .79 10- 11 +. 71 +.43 ±.000 :t.03 
+.43 10_11 :t.56 -.64 -.31 -.32 

Particle p 

.96 .639 io-~ t.050 +.008 ±.003 ±.002 ±.026 ±.038 ±.047 rn-~ ±.016 
·.000 

.664 10-5 ±.052 
+.012 

:!:. 001 ±.027 ±.040 ±.050 10-5 :t.014 1.44 -.012 
+.018 

_ .. 
±.041 1.92 • 839 lo-' ±.076 ±.008 ±.001 ±.034 ±.051 ±.064 10 . 

-.0113 

2.40 .907 10- 1 ±.063 
+.030 
-.030 ±.011 ±.001 ±.036 "±.048 10- 7 :t. 041 

2.88 .126 10-7 :t.011 +.006 
-.006 ±.000 :t.005 ±.008 10-7 :t.008 



Table 8--Continued 
Eda K • µ 

pt <rpr Total Slope Misidenti- Mis identi- Acceptance Low Total Statistical 
{bar2s/ Error Error fication fi cation Error Momentum Systematic Error 

(GeV/c) GeV ) Error Error Error Error 

Particle p--continued 

-9 +.022 ±.012 
+.025 10-9 :1:.043 3.84 • 296 10 . ±.050 -.021 ±.000 -.024 

4.80 .80 10· ll ±.42 +.13 ±.000 ±.03 :1:.13 ia·l l ±.40 -.12 

5.76 .95 10- 12 +.82 +.47 ±.000 ±.04 
+.47 10-~~ ±.67 -. 77 -.38 -.38 

Particle n 

..3 +.003 ±.002 :1:.015 ±.019 10-J • Q(i .255 10! ±.019 -.003 ±.011 ±.004 "' 00 

1.44 . 226 10 -'t ±.016 +.004 ±.001 ±.009 ±.013 ±.016 lo-" ±.002 -.004 

10 -~ +.005 -~ 

1.92 • 244 ±.019 -.005 ±.001 ±.010 ±.014 ±.018 10 . ±.007 

2.40 .298 10 _, ±.014 
+.008 ±.001 ±.012 ±.013 10-' ±.004 
-.008 

2.88 .476 10-7 ±.034 +.017 ±.001 ±.019 ±.026 10-7 
-±.022 

-.017 

3.84 . 131 lo-• ±.013 +.008 
-.007 

±.000 ±.005 +.009 
-.009 

lo-·' ±.011 

4.80 .56 10· lO ±.13 +.08 
-.07 ±.001 ±.02 +.OB 

-.07 
10-10 ±.10 

10- u +.09 +.06 ±.000 ±.005 +.06 10:.. 11 ±.07 5.76 .13 -.08 -.05 -.05 

• I I I I 



Table 8--Continued 
Edo K µ 

p. dP3" Total Slope Mis identi- Misidenti- Acceptance Low Total Statistical t {barns/ Error Error fication f~cation Error Momentum Systematic Error {GeV/c} GeV 2
} Error Error Error Error 

Particle lC 

-~ +.043 +.007 +.036 10 .... .96 . 493 10 -.044 -.008 ±.005 ±.002 ±.020 ±.030 -.037 ±.023 

1.44 .475 10-s ±.040 +.009 
-.009 ±.001 ±.020 ±.030 ±.037 10-6 ±.015 

1.92 .588 IO-' ±.057 +.013 
±.006 -.013 ±.001 ±.023 ±.034 ±.043 101

· ±.039 

2.40 
-1 +.024 10-7. ±.025 . 775 10 ±.047 -.024 ±.008 ±.001 ±.031 ±.039 

..... 
+.005 "'-' -1 -1 t.o 2.88 .114 10 ±.011 -.005 ±.000 ±.005 ±.007 10 ±.008 

_, +.026 
±.030 lo""' ±.055 3.84 .367 10 ±.062 - .026 ±.000 ±.014 

4.80 .150 
-10 +.063 +.027 

±.000 ±.006 
+.028 10-10 

±.057 10 -.062 -.026 -.027 

-J2 +.49 +.26 
±.000 ±.02 

+.27 10-12 
±.41 5.76 • 41 . lO -.41 -.18 -.18 

Particle p 

10-~ 
+.006 

±.005 ±.000 ±.010 ±.015 ±.019 10~ ±.010 .96 .250 ±.022 -.005 

10-s +.005 
1.44 . 276 ±.022 -.005 ±.000 ±.012 ±.016 ±.020 10-5 

±.009 

+.012 _, _, 
±.038 ±.006 ±.000 ±.014 ±.021 ±.029 10 ±.025 1. 92 .356 10 -.012 



Table 8--Continued 

p· Eda K )J 

t dpT Total Slope M1sidenti- Misidenti- Acceptance Low Total Stat1 s ti ca 1 
(GeV/c) (barns/ Error Error fication fication Error Momentum Systematic .· Error 

GeV2
) Error Error Error Error 

Particle p--continued 

2.40 .2Bl 10_7. ±.026 +.015 ±.008 ±.000 ±.012 ±.021 10-7 ±.015 -.015 

2.88 .407 lo-• ±.047 -.025 ±.000 ±.016 ±.030 io-• ±.036 +.025 

3.84 .618 10-10 +.21H +. 205 ±.000 ±.025 +.207 10-JO ±.189 -.233 -.133 -.135 

co 
0 

I I I I I I . I 



Table 9 

300 GeV 11 - + -+ h + x 
Ed a K \J 

pt dpl Total Slope Misidenti- Misidenti- Acceptance Low Total Statistical 
(barns/ Error Error fication fication Error Momentum Systematic Error 

(GeV/c) GeV 2 ) Error Error Error Error 
Particle n+ 

- l +.004 . _l 
.80 .575 10 ±.043 -.005 ±.004 ±.023 ±.035 ±.042. 10 ±.011 

1.20 -.. +.008 10-· ±.011 .683 10 ±.052 -.ooa ±.003 ±.028 ±.041 ±.051 

- .. +.001 10-;, ±.003 1.60 .105 10 ±.009 -.001 ±.000 ±.004 ±.007 ±.006 

2.00 .186 - 5 +.003 
±.008 ±.009 10-5 ±.005 10 ±.010 -.003 ±.001 

+.009 +.016 ()) _, 
10-' ±.019 

..... 2.40 .396 10 . ±.027 - .010 ±.001 ±.016 -.019 

- 7 +.009 
±.012 10-7 :t.016 3.20 .234 10 ±.022 -.009 ±.000 ±.010 

-· +.013 
±.008 

+.015 10-· ±.023 4.00 .181 10 ±.028 -.014 ±.000 -.016 

-10 +.35 +.26 
±.004 

+.26 10-u ·±.24 4.80 .96 10 -.34 -.23 ±.000 -.2:3 

Particle K+ 

.80 .136 10-l ±.013 +.001 ±.001 ±.001 ±.006 ±.009 ±.011 10-l ±.009 -.001 

1.20 .200 10-" ±.016 +.002 ±.001 ±.008 ±.012 ±.014 lo-" ±.006 -.002 

1.60 .367 10-5 ±.032 +.005 .t.004 ±.001 !.014 ±.022 :t.0?7 10'" 5 :t.017 
-.005 



Table 9--Continued 
Eda K µ 

P.t dpl Total Slope Misidenti- MisidE!nti- Acceptance Low · Total Sta tis ti ca 1 
(barns/ Error Error fication fication Error Momentum .Systematic Error 

(GeV/c) GeV 2 ) Error Error Error Error 

Particle K~~-oontioued 

2.00 . 773 10-' ±.053 +.013 ±.008 ±.001 ±.031 ±.035 lo-' i.'040 
-.014 

2.40 .160 lo-' ±.012 +.004 ±.000 ±.007 ±.008 ro-' ±.010 
-.004 

3.20 .103 10-! ±.014 +.004 ±.000 ±.004 ±.006 10-1
· ±.012 

-.004 

4.06 .109 10-• ±.021 +.009 ±.000 ±.005 ±.010 10..8 ±.019 
-.009 

lo- io +.20 10-~D 
IX> 

4.80 .82 ±.33 ±.000 ±.033 ±.20 ±.26 N 

-.20 

Particle p 

.so .122 10-3 ±.011 +.001 ±.001 ±.001 ±.005 ±.008 ±.010 10-l ±. 005 -.001 

1. 20 .226 10-~' ±.018 +.002 ±.000 ±.009 ±.014 ±.017 10-" ±.007 -.002 

1.60 .380 10-s · ±.034 +.005 ±.004 ±.001 ±.Oi5 ±.023 ±.029 lo-~· ±.018 
-.005 

10_, +.052 +.014 ±.008 ±.001 ±.030 +.033 10-' ±.040 2.00 • 708 -.053 -.015 -.034 

2.40 .120 
10_, ±.010 +.004 

-.004 ±.000 ±.005 ±.006 10_, ±.008 

10-• +.031 ±.001 :t.025 
+.039 10·-· ±.OBl 3.20 .614 ±.090 -.032 -.040 

I I I 



Table 9--Continued 
Eda K lJ 

P.t di)T Total Slope Misidenti- Misidenti- Acceptance Low Total Statistical 

{GeV/c) 
{barns/ Error Error fication fication Error Momentum. Sys tema tic Error 

Ge Vi) Error Error Error Error 

Particle p--continued 
· .. 

+.027 4.00 .267 10-, ±.090 
_, 

-.027 ±.000 ±.011 ±.029 10 ±.OBS 

-10 +.19 +.07 +.07 - 10 4.80 .35 10 -.20 -.09 ±.000 ±.01 -.09 10 ±.18 

Particle n 

. 80 .637 10-l ±.048 +.004 
-.004 

±.005 ±.026 ±.038 ±.047 10-l ±.011 

1. 20 .824 lv-~ ±.061 +.009 ±.005 ±.033 ±.050 ±.060 10- .. ±.012 to 

-.009 
w 

1.60 .121 10-~ ±.010 +.002 
±.OC~ ±.005 ±.008 ±.010 10_ . ., ±.003 

-.002 

2.00 .207 lo-$ ±.011 +.003 ±.001 ±.009 ±.010 10-$ ±.005 
- .. ~:i3 

2.40 .454 lo·' ±.030 +.010 ±.001 .· ±.010 ±.020 10-• ±.02! 
-.010 

3.20 .285 10-7 ±.023 +.010 
-.010 

±.000 ±.012 ±.015 10-7 ±.017 

4.00 10-· ±.029 +.011 ±.000 t.010 ±.014 10-• ±.025 
.232 -.011 

10·'· +.023 :!:. 00() ±.010 +.025 10_, :! .04 5 
4.80 .249 ±.052 -.024 -.G26 

10-10 +.OB ±.000 ±.000 ±.02 
i-'.08 io·10 ±.12 

5.60 .38 ±.15 -.09 -.09 



Table 9--Continued 

Ed a K µ 
p. dp' Total Slope Misidenti- Misidenti- Acceptance Low Total Statistical t (barns/ Error Error fication fication Error Momentum · Sys tema tic Error 

(Gcv/c) GeV 2
) Error Error Error Error 

Particle K-
..3 +.001 10-) .80 .119 10 ±.012 -.001 ±.001 ±.000 ±.005 ±.007 t.009 :!;.008 

-~ +.002 ±.011 . 10 .... 1. 20 .148 10 ±.012 -.002 ±.000 ±.006 ±.009 ±.007 

-5 +.004 10-:5 
1.60 .292 10 ±.026 -.004 ±.003 ±.000 ±.012 ±.017 ±.021 ±.015 

J. +.009 -6 
2.00 .474 10 ±.035 -.009 ±.005 ±.001 ±.019 ±.022 10 . ±.027 

.J'> +.003 ±.006 10~ ±.008 co 
2.40 .127 10 ±.010 -.003 ±.000 ±.005 ~ 

..II +.035 ±.047 10-a ±.081 3.20 .784 10 ±.094 -.035 ±.001 ±.032 

...!I +.06 _, 
4.00 .49 10 ±.12 -·.OG ±.000 ±.02 ±.06 10 ±.10 

- 11 +.71 +.47 ±.002 ±.04 
+.47 10-11 ±.53 4.80 .89 10 -.63 -.34 -.35 

Particle p 

.80 .549 10-~ ±.050 
+.002 t.012 ±.001 ±.022 ±.033 ±.041 10-~ ±.029 
-.003 

+.001 -~ 

1. 20 .102 10-~ ±.008 ±.000 t..004 ±.006 ±.007 10 ±.004 
- .001 

- 5 +.003 -5 

±.016 ±.003 ±.000 ±.007 ±.010 ±.012 1.0 ±.011 . 1.60 .165 10 -.003 

I I I I I 



Table 9--Continued 

Eda K µ 
pt dpl Total Slope Mis i den ti- Misidenti- Acceptance Low Total Stat is tica 1 

(barns/ Error Error fication fication Error Momentum Systematic Error 
{GeV/c) GeV 2

) Error Error Error Error 

Particle p--continued 

2.00 .365 10_, ±.030 +.010 t.005 ±.000 ±.014 ±.018 lo-r. t.023 
- .011 

2.40 .535 10-1 +.050 +.021 ±.000 :t.021 +.030 10-7 ±.040 
-.051 -.022 -.031 

3.20 .185 lo-• ±.035 +.012 ±.000 ±.008 ±.013 lo-• ±.033 
-.012 

4.00 .164 10-' +.067 +.024 t.000 ±.007 +.025 lo-' ±.062 
-.071 -.033 -.034 

c:> 
U\ 



I I 



Table 10--Continued 
Eda K 11 

pt dpT lotal Slope Misidenti- Misidenti- Acceptance Low Total Sta tis ti ca 1 
(barns/ Error Error fication fication Error Momentum. Systematic Error 

(GeV/c) GeV 2 ) Error Error Error Error 

Particle K+--continued 

2.88 .219 10-7 ±.016 +.008 ±.000 ±.009 :t.0112. 10-7 '±.011 
-.009 

3.84 .526 10-' ±.057 +.031 1".000 ±.021 ±.037 . 10-' ±.043 
-.031 

4.80 .228 10-10 +.071 +.047 ±.000 ±.010 
+.04R 10-10 ±.059 

-.076 -.0'16 .:;047 

Particle p 

.96 .118 10-) ±.010 +.001 ±.001 ±.000 ±.005 ±.007 ±.009 10- 3 :t.004 
-.001 O:> ....., 

1.44 .182 lo-:~ ±.013 +.002 ±.000 ±.008 ±.011 ±.013 10-~ :t.004 
-.002 

1.92 .205 10- 5 ±.015 
+.003 ±.001 ±.000 ±.009 ±.012 ±.015 10-5 ±.003 
-.003 

2.40 .218 10-r. ±.011 +.006 ±.001 ±.000 ±.009 ±.011 10-' :t.002 
-.006 

2.88 .312 10- 1 ±.022 
+.012 ±.000 ±.012 ±.017 10-1 :t.013 
-.012 



Table 10--Continued 

Ed •:< µ 

I\ dj)T Total Slope Misidenti- Misidenti- Acceptance Low Total Statistical 
(barns/ Error Error fication ;ication Error Momentum .Sys tema tic Error 

(GeV/c) GeV 2
) Error Error Error Error 

Particle p--continued 

3.84 .605 10_9 ±.060 +.036 ±.000 ±.024 ±.043 :10-' ±.042 -.036 

io +.064 +.040 +.041. 10-10 4.80 .194 10-
-.063 - .039 . ±.000 ±.008 -.040 ±.049 

Particle n -

.96 .325 10-3 ±.024 +.003 ±.003 ±.013 ±.019 ±.024 10-3 ±.005 
-.004 

1.44 .284 10_ .. ±.021 +.004 ±.002 ±.012 ±.017 ±.021 10_ .. ±.004 
-.004 £ 

1.92 .263 10-5 ±.019 +.005 ±.Oul ±.011 ±.015 ±.019 10-5 ±.003 
-.005 

2.40 .297 lo""' ±.014 +.008 ±.001 ±.012 ±.013 10-li ±.002 
-.008 

2.88 .368 10-7 ±.023 +.013 ±.001 ±.014 ±.020 10-7 ±.013 
-.013 

3.84 .707 10_, ±.059 +.039 
- .039 

±.002 ±.029 ±.049 10-9 ±.034 

10-10 +.050 +.037 ±.000 ±.007 +.038 10-lO ±.032 4.80 .161 -.047 -.034 -.035 

Particle K-

.96 . 507 10_ .. ±.050 +.006 ±.005 . ±.002 ±.020 ±.031 . ±.037 10-.. ±.033 
-.007 

I I I I I 



Table 10--Continued 
Eda K JJ 

pt dpl Total Slope Misidenti- Misidenti- Acceptance Low Total Stat is ti cal 
(barns/ Error Error fication fication Error Momentum Systematic Error 

(GeV/c) GeV 2
) Error Error Error Error 

Particle K---continued 

1.44 .553 10- 5 
±.046 +.008 

-.009 ±.001 ±.022 ±.034 ±.041 10 
-5 

±.021 

10- 6 +.011 _, 
±.015 1.92 . 567 ±.046 - .011 ±.006 ±.001 ±.023 ±.035 ±.043 10 

-7 +.020 -7 ±.013 2.40 .673 10 ±.036 -.020 ±.007 ±.001 ±.027 ±.035 10 

10·• +.033 +.045 -· i.042 2.88 .797 ±.062 -.034 ±.001 ±.032 -.046 10 

10-9 +.013 +.013 -9 
±.012 3.84 . us ±.017 ±.000 ±.005 10 ..... 

- .012 -.012 o:> 

'° 
10· 12 +.52 +.25 +.25 -12 

.±. 46 4.80 .46 -.46 -.18 ±.002 ±.02 -.18 10 

Particle ii 

.96 .243 10-" ±.023 +.003 ±.005 ±.001 ±.010 ±.014 ±.OlB lo-" ±.013 -.003 

1.44 .266 10-S ±.022 +.004 ±.000 ±.011 ±.016 ':t.020 lo-~ :t.Oll -.004 

1.92 .245 10·' ±.020 +.006 ±.006 ±.000 ±.010 ±.014 ±.019 lo-• ±.OOB -.006 

2.40 . 199 10-7 ±.013 +.009 ±.007 ±.000 ±.008 ±.013 10-1 ±.004 
-.009 

2.88 10-8 +.012 :1:.000 ±.009 . +.014 10·• ±.014 • 209 ±.020 - .011 -.013: 

3.84 -10 +.063 +.047 ±.000 ±.008 +:04B io-10 ±.041 .199 10 -.060 -.043 -.044 
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Table 11 

Parameterization of Cross Sections: -
Edcr A B 
:r::-3- = C·p (1 - x ) dp t t 

,-

A B c x2 DF -
+ 8.6 ± .5 7.0 ± .6 (. 44 ±·. 10) x l 0- 2 6.6 4 1T 

1T 7.5 ± .5 8.9 ± .7 ( . 32 ± . 12) x l 0- 2 2.2 5 

k+ 7.3 ± .6 8.6 ± l. l (.78± .. 38) x 10- 3 l. l 4 

k 8.9 ± .5 l 0. 2 ± .4 (. 60 ± . 22) x 10- 2 . 19.3 4 

p 9.9 ± .8 6.4 ± 1.5 (. 46 ± . 27) x 10- 2 1.8 4 

p 9.8 ±1.2 8.0 ± .8 (.22± .24) x 10- 2 .96 1 

-

-



I 

Table 12 

Beam Ratios: 

'.1!-~ -+ h 
pp -+ h 

+ + -
k+ - - 1T + 1T 

Pt 1T 1T k p : p 2 

.96 .582 ± .062 .787 ± .083 . 722 ± .090 .972 ± .128 .542 ± .061 1. 027 ± . 132 . 677 ± . 051 

1.44 .548 ± .058 .797 ± .082 .547 ± .065 .860 ± .100 .365 ± .039 1.038 ± . 119 .661 ± .049 

1. 92 .635 ± .069 .930 ± .100 .612 ± .075 .993 ± .128 .410 ± .048 1. 448 ± . 196 .741 ± .058 
(;1 \· 

2.40 .692 ± .048 l.003 ± .068 . 720 ± .056 l. 153 ± .094 .417 ± .035 l.408 ± . 160 .833 ± .041 _.. 
I~ ....... 

2.88 .765 ± .072 l . 293 ± .122 .769 ± .084 l.436 ± . 173 .402 ± .044 l. 949 ± . 293 .982 ± . 066 

3.84 1. 132 ± • 147 l. 862 ± .246 1.057 ± . l 9l 3.194 ± . 724 .490 ± .096 3.245 ±1.637 l. 399 ± . 131 

4.80 1. 157 ± .397 3 . 514 ± l. 300 1.086 ± . 510 3?..37 ±32.37 .413 ± .257 l. 785 ± . 461 
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Table 13 

Trigger Ratios 

-.. -
Pt -· + rr /rr k-/k+ p/p k+h/ it /rr -

200 GeV/c rr- beam -. 
. 96 l. 162 ± .030 .754 ± .052 . 392 ± .022 .297 ± .Ol5 . 193 ± .010 

1.44 1.207 ± .035 .785 ± .040 .416 ± .018 .323 ± . 013 .210 ± .009 
l. 92 1 . 128 ± . 053 . 758 ± .070 .424 ± . 043 .342 ± .022 .230 ± .018 
2.40 1. 199 ± . 051 .755 ± .045 . 310 ± . 031 .413 ± .020 .260 ± .014 
2.88 1 . 180 ± . 098 .681 ± .069 .324 ± .043 .416 ± .038 .240 ± .023 
3.84 .951 ± . 134 .660 ± .142 . 218 ± .093 .402 ± .068 .279 ± .053 
4.80 1. l 03 ± .353 . 601 ± . 319 .485 ± . 194 .264 ± .124 
5.76 . 375 ± • 307 .518 ± .518 . 226 ± .226 .312 ± .312 -
300 GeV/c n- beam 

. 80 1 . 109 ± .032 .878 ± .079 .453 ± . 031 .236 ± . 016 . 187 ± . 013 
l. 20 1.206 ± .033 .734 ± .044 .451 ± .022 .294 ± . 013 . 179 ± . 009 
l. 60 1. 145 ± .048 .796 ± .058 .435 ± .037 . 348 ± .019 .242 ± .016 
2.00 1.113± .047 .614 ± .051 .516 ± .048 .415 ± .026 .229 ± .015 
2.40 l . 156 ± .045 .796 ± .075 . 445 ± .049 . 403 ± .034 .278 ± .023 
3.20 1 . 217 ± . 135 .765 ± . 132 .301 ± .072 .438 ± .069 .212 ± .056 
4.00 1 .282 ± .241 .449 ± . 137 .614 ± .328 .606 ± . 147 .037 ± .028 
4.80 2. 591 ±l.069 . 113 ± .094 .852 ± .455 
5.60 

200 GeV/c p beam 

.96 .859 ± .026 .560 ± .049 .207 ± .014 .239 ± .015 . 156 ± .011 
1. 44 .830 ± .023 .499 ± .027 . 146 ± . 007 .323 ± .013 . 195 ± .009 
1. 92 . 771 ± .024 .467 ± . 022 .120 ± . 006 .356 ± .014 . 21'6 ± .009 .. 2.40 .827 ± .030 .471 ± .024 .092 ± .006 . 397 ± . 017 .226 ± .010 
2.88 .698 ± .048 .365 ± .033 .067 ± .007 .414 ± .032 .216 ± .018 
3.84 .578 ± .056 .218 ± . 039 .033 ± . 011 .430 ± . 051 . 162 ± .027 
.4. 80 . 363 ± . 140 .020 ± .020 .516 ± .213 .029 ± .029 

-



Product 
Quarks 

+ 
7T 

7T 

k+ 

k-

p 
-p 

-; + 
7T 7T 

k-/k + 

p/p 
k~/rr+ 

k-/i:r-
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Table 14 

Valence Quark Counting 

Number of Ways to Pick a Product 

Quark from an Incident Quark 

Incident 
Quarks 

ua 
lid 
-us 

us 
uud 
ii ii a 

p 
uud 

2 

1 

2 

0 

5 

0 

Predicted Ratios 

3/2 

1/2 

1/3 
1* 

1/3* 

*Assuming Su(3) symmetric sea. 

7T 

Gd 

0 

2 

0 

1 

2 

Total 

2 

3 

2 

6 

2 
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