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The Total Cross-Section for vue Elastic Scattering

by Ken Lefler

Abstract

An experiment was performed at Fermi National Accelerator Laboratory
to measure the total cross section for vue elastic scattering. A total
of 0.7 x 1019 350 GeV protons were incident on the neutrino area target.
The secondaries were horn focussed to produce a wide-band neutrino beam.
The neutrinos were incident on a modular electromagnetic shower detector
with good angular and energy resolufion. A total of 190,000 triggered
events were collected. The data were reduced to a sample of 26,000 events
by demanding that only a single electron shower be present. These remaining
events were reconstructed by computer and scanned visually for a final
event selection. Kinematic cuts were applied to isolate the v_e events.
The background subtracted and efficiency corrected signal was 33.0 + 11.3
events. This corresponds to a cross section of 1.6 + .5 (statistical)
* .5 (systematic) X 10-42 Ev cmz/Gev and a Weinberg angle given by sinze =

W
.25 * .06 (statistical) * .06 (systematic).
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CHAPTER I

INTRODUCTION

The last decade has seen major advances in both our theoretical
and experimental understanding of weak and strong interactions. At
the beginning of the decade the V-A theory of the weak interaction
offered # good description of the low energy weak phenomenology, but
violated the unitarity limit at high energy. Many of the symmetries
- of the strong interaction were understood, but a fundamental theory
of the dynamics was lacking. The completion of the new higﬁ energy
accelerators early in the decade allowed a more detailed probing of
strong interaction effects and the advent of high energy neutrino beams
enabled physicists to study the weak interaction in new, untested regions.
These important experimental results were accompanied by major theoretical
advances as well. Throughout this period much theoretical work went into
studying the application of nonabelian gauge theories and spontaneous
symmetry breaking to the weak and strong interactions. By the end of
the decade, serious models of both of these interactions had been
developed. These new models represent a great unification of ideas
and have considerable predictive power. This thesis deals with a
fundamental test of the new electroweak model of weak interactions.

The foundations of the original V-A theory were laid in 1956 by

(D

the suggestion of Lee and Yang that the weak interactions may be
parity violating. This was later confirmed by Wu, et al.(z) in 1957.

The V-A theory(s) of weak interactions proposed in 1958 can be thought



of as a low energy, first order approximation to the electroweak model.
In this approximation the weak interaction is considered a current-
current interaction. For example, in inverse beta decay, v > ep,

the leptonic current (ve + e) interacts with the hadronic current (n + p.
The currents are charged currents since the initial and final leptons
differ in electric charge. In 1973 neutral currents were first ob-

served.(4)

In the neutral current analog to inverse beta decay,

v > VI the lepton current (ve > ve) interacts with the hadronic
current (n + n). The currents are neutral since the electric charge

of the initial and final leptons is identical. The neutral current
interaction was a new type of interaction anticipated by the theoretical

work of Weinberg, Salam, and Glashow(s)

in the development of the
electroweak model.

This model was a major contribution to theoretical physics in
general, as well as to weak interaction theory. It formally unified
the weak and electromagnetic interactions and, more importantly,
illustrated the use of nonabelian gauge theories and spontaneous
symmetry breaking in the study of fundamental interactions. Gauge

theories have since been developed for the strong interaction (QCD)
and for unified theories of the strong, weak and electromagnetic
interactions.

Since the theoretical ideas used in the electroweak model are
gaining such wide use, it is essential that the model be given a
rigorous experimental test. The purely leptonic ipteraction
v, e > vue is an excellent test of the model since the interaction
is not predicted by the standard V-A theory and since the cross

section can be calculated without the necessity of additional



assumptions regarding the target constituents. Neutrino interactions
with nucleons are complicated by the fact that the quark content of
the nucleons is not well known. Since the neutrino and electron are
point particles, ;he theoretical calculation of the cross section is
relatively simple. Unfortunately, the experiment is very difficult
to perform since the cross section is so small. This is well illus-

42

trated by a comparison of the vue cross section (10- Ev cmZ/GeV) with

38

the qu cross section (10~ Ev cmZ/GeV) and the pp cross section

(10-26 cmz). It is further complicated by the fact that the qu inter-
actions are a major source of backgroun@ which must be rejected.

The experiment to measure the vue + vue total cross section was
performed at Fermi National Accelerator Laboratory with data taking
beginning in November of 1978. The experiment was a collaboration of
physicists from Virginia Polytechnic and State University, University

of Maryland, Oxford University, National Science Foundation, and the

Institute of High Energy Physics, Peking, China. A 12 ton target mass,

-modular detector was used to observe the vue interactions. The detector

was designed to trigger on the electromagnetic shower produced by the re-
coiling electron. Delay-line readout proportional chambers measured the
position and angle of the shower and an aluminum-scintillator sandwich
calorimeter measured the energy. A total of 250,000 triggers were
written to tape during the six months of data taking.

The theoretical aspects of neutrino electron scattering are dis-
cussed in greater detail in chapter II. A phenomenological Lagrangian
can be written for this interaction which requires.two phenomenological
coupling parameters gy and gA.. Hung and Sakurai(6) have done a

phenomenological study of all neutral current interactions and derived



a set of factorization relations between the phenomenological coupling
parameters of différent interactions. These relations can be used to set
constraints on the allowed values for 8y and ga based on the results of
other neutral current experiments. The electroweak model is also
described in the chapter and the phenomenological coupling parameters
related to the one free parameter of the model, the Weinberg angle, ew.

The chapter also discusses the kinematics of neutrino electron
scattering. The kinematics of neutrino elastic scattering from a small
electron mass is very different from neutrino inelastic scattering from
a nucleon mass. This fact is exploited to isolate the neutrino electron
signal from the neutrino nucleon background.

The accelerator and neutrino area are described in Chapter III. The
neutrinos are among the decay products of pion and kaon decay. A
neutrino beam is produced by colliding high energy protons into a target
to produce a beam of secondary pions and kaons and then allowing the
secondaries to decay. The intensity of the beam is enhanced by focussing
the secondaries while the hadronic and muonic backgrounds are decreased
by shielding the detector from the non-neutrino decay products.

The detector is described in Chapter IV. The recoiling electron
from the vue interaction will form an electromagnetic shower as it
passes through the detector. Since kinematic cuts are used to isolate
the signal from the background, the detector must accurately measure the
energy and angle of the electron shower. The construction and operation
of the delay-line proportional chambers are described along with the
calibration and resolution of the alumimum—scintillétor rcalorimeter.

Details of the trigger and data recording electronics are also given.



Chapter V discusses the determination of the incident neutrino
flux. Calculations based on the spectra of secondaries from the target
have been performed to determine the incident flux. These spectra
are known to be incorrect below 50 GeV in neutrino energy. The low
energy flux was calculated using a Monte Carlo program of the neutrino
nucleon interactions and data from a special low energy threshold
trigger. The neutrino flux input to the Monte Carlo program was ad-
justed until the predicted hadronic shower energy agreed with the ob-
served energy distribution. Estimates are also made on the error in
the flux and their effect on the event rate.

The offline data analysis is discussed in Chapter VI. A computer
program was used to make loose cuts on the data to eliminate the obvious
background. The program then generated pictures of the 20% of the raw
sample which were accepted. A display of each of these events was
scanned by a physicist implementing a tighter criteria to obtain the
final event sample.

The principle backgrounds wiich survive the scan cuts are the
quasielastic interactions v n - e p and Gep + e'naswell as single pion
production by the neutral current qu - qun°. A Monte Carlo cal-
culation was used to obtain the contribution from the quasielastic
channel. The neutral current single n°® production background was ob-
tained from the measurement of the charged current n° production.
Chapter VII discusses the details of how the backgrounds were determined;

The results on the total cross section for vue elastic scattering
are presented in Chapter VIII. The various selection efficiencies are
discussed and the coupling constants 8y and g, are determined. The

cross sections for 5ue and Gee elastic scattering and the SLAC



interference experiment with factorization are used to remove all the
ambiguity in the allowed values for 8y and 8a° The Weinberg angle is
also determined.

An outline of the experiment, data analysis and results is pre-

sented in the concluding chapter.
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CHAPTER 11

THEORETICAL CONSIDERATIONS

Kinematics

A schematic diagram of neutrino electron scattering is shown in

Figure II.1. The following variables can be defined:

(Evi’Pvi)= Four momentum of the incident neutrino

(E._,P_ )= Four momentum of the scattering neutrino

vo’ vo
(Ee, Pe) = Four momentum of the recoiling electron
0 = Scattering angle of the recoiling electron (I1-1)
relative to the incident neutrino direction
qz = Four momentum squared transferred to the electron
v = Energy transferred from the incident neutrino to
the electron = E_ - m,
y = Ratio of V/Evi
x = -q%/(zm)

The Bjorken scaling variable, X, is often used in neutrino nucleon
inclusive scattering with m equal to the proton mass, although in
neutrino electron scattering, and all elastic scattering, X is
kinematically constrained to be 1.0.

Using conservation of four momentum and the fact that.me/Evi<< 1,
several important formulas can be derived. ‘The relationship between
scattering electron energy Ee, scattering angle 9,‘and incident

neutrino energy Evi is given by:



Fig.
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I1.1. Kinematic variables for vue elastic scattering
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2E§imecose
E = . (I1-2)
€ Ez.sinze + 2E .m ‘
vi vi e
or, in the small angle limit:
E68%=2n (1 -v) (1I-3
el T cMli = Y) -3)

This relationship between the electron energy and recoil angle
from equation (II-2) is plotted in Figure II.2 for incident neutrino
energies of 10, 20, 30, and 50 GeV. The neutrino flux peaks at about
10 GeV. With an electron energy cut at 4 GeV, all of the neutrino
electron scattering signal should be confined below 16 milliradians,
assuming perfect angular resolution. The neutrino nucleon background
events are not subject to these tight kinematic constraints since the
interaction in general is not elastic and the nucleon mass is much
larger than the electron mass. The allowed kinematic region for qu
inclusive scattering is shown in Figure II1.3. The angular distribution
of the qu background is not confined to small angles. Since the
number of background events far exceeds the neutrino electron events,
the kinematic constraint is crucial in isolating the signal from the
large background.

Since, by conservation of energy, the value of y must be less than
1.0, the kinematic variable Eee2 is constrained to values less than 2me
~ 1 MeV. The neutrino electron signal should be evident at small values
of Ee62 in the Eee2 distribution of the final event sample. In order
for this relation to be useful it is essential that the apparatus have
good angular resolution.

The vue kinematic plot also iilustrates the difficulty in obtaining

accurate Y distributions. In principle, since the interaction is

it

=,

-
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elastic scattering, the incident neutrino energy could be calculated

from the recoiling electron energy and angle, and the resulting y dis-
tribution computed. The error in this computation is very sensitive

to the angular resolution. For example, assuming an angular resolution
of 10 milliradians, a 10 GeV electron shower at an angle of 5 milliradians

will have a value for y of 0.75 + 1.00.
PHENOMENOLOGICAL LAGRANGIAN

A phenomenological neutral current Lagrangian can be written for
the interaction vue > vue based on experimental constraints and guided
by general theoretical principles. The neutrinos incident on the
detector are the decay products from pion and kaon decays upstream.
Experiments have shown these neutrinos to be left-handed.(l) The most
general local Lorentz invariant bagrangian with nonderivative couplings

assuming left-handed incident neutrinos and unpolarized target

electrons is:

L=2 57,01 - 79y, &% (8,8, 1g) © + (11-4)
;v(l - YS)vué(gs - gprgle + gTGuoaB(l - Ys)vuécase]
The parameters 8;» i= (S,P,V,A,T) are the scalar, psuedoscalar, vector,
axial vector, and tensor coupling constants respectively. Hermiticity
implies that the constants 8y and g, are real. Time reversal invariance
would imply that the other constants 8g» 8p and.gT are also real,
although this has not been assumed in the following discussion.

The differential cross section resulting from this Lagrangian is:

do B 2 e 2 2 _
(vue + vue) = ___i_s. [2 (gy*gp) + 2(gy-g° (1-y7) + (11-5)

(ggl >+lpl Hy? + 320 87| 2 (1-y/2)%-8Re (g (23+e8) 1 y(1-y/2)]
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Terms of order mM/E have been neglected.

The values of the coupling constants g; are related to the Lorentz
structure of the neutral current. The values of these parameters are
unknown, however some assumptions can be made based on the resulté from
related experiments.

The Lorentz structure of the charged current interaction has been
extensively studied in nuclear and elementary particle decay (e.g. n¥4

+
! vu). The study of these interactions lead to the V-A theory
of weak interactions.(s) This theory describes the point inter-
actions of weak currents J¢ consisting of leptonic and
hadronic parts o= J: + JE. The Lagrangian is of the form:
S8t « w7 (11-6)

L=z )+ I (), + )

. -5 -
The Fermi constant G has a value of 10 " m, .

Experimentally, the explicit form of the leptonic current was

found to be consistent with
H_ - K - S JH - _
Jo = vy (1 - yg)e + vy Q Yglu (11-7)

Since the operator (1 - ys)/z is a left-handed helicity projection
operator for mass zero states, only left-handed neutrinos participate
in the charged current interactions. This is consistent with the two
component neutrino hypothesis which states that the neutrino is always
left-handed and the antineutrino always right-handed.

Since the hadrons are not point particles, no explicit form of the
hadronic current could be written. It has been established through a -
long series of experiments that the current is an isovector and contains

h

By analogy with the charged current it is natural to assume that

vector and axial vector parts Jﬁ =Vl - Aﬁ.(4)

the neutral current also contains nonzero vector and axial vector terms.

-

—

-
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The presence of these terms in the neutral current Lagrangian was
confirmed by the SLAC interference experiment.(s) In this experiment
polarized electrons were scattered from a deuterium target.

e(polarized) + D+ e + X (11-8)
The experiment measures the scattering asymmetry:

g~
Ao RCL

9R*L

(11-9)

The parameter o is the cross section for the scattering of left-handed
electrons and % is the cross section for the scattering of right-handed

electrons. The presence of this asymmetry is due to the interference of

the parity violating portion of the weak neutral current with the
electromagnetic current. This asymmetry can be parameterized by:(e)

2
A . a, +a, l_l__(_l;._)')_z_ (11-10)
1 1+ (1-y)

The parameter a, measures the strength of the A V' interference

1 lepton quark

term and the parameter a,

term in the Lagrangian. The experimental observation of both of these

measures the strength of the vleptonAquark
terms indicates that the weak neutral current has both nonzero vector
and axial vector parts.

As is evident from equations (11-4) and (II-5), the different
Lorentz terms in the Lagrangian give contributions of different
functional form to the differential cross section do/dy. In particular,
the scalar and pseudoscalar terms contribute a cross section rising with
Yy, while the contributions from the other terms are either flat or
falling. The observation of a rising differential cross section would
indicate the presence of scalar and/or pseudoscalar terms in the

Lagrangiarn. This measurement has not been done for the purely leptonic
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interaction vue > vue, but measurements have been made for the neutral
current interaction qu;+ vu+ X. The phenomenological Lagrangian for

this interaction is identical to equation (II-4) if one replaces the field
e with the quark fields and integrates over the quark distributions in the
nucleon. The resulting y distribution has the same form as equation
(II-5). By studying the y distributions measured in neutrino nucleon
inclusive scattering, several experiments have put limits on the values
of ga and gy- A CERN experiment has observed falling y distributions

.(7)

which lead to the constraint:
2
)

(gv+gA)2 + (gy=8y)

2
(e ™ + lg,

= 0.04 ¢+ 0.14 . (I1-11)

This limit can only be set by assuming CP invariance and that gT=0.
This is a consequence of the confusion theorem(gj which states that the
differential cross section produced by any mixture of vector and axial
vector,couplings can also be produced by an appropriate combination of
scalar, pseudoscalar and tensor terms. Without the above assumptions the
gs and gp contributions cannot be separated from the gy and g, con-
tributions and no limit set. As a corollary to this theorem, the
observation of a differential cross section which can be reproduced by a
Lagrangian with only vector and axial vector terms is not sufficient
evidence to conclude that the Lagrangian is solely vector and axial
vector.

The scalar, pseudoscalar, and tensor terms are helicity flipping
terms. An incident left-handed neutrino will flip its helicity to
become an outgoing right-handed neutrino. The presence of these .terms

would violate the two component neutrino hypothesis. This hypothesis

e

=
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has not been tested in neutral current interactions. It is possible
that only charge current interactions obey the hypothesis.

Based on all the indirect evidence stated above, it is usually
assumed that the leptonic neutral current is composed of only vector

and axial vector parts. The Lagrangian then has the simple form:
=23y, 0 - vy & (g gy5)e (11-12)
/Z ula 57 7Y LByTeATs

The differential cross section and total cross section are:
2

G°E. m
Vv e 2 2 2
g% T [gy *+ 8)" + (g -8 (1-y)7] (11-13)
and: ,
G‘Egmg 2 (8 - g)2
o= 7 [lgy+8) +—5— (11-14)

Hung and Sakurai have done a phenomenological analysis of the

(9)

weak neutral current interactions. They consider neutrino-electron,
neutrino-nucleon, electron-nucleon, and electron-muon scattering. The
Lorentz structure of the neutral current is assumed to be vector and
axial vector and the hadronic neutral current is allowed to have
isoscalar and isovecfor parfs.‘ There are 13 coupling constants required
to describe all of these interactions. See Table II.1 for a definition
of the constants.

If one assumes that the weak current is mediated by the exchange of
a single boson, then six factorization relations can be derived. An
important relation is the following:

BV _ (e +y/3) (@ + 8/3) (1I-15)
Er (@ + Y/3)(B + §/3)

The parameters &,5,;, and 8 are involved in the SLAC interference and

atomic parity violation experiments and a,B,y, and 8§ are involved in
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Table II.1 Definition of phenomenological neutral current coupling

parameters
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neutrino nucleon current scattering. The measurement of 8y and
g and the results from the other neutral current experiments can test
this factorization relation and indirectly the single boson hypothesis.
Conversely, assuming the validity of the factorization relations, the

SLAC interference and neutrino nucleon inclusive scattering experiments

can be used to set constraints on the allowed values of gy and gy
ELECTROWEAK MODEL

A major advance in our understanding of weak interactions occurred
with the publication of the electroweak model by Weinberg and Salam in
1967.(10) The model formally unified weak and electromagnetic inter-
actions by combining the ideas of gauge theories with spontaneous
symmetry breaking. A model first published by Glashow(ll) in 1958
contaiﬁed the idea of unification and in 1970 was extended by Glashow,

(12)

Maiani, and Iliopoulos to include hadrons as well as leptons. The
theoretical ideas began to gain wide acceptance in 1971 when t'Hooft
showed that the theory was renormalizable.(ls)

The electroweak model is a gauge theory in which the symmetry of
the theory plays a fundamental role in determing the form of the

Lagrangian. The gauge symmetry of quantum electrodynamics is a U(1)

symmetry corresponding to changing the phase of the charged fields.

The symmetry is local in that the change in phase can be a function of

space-time. The invariance of electromagnetism with respect to this

transformation implies the existence of a massless gauge boson, in this
case the photon. The electroweak model postulates that in addition to a
U(l) symmetry there is a SU(2) gauge symmetry corresponding to the local

transformation of the weak isospin of the fields.

19
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The fermions of the theory, the leptons and quarks, transform
according to the transformations of the SU(2) group in special ways.

The left-handed neutrino and the left-handed state of the charged lepton
are assigned to a doublet. The right-handed state of the charge lepton
is assigned to a singlet. The left-handed quark states are also assigned
to doublets and the right-handed states to singlets. The weak isospin (I)
assignments for the leptons and quarks are shown in Table II.2. The
quantum number for the group U(1l) is the weak hypercharge (Y) and is

also shown in the Table. The electric charge of the particle is given

by q = I3 + Y/2, in analogy to the Gell-Mann-Nishijima formula.

The basic assumption of the model is that the fundamental
interactions between the particles described by the Lagrangian are
invariant with respect to the transformations of the groups U(1l) and
SU(2). By demanding that the Lagrangian be invariant with respect to
these transformations four gauge boson fields are required. A gauge
boson is assigned to each generator of the group. The field B° is
associated with the generator of U(l) and the fields W+, W and W° are
assigned to the three generators of the group SU(2). The resulting

leptonic Lagrangian is:

_oaF A 1l 1 . ihey
L = iLy (Bx > gt WX + 5 ig BA)L +
= A .
iepy (ai + 1g'B;)eR + (e < ) (11-16)
v
= (e
L= (o)

The fields ep and L are the right and left-handed fermion fields

respectively, g' is the coupling constant between B®° and the fermions,

-~
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Isodoublets
Y
-1 -1 -1 13 1/3 1/3
1/2 v, vu \)‘r . u CL tL
- d b
1/2 eL HL TL L 5L L
Isosinglets
Y -
-2 -2 -2 4/3 -2/3 4/3 -2/3 4/3 -2/3
° 1% YW T Yp dg R SR ' PR
Table II.2 Isospin and weak hypercharge assignments for the leptons

and quarks.
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rand g is the coupling constants between the W and the fermions. The
vector T represents the Pauli spin matrices, the generators of the
group SU(2). The full Lagrangian contains additional terms re-
presenting the kinetic energy of the fermions and bosons.

A linear combination of thc neutral fields B° and W° with a mixing
angle ew forms the photon and the orthogonal combination forms the Z°,
the mediator of the weak neutral current. The model predicts a neutral
current weak interactipn as well as the charged current interaction. The
Feynman diagrams for some of the weak leptonic interactions are shown in
Figure II.4. Demanding that the photon couple to an electron with a
charge € gives a relation between the coupling constants g and g':

tang, = g'/g e = gg' (g° + g'2) " /? (11-17)

The parameter 8, is the only free parameter required to determine all

W
the dynamical interactions of the particles.

So far the gauge bosons are massless. Explicit mass terms destroy
the gauge invariance of the lLagrangian. The major contribution of
Weinberg and Salam was to merge the idea of Yang-Mills gauge theory

discussed so far with the Higgs mechanism(14)

to generate masses. A
doublet of scalar particles ¢ is added to the Lagrangian. These interact
with the bosons in a SU(2) x U(l) invariant way and with the fermions by a
Yukawa coupling. The resulting Lagrangian is still gauge and Lorentz
invariant. Masses are generated by spontaneous symmetry breaking. It is
assumed that the vacuum expectation value of the scalar fields is

nonzero and not gauge invariant. _Rewriting the Lagrangian in terms of

the observable fields ¢ - <¢> generates mass terms for the charged

. + - . .
fermions and W , W, and Z°. The photon and neutrino remain massless.

-
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The first order effective Lagrangian in the electroweak model is
of the form of equation (II-12) with gAi=-1/2 and.gv = -1/2 +Zsin28w
with ew the Weinberg mixing angle. Experimentally, the momentum
transfers involved are so small compared to the exchanged boson mass
squared that propagator effects can be ignored. A typical q2 at the

experimentally available energies is 10-2 GeVZ, while the 2° mass

squared is thought to be of the order of 104 Gevz. The differential
cross section in the zero q2 limit is given by:(ls)
do GzEvme . 2.2 . 4 2
I = — [(1 -2sin ew) +4sin ew(l -] (11-18)
and the total cross section by:
2 . 4
o = G—Ejrm—e (1 2sin%s, )% ve S04 (11-19)

Figure II.5 shows the total cross section as a function of sinzew.

The electroweak model has been very successful in describing the
experimental data. The data from the study of the vN interactions
agrees well with the model. Indeed, the model has been used as a basis
for studying the structure of the nucleon. >The SLAC interference and
parity violation in atomic physics experiments also agree with the model.
All of these experiments give a consistent value for sinzew near 0.23.
The neutrino electron interaction represents a good test of the theory
since, in contrast to the above mentioned interactions, no additional
assumptions must be made about the quark content of the nucleon. In

principle, the cross section can be calculated exactly.
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CHAPTER 111
NEUTRINO PRODUCTION

Neutrinos are among the principal decay products of pion and kaon
decay. To produce a.high energy and high intensity neutrino beam, one
must first produce a high energy and well collimated beam of pions and
kaons. The major features of the neutrino production system are a pro-
ton synchnotron to accelerate protons to 350 GeV, a neutrino area target
in which the protons interact to produce pions and kaons, a focussing
system to collimate the beam of secondaries, and a decay and shielding
region where the secondaries decay and the non-neutrino decay products
are filtered from the neutrino beam.

A schematic diagram of the Fermilab accelerator is shown in Figure
III.lgl) Protons from the Cockroft-Walton preinjector are first
accelerated in the proton linac to 200 MeV and then injected into the
booster. In the synchnotron booster the protons are rebunched and
accelerated to 8 GeV and then transferred to the main proton synchno-
tron. In the main ring the protons are bunched into RF '"'buckets"

corresponding to stable phase regions of the 52 megahertz RF field.

* The spacing between RF '"buckets" is 18 nanoseconds. The particles

are accelerated to 350 GeV and then extracted into the neutrino area
béamline. The extraction occurs over a 1.5 millisecond period with
typically 1013 protons per spill extracted. Secondary emission
monitors (SEM) and beam torroids (TOR) monitor the proton beam

intensity to the neutrino production area.
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The main features of the neutrino area beamline are shown in Figure
I111.2. The 350 GeV protons are extracted from the main ring and are
incident on the neutrino area target. The target consists of one
interaction length of berylium oxide imbedded in a water cooled aluminum
block. The noninteracting protons are stopped by a beam dump further
downstream.

The charged particles resulting from the proton interactions in the
target, mostly pions and kaons, are focussed by the horn.(z) The horn is
a conical shaped aluminum conducting sheet which produces a torroidal
magnetic field. Eighty kiloamps of current are pulsed into the horn
during the fast spill to produce the magnetic field. This field causes a
radial inward average transverse momentum kick of .15 GeV/c to the
positive particles focussing them parallel to the beam direction. The
negative particles, correspondingly, tend to be kicked away from the
beam direction. The horn serves the dual purpose of a lens to focus the
positive charges and a filter to eliminate the unwanted negative
charges.

The secondaries passing through the horn enter a 1000 foot decay
region. The decay particles will be neutrinos, muons, and other
pérticles. The relevant decay modes are shown in Table III.1. Muon
neutrinos result from the decay of n* and K+, while muon antineutrinos
result from the decay of = and K . Electron type neutrinos result from
K* and K° decay. Even though the negative particles are dispersed
rather than focussed by the horn, some negative particles will decay
in the beam pipe to create a contamination of antiﬁeutrinos. The
resulting neutrino beam is composed of muon and electron type neutrinos

in roughly the ratio vuivu:ve:Gev= 400:50:2:1. Two torroids at the end
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of the decay pipe deflect a portion of the positive muons out of the beam-
line. The remaining particles enter a region of 1500 feet of shielding
consisting of steel, concrete, and earth. The strongly interacting
particles range out by interacting in the shielding while the muons
undergo an ionization loss. Muons of energy up to 250 GeV range out

in the shielding. The neutrinos pass through the shielding essentially
unimpeded and are incident on the detector.

The experimental areas begin after the 1500 feet of shielding. The
detector for this experiment (E-253) and a detectbr for a charmed
particle lifetime measurement (E-531) are housed in the Wonder building.
The bubble chamber is 1500 feet further downstream. All of-these experiments
were running simultaneously. The neutrino beam to these experiments
consisted of vu with a background of other neutrinos and muons. The
muons were not a significant problem for the bubble chamber since it is
shielded by an additional 1500 feet of earth, but they were a problem
at the Wonder building.

A high flux of muons will increase the trigger and veto dead times
and interfere with the clean operation of the detector. The decision to
run the accelerator at 350 GeV rather than the usual 400 GeV was made
to decrease this muon background flux at the Wonder building. In
addition, the torroids were added to further reduce the muon flux.

The torroids have the unfortunate side effect of interfering with the
operation of the external muon identifier (EMI) of the bubble chamber.
Muons deflected by the torroids multiple scatter from the edge of the
earth shielding into the EMI. For this reason the torroids were not
used when the bubble chamber was in operation. About half of the data

was taken with the torroids on. The torroids reduce the muon flux
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through the detector by a factor of 8.

In order to determine the total cross section for vue elastic
scattering, one must know the magnitude and energy distribution of the
incident neutrinos. Over the years a Monte Carlo program has been
developed (NUADA).to model the neutrino production process and predict
the neutrino flux. The results of this program have been found to be
correct for neutrino energies above 50 GeV, but it underestimates the
lower energy flux.

The low energy results of the program were supplemented using data
from a low energy threshold neutrino trigger for our detector and a .
Monte Carlo program which models the energy deposition of the qu
events in the calorimeter. The low energy flux which is input to the
Monte Carlo is adjusted so that the predicted energy distribution
agrees with the observed distribution.

The details of the NUADA program and the low energy flux

determination procedure are given in Chapter V.
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CHAPTER IV

APPARATUS
GENERAL LAYOUT

Most of the neutrinos incident on the detector pass through without
interacting. Of those that do interact, the vast majority are neutrino
nucleon interactions and only rarely does a neutrino electron inter-
action occur. Since such a rare interaction is under study, great
care must be taken in designing a detector which can discriminate the
vue events from the qu events. The trigger must be designed to accept
a large fraction of the v,© events while, at the same time, rejecting
as many va events as possible. Since kinematic cuts are used to
isolate the signal from the large background, the detector must have
excellent angular and energy resolution. In order to satisfy all of
these requirements with the additional constraints of reliability and
low cost, a modular detector was designed using delay-line readout propor-
tional chambers to measure the angle of the electron shower and an aluminum-
scintillator sandwich calorimeter to measure the shower energy.

A schematic diagram of the apparatus is shown in Figure IV.I. The
detector consists of a front veto hodoscope (A) composed of 36 scintillation
counters of overall dimensions of 1.5mx4.0m. Since the shielding is inca-

pable of stopping the high energy muons, the hodoscope is essential in
preventing incident background muons from triggering the apparatus.

After the front veto wall are 49 detector modules. Each module

consists of 1.1 radiation lengths of aluminum, a delay-line proportional

k4=
Qo
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chamber, and a layer of 1/2 inch thick plastic scintillator. The trans-
verse size of the module is lm x lm with the modules spaced longitudinally
one foot apart. The total mass of the detector is 12 tons with a

fiducial mass of 8 tonms,

Table IV.1 summarizes some of the relevant characteristics of
aluminum. The aluminum is the principle source of the target mass.

Among cheap and common materials it has a large number of electrons per
radiation length and a high ratio of electrons to nucleons. The incident
neutrino will interact with an electron in the aluminum and the pigh
energy recoiling electron will initiate an electromagnetic shower which

- propagates through the detector. In addition to being the source of
target mass, the aluminum also serves as the radiator for the
electromagnetic shower.

Pulses on the cathode plane of the delay-line proportional chamber
induced by the passage of the electrons in the shower through the
chamber are used to determine the x and y position of the shower. The
energy of the shower is determined from the scintillator pulse height.
The chamber anode pulse and scintillator pulse heights are both used in
the energy deposition trigger for the detector.

After the last module is a tagging hodoscope (B) which detects the
.leakage of particles out of the end of the calorimeter. This hodoscope
consists of 21 scintillators and measures 1.6mx 1.6m.

In front of the final muon identifying hodoscope (C) is a 4'x10'x10’
steel hadron absorber. The final hodoscope measures 3.0mx3.0m and is com-
posed of 27 scintillators. The steel is 70 radiatibn lengths and 7 absorption

lengths in thickness. All of the electrons in the electromagnetic shower will




Atomic number
Atomic weight
density

collision length
absorption length
radiation length

critical energy

Table IV.1.

z 13
A 27
0 2.7 gm/cm3

2
Lc011 68.9 gm/cm 25.5 cm
A 37.2 cm

2
X, 24.01 gm/cm 9.0 cm
£ 34 MeV
c

Characteristics of Aluminum.
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range out in the aluminum or steel absorber with only tne muons and a few
hadron punch throughs penetrating into the back hodoscope. The back
hodoscope is useful in identifying and rejecting the hadronic eveﬁts.

The electronics is summarized in Figure IV.2. : Each hodoscope
counter is latched and the front hodoscope used as a muon veto in the
trigger. The pulse on the anode plane of the proportional chamber is
digitized by an analog to digital converter (ADC). The anode pulses
are also input to the chamber trigger logic. A trigger (labeled CH)
is issued if the total energy deposited in six consecutive chambers is
above threshold. The pulses on the cathode plane are input to a time
to digital converter (TDC). The positions of the showers in the chamber
can be determined from the digitized arrival times.

The energy of the ghoweris determined from the scintillator pulse
heights. The scintillator phototube signal is digitized by two sets of
ADC's. One set digitizes the direct phototube pulses. These digitized
values are used to compute the shower energy. Another set of ADC's
digitizes an amplified phototube signal. This amplified set extends the
dynamic range of the pulse height measurement to below minimum ionizing.
These amplified pulse height measurements are used to identify muons by
their energy deposition. In addition, a trigger (labelled SC) is issued
if the phototube pulse height in each of four consecutive scintillators
is above threshold. The master trigger is a coincidence between the
chamber trigger (CH) and the scintillator trigger (SC) in anticoincidence
with the muon veto hodoscope, (A-CH*SC).

CHAMBER OPERATION
The Delay-line proportional wire chambers consist of an anode plane

of wires and two cathode planes. (1) The anode wires are gold plated
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tungsten of 20 micron diameter spaced 3 mm apart. The anode wires are
tor'ed together to form one output anode pulse. One quarter inch on
either side of the anode plane are the cathode planes at ground

potential. Each cathode plane is a sandwich of G-10 plastic and

copper. The back face of the G-10 is epoxied to a sheet of aluminﬁm

for support and to provide the ground plane for the delay-line. The copper
face is milled into a zig-zag conducting delay-line (see Fig. IV.3).

The spacing between neighboring paths is 1/16". The pulse traveling on
the delay-line is sensed at 5 tap points spaced 10" apart. The chamber is
filled with a gas mixture of 80% COZ’ 19.7% Ar, and 0.3% Freon-13-Bl.

The passage of the charged particles in the shower through the
chamber will create ion pairs in the chamber gas. The high mobility
electrons will migrate to the nearest anode wires and in the process
create an avalanche of more ion pairs. The motion of the electrons toward
the anode wires and the motion of the positive ions away from the anode
induce pulses on both the anode and cathode delay-line. The anode pulse
is capacitively coupled to an anode amplifier which outputs an amplified
signal to an analog to digital converter (ADC). The cathode pulse will
begin on that portion of the delay-line nearest the anode wires where
the avalanche is occurring and propagate in both directions to the rest
of the delay line.

Consider a tap point on the delay-line which is displaced laterally

10 inches from the point where the shower passed through the chamber.
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As the positive ions drift toward the cathode a positive pulse
is induced on the delay-line and a negative pulse on the collecting
anode wire. In addition the positive ions drifting away from thé
avalanche wire will induce a positive pulse on the neighboring anode
wires. This pulse forms a negative image pulse on the delay-line.
The total induced pulse on the delay-line is a directly induced positive
pulse superimposed on a broader negative pulse. The total pulse pro-
pagate to the tap points. The magnitude of the negative delay-line

pulse will depend on the capacitance between the anode and delay-line.

A pulse traveling on the delay-line is sensed by cathode‘amplifiers
at each tap point (see Figure IV.4a,b). The difference amplifier .
differentiates and discriminates the delay-line pulse to form an out-
put logic pulse. The logic pulse begins when the differentiated‘delay-
line pulse first exceeds the preset threshold. The logic pulse then
returns to zero when the trailing edge of the differentiated delay line
pulse falls below threshold. The width of the logic pulse gives a crude
measure of the width of the shower or track inducing the pulse. The
thresholds of all the cathode amplifiers were set identically using a
standard square wave into the test input of the amplifier and then
increasing the threshold level from below until a logic pulse is
triggered.

Figure IV.4 also shows the difference in pulse formation between
the X and Y delay-lines. The initial negative pulse on the Y-delay-line

is larger than the comparable pulse on the X delay-line since the

anode-cathode capacitance is different. The zig-zag of the X delay-line
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is perpendicular to the anode wires. While the zig-zag of the Y delay
line is parallel to the anode wires, causing the difference in the
capacitance. This causes the Y delay-line to be slightly less efficient
on isolated charged particles since the absolute magnitude of the
delay-line pulse is smaller.

The logic pulse resulting from the passage of a shower or charged
particle through the chamber then goes to a TDC which digitizes the time
between the arrival of the cathode logic pulse and the TDC stop pulse.
The TDC stop pulse arrives a fix time after the event occurs in the
detector. The farther away the shower is from the tap point, the
longer will be the propagation time on the delay-line and the shorter
will be the digitized time. The TDC also digitizes the width of the
cathode pulse which is related to the width of the shower.

The position of the leading edge and width of the electron shower

is given by:

X = xTAP t g (TOF - tD) - w = Bup (1v-1)
XTAP = Position of Tap-
B = Delay-line Pulse Velocity
TOF = Time of Flight Constant
tD = Digitized Time
wy = Digitized Width

A right-left ambiguity is introduced due to the fact that the pulse
sensed at the tap could be traveling from either direction on the delay-
line. See Appendix IV.1 for a description of how the constants TOF and

B are determined.
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The shower position is reconstructed as in Figure IV.5. Assume the
shower passes through the cathode plane between taps 3 and 4. Taps 2 and
3 will sense the left edge of the shower and taps 4 and 5 will sense the
right edge. All of these taps will also sense the approximate width of
the shower. Tap i is too far away from the shower to give any informa-
tion. The right-left ambiguity of taps 2, 3, and 4 is shown in the
figure. Typically the width of the shower as measured by the TDC is
overestimated by 50 per cent. This cathode information is reconstructed
into a shower between taps 3 and 4 with the left edge defined by the
average of the left edges seen by taps 2 and 3 and the shower right
edge defined by the average of the right edges from taps 4 and 5. The
centroid of the shower is the midpoint between the two shower edges.

One of the limits to the spatial resolution attainable with this detector
is due to the attenuation and dispersion on the delay-line. The pulse
attenuation is about a factor of two between tap poipts. This will
cause a shift in the measured position of the edges relative to the true
shower position. Figure IV.6 shows the difference in a shower edge
position as seen from two neighboring taps. The average shift is about

8 mmn per 10 cm traveled on the delay-line. A first order correction

to the measured positions was added to compensate for this dispersion
effect (See Appendix IV.1). In addition, slewing of the TDC stop pulse
relative to the time the event occurred will also degrade the detector
resolution. This effect was minimized by using the fast rise time of
the scintillator pulse to set the trigger and TDC stop timing.

A more fundamental limit to the resolution regults from
fluctuations in the shower shape itself. The shower consists of a

central core of high energy particles at small relative angles and a
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lower energy cloud of particles that may be at larger angles. Due to
fluctuations in the shower process, the centroid of the lower energy
cloud may not coincide with the centroid of the high energy core. The
chambers are sensitive to the low energy particles and therefore .measure
the low energy centroid. This cloud of low energy particles will range
out in the aluminum of the next module with a new cloud being generated
by the high energy core. Because of this effect one would expect the
spatial resolution of the electron shower to be worse than the resolution
for muons. The resolution for muons is shown in Figure IV.7. Figure
IV.8 shows the spatial resolution for ‘showers as a function of module
number. The resolution in the first chamber of the shower is the same

as the muon resolution. The resolution then increases logarithmically
with the logitudinal development. This spatial resolution leads to acal-

culated angular resolution of 10 miiliracians for electromagnetic snowers.
CALORIMETRIC PROPERTIES

The high energy recoiling electron resulting from the interaction
with the incident neutrino will subsequently interact with the dense
material through which it passes to form an electron shower. The purpose
of the calorimeter is to measure the energy of the shower.

The electron looses energy by collisions with the atomic electrons
or by radiating a photon. At . high energies the predominant energy loss
mechanism is by radiation. The radiated photon can loose energy by péir
production or by Compton scattering. The energy of the initial electron
becomes shared among the secondary electrons and photons. These
processes repeat until the average particle energy is low enough to

stop the multiplicatidn process. The number of shower particles then
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decreases with the dominant mode of energy loss being due to atomic
collisons and compton scattering. There are two parameters which describe
how the electron shower developes in a material. The radiation length

is defined as the distance necessary for the initial electron energy to
fall to 1/e of the ériginal value because of radiation loss. The critial
energy is that energy at which the probable ionization loss is equal to
the probable radiation loss. The radiation length is a good measure of

the scale of the longitudinal development of the shower and the critical

energy determines the number of particles at shower maximum.

A detailed mathematical analysis of the shower development process
is extremely complicated.(z) After making various simplifying approximations,
analytic expressions can be obtained. Some of the important formulas are

summarized here. The position of the shower maximum is given by:

Tpax © 1M(EL) - L. (IV-2)

Tﬁax is measured in radiation lengths, E is the incident electron energy
and ¢ is the critical energy. Note that the length of the shower develop-

ment varies only logarithmically with energy.

The rms width of the shower is given by:
R =121 MeV) x Xo/¢

Xo is the radiation length and € the critical energy. The width is
essentially independent of energy.
It is very useful to know the longitudinal development of the number

of charged particles in the shower. The formula presented here is a

(3)

generalized version of a simple expression derived by Heisenberg.

~at + 2AB)

ICE, ¢, t) = cel (IV-4)

I(E, e, t) = The number of charged particles from an incident electron
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of energy E with energy above the critical energy ¢ as a function of the

radiation length t transversed

As (-8 c = aat?
B=(t- a)yz’ D =«/(1.014 - 1)
p = In (E/e) a = 1.0028

B = 0.56 k = 1.025

These constants were determined in an electron test beam (Figure
IV.9). Anelectron of energy E was incident on an aluminum radiator of
thickness t measured in radiation lengths. The light output of the
scintillator furnished a direct measure of the number of charged parti-
cles in the shower. The multichannel analyser formed a histogram of
the scintillator pulse height for electron showers from electrons of
incident energy E passing through t radiation lengths of aluminum. From
this distribution (Figure IV.10) the mean energy deposition was computed.
Data was collected for incident electron energies of 5, 10, 20, and 30
GeV for radiation thickness from 1 to 10 radiation lengths. Data was
also recorded for incident muons on 1 radiation length of aluminum. The
mean pulse heigut from the muon traversing 1 radiation length of aluminum
was defined as the equivalent particle pulse height. The resulting shower
development curves indicating the mean pulse heights measured in units of
equivalent particles as a function of radiation length is shown in Figure IV.1l.

The modified Heisenberg formula was fit to the data for t > 1.5
radiation legths. For t < 1.5 the following was used to insure the proper

small t behavior:
I(E, €, t)=1+Ct+Ct2
’ 1 2 (1v-5)

¢ and C2 are determined by demanding continuity in I and dn/dt-at t=1.5.
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The resulting fitted curves are also shown in Figure IV.1l1.

Since the scintillators are sensitive to the ionization produced by
the particles traveling through it, this shower development curve is
actually measuring the ionization loss as a function of radiation length.
Since ultimately all of the energy of the incident electron ends up in
the form of ionization, the energy of the incident electron will be
proportional to the integral of this shower development curve. The integral
of the shower development curves are shown in Figure IV.12 and the re-
lationship between the integral and the incident electron energy in Figure
IV.13. Figure IV.13 gives the calibration between the summed pulse heights
measured in units of equivalent particles and the incident electron energy.

In order for this calibration to be useful, one must be able to express
the scintillater pulse heights in units of equivalent particles. The muon
pulse height is used as the standard unit since it could be used at both
the test'site and at the detector in the neutrino area. Using data from
the muon trigger and knowing the relative gains of the direct and amplified
ADC's, the direct ADC channel numbers are calibrated in equivalent part-
icles (see Appendix 1V.2 for details). For each event the energy deposited
in each module is computed using the above calibration curve (Figure IV.13)
and the total energy computed from the sum over modules.

The scintillator is sampling only a small fraction of the total
ionization which occurs in the detector. The bulk of the ionization occurs
in the aluminum. Fluctuations in the distribution of this ionization will
lead to fluctuations in the measured energy. Since the measured energy is
proportional to the total number of ion pairs observéd, one would expect

the resolution to have the functional form:
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q g -
A second more sophisticated calibration test was done to test the
response of the detéctor to electrons. This test detector consisted of
10 fully instrumented modules and an electron tagging system. For each
incident electron the test recorded the scintillator pulse height in the
10 modules. The pulse height from each module was normalized to insure
that each module had the same phototube gain (see Appendix IV.3 for
details). The energy of the incident electron was then found from the
summed pulse height. A histogram of the summed pulse heights is shown
in Figure IV.14. The low energy tail is due to events with an appreciable
leakage out the end of the detector. The energy resolution is estimated
from the half widths of the distributions. Table IV.2 summarizes the
energy resolution for 10, 20, 30 GeV electrons. The energy resolution is

described well by the formula:

(IV-7)

FAST ELECTRONICS

The detector electronics serves two important purposes, to trigger
the data taking operations on those events with a high probability of
being useful and to record the large amount of data measured by the
apparatus in an easily accesible from for later analysis. The electronics
can be divided into two parts, one part which is basically computer
independent that is primarily concerned with triggering, and the camac
system which serves as an interface between the detector system and records

it onto magnetic tape. The various parts of the electronics are shown
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E Jn(e,t)dt
10 184
20 369
30 555
JE.a
E VE

17

27

26

o./E

0.092
0.074

0.046

a=0.29

63

.292

.330

.252

Table IV.2. Energy calibration and resolution.
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in Figures IV.15 to IV.18.

The pulse form each hodoscope counter is discriminated and latched (see
Figure IV.15). The discriminated logic pulses from the counters within each
bank are 'orfed together to form logic pulses A, B, and C signifying a hit
in hodoscopes A, B, and C, respectively. The logic pulses A, B, C, and
other logic pulses are combined in various logical combinations to form
trigger pulses such as A.-B-C, A-CH-SC, and A-Maj.

The chambers furnish information on the X and Y position of the
electron shower and as an energy deposition measurement used in triggering
(see Figure 1V.16). )

The output of the cathode amplifiers are logic pulses whose leading
edge is time correlated with the position of the shower in the chamber and
whose width is correlated with the width of the shower. A :time to digital
converter (TDC) digitizes the time bhetween the arrival of this cathode
logic pulse and a TDC stop pulse issued 680 nanoseconds after the trigger.
The TDC also digitizes the width of the cathode logic pulse. The TDC has
a range of 1000 nanoseconds and an accuracy of 1 nanosecond. If the TDC
stop pulse does not occur within 1.2 microseconds after the arrival of the
cathode pulse then the TDC resets itself and is ready to handle another
cathode pulse. The TDC is capable of storing the results of only one
digitization.

The anode pulses from the anode amplifiers are digitized by an
analog to digital converter so that the pulse heights can be read out
through the camac system. The amplified anode pulses from all the chambers
are also input to a chamber trigger box. The chamber trigger box forms
the analog sum of the anode fulse heights of all possible groups of six

consecutive chambers. If one of these summed pulse heights is above the
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trigger level then a chamber trigger (CH) is issued.

Each module contains two scintillators of dimensions 21.5“ x 43"
mounted side by side (see Figure IV.17). The outputs of the two photo-
tubes are added and‘then split at the mixer/splitter. One of the summed
outputs goes to a x10 amplifier and then to an ADC. This ADC is sensitive
to pulse heights near minimum ionizing. Another discriminated output of
the amplifier goes to a majority trigger system. This trigger is deter-
mined by an integer M. If the number of modules sensing at least a minimum
ionizing particle is greater than or equal to M then the majority trigger
is issued.

The other output of the mixer/splitter goes directly to an ADC and
a scintillator trigger box. This triggef box examines all groups of four
consecutive scintillators. If each scintillator in the group has a pulse
height above threshold, then a scintillator trigger results.

EXPERIMENTAL TRIGGER

Since the radiation length of aluminum.is a factor of three smaller
than the interaction length, electromagnetic showers will deposit their
energy over a much shorter distance than will hadronic showers. An
energy deposition_trigger.which.requires a large amount energy per unit
iength will be more efficient on electromagnetic showers than hadronic
showers. The main trigger used during the data taking runs required a
coincidence between the chamber and scintillator trigger in anticoinci-
dence with the front veto wall (A-Ch-Sc) (See Figure IV.18). The
chamber trigger discriminates on the sum of the pulse height of six
consecutive chambers and the scintillater trigger requires four consecutive
scintillators to have a pulse height above threshold. Low energy hadronic

showers without an electromagnetic shower from n° decay have a low
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probablity of satisfying this trigger.

Other useful triggers are the coincidence of A, B, and C (A°B*C) as
a trigger on incoming muons and the anticoincidence of A and Majority
(AMAJ) which is useful as a low energy neutrino trigger. The muon
trigger was used to determine tﬂe lateral alignment of the chambers and
as a pulse height standard used to calibrate the calorimeter. The low
energy threshold neutrino trigger was used to determine the incident
neutrino flux below 50 GeV.

If the preselected trigger is coincident with the beam gate signifying.
that a beam spill has occurred then the data recording process is initiated.
The master trigger box issues camac gates to the ADC's, scalars, and latches.
The TDC stop pulse is issued 680 nanoseconds after the trigger. A computer
interupt is also issued notifying the computer to prepare to read the camac
modules. At the end of the beam spill the. .computer reads the camac modules,
formats the data and writes the data to magnetic tape.

The energy level of the A:Ch-Sc trigger is solely determined by the
scintillator threshold level. The chamber threshold is much lower as is
evident from the fact that the chamber trigger rate is a factor of 100
greater than the scintillator rate. By simultaneously inputing a test
pulse to both the scintillator trigger box and the direct ADC while
increasing the pulse amplitude from below until a trigger was obtained,
the scintillator trigger level was found to correspond to channel 20 in
the direct ADC. From the calibration discussed in Appendix IV.3 channel
20 corresponds to 4 equivalent particles. As an examination of Figure
IV.11 will show, a two or three GeV electron shower energy will trigger
at this threshold. In the data analysis an energy cut of four GeV was

used in order to insure a high efficiency.
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ONLINE PROGRAM

Due to the large amount of data and the high rate at which it
becomes available, it is essential that the detector be computer controlled.
The computer perfofms three functions, to read and record the data from
the detector onto magnetic tape, to monitor the operation of the detector
and notify the operator of equipment failures, and to graphically display
the events.

The main purpose of the computer is to read and store the data from
the detector. At the end of each beam spill the camac scalars are read
and cleared. If no trigger occurs during that spill then only a scalar
record is written to tape. If a trigger did occur, then fhe ADC's latches,
and TDC's are also read and cleared and a complete data record written to
tape.

In addition to the full data records and scalar records, the computer
also writes a monitor record to tape. After every fiftieth spill and
before the next splill a test pulse is sent to the TDC's and camac gates
to the ADC's. The ADC contents consist of just the ADC pedestals since
no inputs occur during thié time. The TDC results can be used to monitor
the TDC calibration during the run. The computer also monitors the
status of the detector by checking the camac system status after every
read operation. If a camac error occurs then a message to that effect
is displayed on the system console so that the operator can correct the
problem.

The computer also monitors the performance of the detector by keeping
a running histogram of the digitized phototube pulse heights. At the
end of each run the histograms are printed out and checked. If the gain

of a phototube changes then the histogram distribution will change. The
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phototube gains were constantly monitored and manually kept stable throughout
the data taking period.

If the prdgramiis-in the display mode, then after a trigger, the
data is decoded and displayed graphically. The TDC information is
partially reconstructed and the X and Y positions of the chamber hits
displayed. Also displayed graphically are the direct and amplified
scintillator ADC pulse heights. The display is a useful way to monitor

the running conditions and performance of the detector.
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APPENDIX IV.1
DETERMINATION OF CHAMBER CONSTANTS

Velocity B

Consider first the determination of the delay-line pulse velocity
B. Each cathode amplifier has a test point which is coupled directly to
the tap point on the delay-line. The test point can be used to examine
delay-line pulses entering the amplifier and to insert test pulses onto
the delay-line. See Figure AIV.1l for a schematic diagram of the test
procedure used to measure the pulse velocity. A test pulse is input at
the test point of amplifier A. This pulse will travel on the delay-line
to amplifier B. It will also immediately trigger amplifier A. Amplifier
A will send a logic pulse to the TDC through cable A which starts the
TDC. When the pulse traveling on the delay-line reaches amplifier B, a
logic pulse will be sent on cable B to stop the TDC. Since the lengths
of cable A and B are identical, the time digitized by the TDC is the
transit time of the delay-line pulse between tap points. The pulse

velocity is defined by:

-4 -
B=1 | (A;v 1)

The parameter d is the lateral distance between tap points (25.3 CM) and
t is the digitized time. The actual conducting path distance is muchb
greater than d due to the zig-zag nature of the delay-line.

This procedure gives a pulse velocity between every pair of tap

points, so that a velocity can be assigned to every tap point. The
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velocity assigned to the middle taps is the average of the velocity of a
pulse approaching from the left and from the right. The typical pulse
velocity along the delay-line zig-zag is 0.9c. This corresponds to a

transit time between tap points of 480 nanosecornds.
TOF

Through the process of trial and error a nominal set of TOF
constants were determined which gave good reconstruction efficiency on
muon tracks. These constants were refined using shower data where the
electron shower overlaps a tap point. If a shower overlaps a tap point,,
then the propagation time of the delay-line pulse to that tap point‘will
be zero. Since the pulse propagation time is equal to (TOF-td), the TOF
constant will equal the digitized time.

As a further refinement, the TOF constant can be made a function of
the rise time of the delay-line pulse. The rise-time will be related to
the width of the pulse. The TOF constants were fit to the formula:

co|Wd|

TOF=a -be (AIV-2)
(o] (o]

The parameters a ., bo’ and c, are constants and L is the digitized pulse
width. A TOF constant is defined for each tap point by letfing the
parameter a  vary between tap points. The constants bo and c, are
independent of the tap point. Typical values for a, are 980 nanoseconds
while bo and c, were determined to be 50 nanoseconds and -7.5 x 10"3

-1
nanoseconds .
e

As discussed in Chapter IV, pulse attenuation and dispersion will

cause a shift in the measured edge position relative to the true edge

=,
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position. The magnitude of this shift was determined by examining pulses
which travel past two tap points. Suppose a showér occurs to the right

of tap 3 (see Figure IV.2A). The left edge of this shower will be sensed
by both tap 3 and tap 2. Pulse attenuation and dispersion will cause the
edge positions as determined by these two taps to be slightly different.

The difference in the edge position is shown in Figure IV.6. This shift
can be corrected by assuming that the amount of shift is proportional to

the travel time on the delay-line. The true travel time will then be:
t, =t +at (AIV-3)

true travel time

o
"

t measured travel time

a constant
The parameter o was determined to be .06.

Combining all of these expressions into one formula gives a
modified formula for computing the edge position from the digitized

time and width.

X =X + B[é -b ecolwd‘ -t,] [1 + a] (A1V-4)
tap ~ o o d

The modifications in this formula over the expression given in Chapter

IV give a correction to the shower centroid of typically a few millimeters.



Pulse Edge Slewing

Tap 2
|

Fig. AIV.2.

Tap 3
|

P

tap 3 position

r

d = slewing shift

Schematic diagram of pulse edge slewing

true hit position .

tap 2 position

78



APPENDIX IV.2

ENERGY CALIBRATION AT THE EXPERIMENTAL SITE

The calibratiqp in the electron test beam furnishéd the relation-
ship between the summed equivalent particles in the shower and total
incident energy (see Figure IV.13). In order for this calibration to
be .useful, the direct scintillator ADC's for the complete detector at
the experimental site must be calibrated in terms of equivalent particles.

An equivalent particle is defined as the scintillation pulée height
recorded in the direct ADC's as a minimum ionizing particle passes
through the detector. A calibration run was performed triggering on
muons with the A.B.C trigger. Previous to this run the scintillator
phototube gains were set approximately equal by demanding that the
~detector trigger uniformly on cosmic rays using the SC trigger. The
calibration run gave the average muon pulse height in the amplified
ADC's for each module. The direct scintillator ADC's do not have the
dynamic range to respond to a single minimum ionizing particle. The
corresponding pulse height in the direct ADC's can be found if the
relative gain of the direct and amplified ADC's is known.

The relative gains were determined using a test pulse and a
variable attenuator. The test pulses of variable amplitude were input
to the direct and amplified ADC's to obtain a calibration relating the

input amplitude to recorded channel number.

chd = rd(ph) cha = ra(?h) (AIV.2-1)

ch channel number in the direct ADC's

d
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r, = relationship between the input pulse height and direct
ADC channel number
ch_ = channel number in the amplified ADC's
r = relationship between the input pulse height and amplified
ADC channel number
ph = input pulse height
Typical calibration curves are shown in Figure AIV.3
1f the average channel number for a minimum ionizing pulse height
is cha in the amplified ADC's, then the input signal pulse height is
rgl(cha) = ph. The corresponding channel number in the direct ADC's
will be chd = rd(r;l(cha)). This constant gives the conversion from

direct ADC channel number to equivalent particle pulse height.

The deposited energy is then determined from Figure IV.13.
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-  APPENDIX 1IV.3

ELECTRON ENERGY RESOLUTION

A second electron beam test was used to determine the calorimeter
energy resolution. Electrons of energy 10, 20 and 30 GeV were incident
on 10 fully instrumented modules. The gains of the scintillator
phototubes were set approximately equal using the minimum ionizing
energy deposited by the incident muons. Before the event emnergy and
calorimeter resolution could be determined, the exact relative photo-
tube gains must be known.

The electron shower development curves were determined in a
previous electron test, This test gave the mean number of equivalent
particles in the shower at a depth‘of t radiation lengths resulting from
an incident electron energy E. Let ep? be the mean equivalent particle
pulse height in a shower of energy € in the jth module. Let chij be
the measured ADC pulse height in channel numbers from an incident
electron energy € for the iFh event in the jth module. The relative

gain factor a? is defined by:

£ € €
ep. = (= I ch..)a. AIV.3-1
Pj = (§ % chy;)oy ( )
N is the number of events.

The energy of event i is given by:

E. = I ch,.o. (AIV.3-2)
1 J 1] ] .
Figure IV.14 is a histogram of the computed energy for events from an

incident 30 GeV electron. The low energy tail results from the leakage
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of energy out the back of the detector. The standard deviation of the
distribuiton in the limit of full containment was determined by measur-
ing the half width at half maximum on the high energy side of the ob-
served distribution. For Gaussiandistributions the half width is
related to the standard deviation by the factor .588. The computed

standard deviations are summarized in Table IV.2.



CHAPTER V
NEUTRINO FLUX

The spectra of the secondaries resulting from the proton inter-

actions with the neutrino area target have been measured by Stefanski

and White and fit to the following formula(l):
—QEE———— = ABC2 2T/
3pd (c0s6) P (10.E) A,B,Co are constants
C = Co _ 1.4:,,ex-2x2/2’a T = e—Bx - ¢(psing)
8 = production angle p = secondary energy
x = p/E E = incident energy

+ - .
, and K in-.

Values of A, B, and C were determined for x,n, K
dependently. These spectra are then input to the program NUADA(Z)

which traces the path of the secondary particles through the horn and

into the decay region where they are allowed to decay. The energy
distribution of the neutrinos resulting from these decays is then cal-
culated. Figure V.1 shows the computed energy distribution of the muon
neutrinos and antineutrinos incident on the detector. Previous experiments
have shown that this calculation underestimates the flux of neutrinos |
below 50 GeV. A modified version of NUADA modeling the narrow band
focussing system rather than the horn, when compared to the narrow band
data, shows that the program correctly predicts the neutrino flux above

50 GeV and underestimates the flux below 50 GeV.(s) The results of

the NUADA calculation are, therefore, not completely useful as a deter-

mination of the incident neutrino flux. It does serve two useful pur-

poses however. It gives an accurate determination of the neutrino flux
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above a neutrino energy of 50 GeV and, in our experimental determination
of the low energy flux, we assumed that NUADA correctly predicts the
ratio of the neutrino to antineutrino flux at all energies.

In order to determine the neutrino flux below 50 GeV, data was
taken with a low energy threshold trigger. The trigger was A-MAJ (See
Chapter IV for details of the trigger and apparatus). This trigger
consisted of a veto from the front wall hodoscope and a Majority trigger
requiring 12 out of the first 32 modules to have a pulse height greater
than or equal to minimum ionizing. The vertex was required to be in the
first 20 modules to minimize the number of muon triggers from background
muons passing through the rear of the detector and thus improve the
trigger dead time. See Table V.1 for a summary of the flux determinafion
TUuns.

The analysis of these events was relatively straightforward. An
offline analysis program displayed the X and Y hit positions and the
longitudinal energy deposition of the trigger on an interactive graphics
terminal. For details of the event reconstruction and an example of the
event display see Chapter VI. A physicist scanned each event display
rejecting the muon induced and cosmic ray triggers. The X and Y positions
of the vertex for each neutrino event was marked using an interactive
cursor. Both neﬁtral and charged current events were accepted. The
result of this analysis was the contained energy distribution of the neutrimo
nucleon events for fiducial cuts of |x| <4m, |y| <.4m and [x|< .3m, |y|<.3m.

The neutrino flux was determined through the use of a Monte Carlo
calculation. Given an input neutrino flux, the Monte Carlo modeled the
neutrino interactions and predicted the observed hadronic shower energy.

The flux was adjusted until the predicted shower energy distribution




']

R-Maj Running

total triggers 7127
17
total sem 1.37 x 10 protons
dead time 61%
# v Events 1829

Table V.1. Summary of A-Maj running
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agreed with the measured distribution.

The Monte Carlo program first randomly selects the incident neutrino
energy from the input neutrino flux. The energy of the hadron shower is
determinéd from the do/dy cross section:

GME,,

g§-= -E;——'[CL + G- Y)?] (v-2)

The constants CL and CR are measured experimentally by a CERN collabora-
tion to be 0.85 and 0.15 respectively(4). Once the energy is determined
the angle of the shower for that event is set by the do/dx distribution

5,

with x = -q2/2mv. The experimentally observed distribution is

do _. 721 - 0% 271 - 085 (V-3)
The variable x is determined by first finding the kinematically allowed
region for x given the neutrino energy and hadron shower energy already
determined and then randomly selecting x from (V-3) subject to the
kinematic constraints. The results of the Monte Carlo are insensitive
to changes of #1 in the x distribution exponents.

The vertex is assumed to be uniformly distributed in the volume
defined by |x| < .50m, |y| < .50m, and z in modules 2 to 20. The
individual hadrons in the shower are generated using Feynman-Field
. RO (-6myp) . .
fragmentation functions with a Pp = e . The event will trigger
the detector if at least one charged particle from the vertex, either the
muon, if the event is a charged current, or a particle in the hadron shower,
traverses 12 modules. | |

Once the Monte Carlo event has passed the fiducial cuts and the

trigger cut then the observed energy is computed. Several corrections to

the kinematic hadron energy must be made to account for leakage out of

L.
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the detector, for hadronic calorimeter effects and for the energy
resolution. The Harvard, Pennsylvania, Wisconsin, and Fermilab group
has published leakage curves for hadronic showers.(7) These results
also agree with a measurement by the Caltech-Fermilab groupcs). Given
a shower of energy E and a detector of length z this curve gives the
average fraction of the total energy contained in the calorimeter. This
curve (see Figure V.2) was used to correct for leakage of the hadronic
shower out the rear or sides of the detector.

The calorimetric response to this energy deposition will depend on
how much of the energy ends up in ionization and on the spatial distri-
bution of the ionization. The calorimeter was calibrated using
electron showers. In electromagnetic showers essentially all of the
incident energy ends up in the form of ionization. Since the light
output of the scintillator depends directly on the ionization, the fotal
energy will be proportional to the summed scintillator pulse heights
(neglecting possible saturation effects). In hadronic showers only a
fraction of the total energy is lost to ionization. Some of the incident
energy is lost in nuclear binding energy, in the rest mass of stable
particles, or in energy carried off by neutrinos or muons resulting from
unstable particle decays. On average the ionization energy will be some
fraction less than the incident hadronic shower energy. This fraction
was determined by demanding that the number of Monte Carlo events with
observed energy greater than 50 GeV agree with the measured number.
Since the Stefanski-White flux is known to be correct above 50 GeV,vthé
uncertainties in the neutrino flux do not effect this determination.

The correction factor was determined to be 0.68 using this method. This

compares favorably with the measured values for other calorimeters
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(see Table V.2). The contained energy is multiplied by this correction
factor to obtain the deposited ionization energy.

In addition to this hadronic calibration factor one must take into
account the energy resolution of the detector for hadronic showers.
Since the calorimeter samples only a fraction of the total ionization,
fluctuations in the energy deposition will lead to fluctuations in the
measured energy. Hadronic showers can have additional fluctuations in
the amount of the incident energy deposited as ionization. Typically the
hadronic shower energy resolution is a factor of 2 worse than the
electromagnetic shower energy resolution.(g) The hadronic energy

resolution was assumed to be given by:

E _ .60

(vV-4)
E VE

To summarize, the observed energy is computed by first correcting
the kinematic hadron energy for possible leakage out the back or sides
of the detector. The contained energy is then multiplied by the hadronic
energy correction factor to obtain the deposited ionization energy.

The program then randomly selects the predicted observed energy from the
ionization energy taking into account the energy resolution of the
detector. If the event is a charged current then the energy deposited
by the muon (0.05 GeV/module) is also included in the total observed
energy.

The Monte Carlo models both charged and neutral current contributions
as well as neutrino and antineutrino contributions. .In the data it is not
possible to determine the identity of the incoming neutrino (neutrino-
or antineutrino) which initiates the hadron shower. One, therefore,

cannot determine seperately the neutrino and antineutrino incident flux



Calorimeter

liquid Scintillator
Fe-plastic scin.

Fe-liquid scin.

Table V.2. Comparison of the ratio of deposited ionization energy

Ionization Energy/

Reference Total Energy
Benvenuti(7) 0.8
sciu11i® 0.7
Baum(g) 0.7

to total incident energy for several calorimeters.
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and is forced to make assumptions as to the relative amount of anti-
neutrinos in the neutrino beam. If was assumed that the Stefanski-White
flux correctly predicts the bin by bin ratio of the antineutrino to
neutrino flux as a function of neutrino energy. This assumption was
checked using the results from experiment 531 located immediately

(10)

downstream from our detector. They measured the ratio of the

+ - - .
number of y to p from their emulsion target and found:

R = N@)I/N@) = 0.08 E, > 8GeV
= 0.08 Eu > 12 GeV

The Monte Carlo using the above assumption predicts the values of R to
be .08 for Eu > 8 GeV and .09 for Eu > 12 GeV, in agreement with the
E531 result.

Two fiducial cuts were applied to the data and Monte Carlo, one
demanding that |x| < .4m |y| <.4m and the other |x| < .3m |y| < .3m.
Both cuts also required the vertex to be in modules 2 to 20 inclusive.
The magnitude of the neutrino flux for neutrino energies below 50 GeV
was then adjusted until the predicted hadronic energy distribution
matched the measured distributions. The final corrected flux is

labeled N in Figure V.3. The Monte Carlo prediction and the data with

.40m fiducial cut are shown in Figure V.4. The Monte Carlo prediction

for the fiducial cut of .30m is shown in Figure V.5. The Monte Carlo-
prediction follows the data fairly well for both fiducial cuts. The

H and L flux in Figure V.3 represent high and low estimates of the
incident flux. Flux H was found by adjusting the Monte Carlo prediction
to the points one standard deviation above the data with the .40 fiducial

cut. The L flux was found by fitting one standard deviation below the
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.30 fiducial cut data. The H and L flux represent a +10% and -14% error
in the neutrino event rate (see Table V.3).

In order to estimate the systematic error in the corrected flux.
The Monte Carlo prediction and the data were also compared with a
fiducial cut at |x| < .20m and |y| < .20m. At this fiducial cut the
uncertainties in the energy containment and triggering probability are
minimized. The Monte Carlo predicted 276 events with hadron shower
energy above 4 GeV compared with 290 * 17 from the data. At an energy
cut of 50 GeV the Monte Carlo predicted 25 compared to 32 + 6 from the
data. The Monte Carlo prediction and the data agree to within one
standard deviation which represents a 6% error in event rate above 4
GeV and 20% error above 50 GeV. These errors can be compared to the
H and L flux errors of 10% and 14% respectively. Both the H and L
flux obviously disagree with the data below 40 GeV. The fact that
the error with the 4 GeV cut is much smaller than the error with the
50 GeV cut may indicate an error in the flux shape as well as an error
in the magnitude.

The error in the event rate due to uncertainties in the neutrino
flux is estimated to be 15%. This nearly corresponds to the error using
the H flux which is clearly too high. Since most of the events will be
from neutrinos of an energy below 40 GeV, the fact that Monte Carlo was
20% too low above 50 GeV is not too important.

Figure V.6 shows the results of a Monte Carlo calculation done by
the Fermilab Neutrino Department on the electron type neutrino flux.

(11)

This flux is less than 1% of the muon neutrino flux.
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CHAPTER VI

EVENT REDUCTION

Since the cross section for neutrino electron elastic scattering is
so much smaller than the cross section for the neutrino nucleon
background processes, the overwhelming majority of the triggers are
background and must be eliminated during the data analysis. Great care
must be taken to insure that the cuts used to reject the background do
not also reject the signal as well.

This chapter describes how the chamber cathode TDC information is
used to reconstruct the position and angle of the shower. The dis-
tinguishing features of hadron showers and electron showers are used
to develop a set of cuts which will eliminate much of the hadronic
background. A conservative set of cuts if first implemented by the
computer program to preselect a first pass sample. Displays of the
preselected evehts are then scanned by a physicist implementing a

tighter criteria to obtain the final data sample.
DATA TAKING

Data was taken at FERMILAB from November 1978 to March 1979. A
total of .95 x 1019 350 GeV protons were incident on the neutrino area
target. This resulted in about 250,000 triggers.

About 190,000 of these events were analysed, correspondinglto
7 X 1019 protons on target. See Table VI.l1 for a summary of the
data taking. The first part of the data was taken with the torroids off

resulting in a much higher muon background flux. This represents about
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number of runs
number of events
total SEM
average deadtime

average A.B.C. rate

per 1013 protons

Table VI.1.

Torroids off
running

84
3.8 x 1018
.39

.22

Torroids on
running

87
103K
3.9 x 10%®
.33

.04

Summary of data taking.
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all
running

171

189K

7.7 x 108
.36

.13

PR ¥

L

14



103

45% of the data. The second part of the data was taken with the
torroids on with the muon rates much lower. The total data sample
analysed represents 171 runs with each run containing about 1200 events.
The trigger dead times were calculated run by run with an average of
about 40%. Almost all of the triggers represent neutrino induced events
with less than 1% due to incident muons or cosmic rays. About a third
are easily identifiable as charged currents because of the presence of
a muon track.

Figures VI.I-3 show several event distributions from the raw
triggers. The A-Ch-Sc trigger required a vertex before chamber 41.

The resulting z distribution is flat from chambers 2 to 40. Chamber 1
has only 1 cathode plane causing the vertex finding algorithm to be in-
efficient at this chamber.

The energy distribution is shown in Figure VI.2. The dominate
contribution to these distributions is from neutrino nucleon
interactions. A Monte Carlo calculation of the energy distribuﬁibﬁ-
expected from this interaction is also shown in the figure. This
calculation predicts the absolute number of events in a fiducial volume
defined by |X| < .5m, |Y| < .5m, and Z < module 41 without regard to any
trigger requirements. The A.Ch-Sc trigger is efficient at rejécting
these events beiow 12 GeV shower energy. Above 12 GeV the particle
multiplicity is sufficiently high that at least one w°® is probably
produced directly or in subsequent hadronic shower interactions. The
detector will trigger on the electromagnetic shower resulting from the
m° decay . The trigger rejects about 60% of the qu interactions.

Figure VI.3 shows the angular distribution of the raw triggers. The

neutrino electron events are expected to be below 20 milliradians. Out
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Fig. VI.2.
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of the 1400 events in the histogram less than one vue event is expected.

The average shower angle is about 100 Mrads for the qu events.
EVENT RECONSTRUCTION

The first step of the event reconstruction is to determine the X,

Y and Z position of all the chamber hits. A hit is defined as a region
in the chamber where a shower or charged particle has passed through.
Since the middle three taps on the delay-line have a right-left"
ambiguity, some of the computed hit positions are merely reflections

and not real. These unresolved hit positions are characterized by the
position of an edge of a shower or track and an estimate of the width of
the hit. The unresolved hits are reconstructed into resolved hits which
are characterized by both a left and right edge position and a shower
centroid defined as the midpoint between the edges.

The Z position of the chamber hits is determined by the known Z
position of the chamber. The Z position of the shower vertex is found
by examining the energy deposition measured by the scintillator ADC's.
The fitting algorithm then fits the shower centroids in the firsf eight
chambers of the shower to a straight line to determine the shower angle.

The reconstruction and fit of electron showers is straightforward
since each chamber sees only one hit. Hadronic events are often more
complicated since, in addition to an electromagnetic shower, they
usually contain accompanying and distinct charged particle tracks which
can interfere with the event reconstruction. These accompanying tracks
form the basis of many of the cuts which are used to reject these

events.
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The Z position of the shower vertex is found by checking the
direct scintillator ADC's for the maximum pulse height and then searching
the amplified scintillator ADC's preceding shower maximum until the pulse
height drops below minimum ionizing. This procedure isolates the module
which first contains the shower. The end of the shower is found by
stepping through the shower until the pulse height drops below minimum
ionizing. The energy deposited in each module is computed from the
direct scintillator pulse height according to the method outlined in
Appendix IV.3. The total energy is the sum of the module energies from
the start of the shower to the end of the shower.

The X and Y chamber hit positions are obtained by reconstruction of
the TDC information. The TDC information is first checked to insure that
no CAMAC errors have occurred. The digitized time and width is then

flagged according to the following codes:

0 Good information (VIi-1)
1 Taphit ABS (tt) < 50 Nanoseconds

2 Out of Time Hit tt < -50 Nanoseconds

3 Width Cutoff by TDC Stop ABS (t 4~¥4) < 5 Nanoseconds

td = Digitized time Between the Arrival of the Cathode Logic
Pulse and the TDC Stop Pulse

w, = Digitized Width

tt = Transit Time of Pulse to Tap tt = TOF - tt

Code 1 implies that the shower overlaped the tap so that the mgasured

edge was not the true edge of the shower. Since the transit time to the

tap must be greater than zero, a negative number indicates that the hit

was out of time and not event associated. These code 2 hits are
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"discarded. If the TDC stop pulse arrives before the cathode logic
pulse has fallen back to zero then the digitization of the width will
be terminated early resulting in an inaccurate value. The leading
edge information for these type of hits is still accurate however.

Formula (IV-1) and the TDC information are used to compute thé
possible positions of the hit edge and hit width. Due to the right-
left ambiguity of the three center taps, there are two possible hit
positions for these taps which furnish identical TDC information.

The reconstruction algorithm can best be described by the use of an
example (See Figure VI.4). Suppose a hadronic event occurs upstream
forming an electromagnetic shower and a large angle charged particle
which pass through the chamber (Figure VI.5A). All the TDC information
is flagged and the possible hit positions are computed (Figure VI.5B).
The positions ‘computed for tap 3 are.flagged as tap hits. The number of
possible left edges is three and the number of possible right edges is
three. Tap hit edges are not real and are not used. The object of the
reconstruction algorithm is to match the left edges to the proper right
edges and to remove the reflections.

All possible combinations of left-right pairings are tried and then
classified as unambiguous, ambiguous, or no match (see Table VI.2A).
Matches are unambiguous if the overlap of the widths is greater than
half the distance between the left and right edge and if the reflections
of the pairing ﬁsed in the match are not used in another match. A match
is ambiguous if the width overlap is greater than zero and not
classified as unambiguous, or if the distance between edges is less

than 100 millimeters and there is no overlap. See Figure VI.6A for
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Hit Reconstruction
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Fig. VI.5. Details of chamber hit reconstruction



Pair

1L-2R
1L-3R
1L-4R
1L-5R
2L-3R
2L-4R
2L-5R
3L-4R
3L-5R

4L-5R

Edges
1L-2L
1L-3L
1L-4L
2L-3L

2L-4L
3L-4L
2R-3R
2R-4R
2R-5R
3R-4R
3R-5R
4R-5R

Table VI.Z2.

Status

no match
no match
ambiguous
no match
no match
ambiguous
no match
no match
no match

ambiguous
A. Match Status

Redundancy
good

no

no

no

no
no
no
no
no
no
no

no

B. Edge redundancy

112

Comments
no overlap

tap 3 is tap hit

good overlap but 4L-5R alsomatch_.

no overlap

tap 3 is tap hit

good overlap but 4L-5R alsomatch
no overlap

tap 3 is tap hit

tap 3 is tap hit

good overlap but 4R matches
with 1L, 2L

Comments
edge positions within 50mm cut
tap hit at tap 3
edges outside cut
tap hit at tap 3

edges outside cut
tap hit at tap 3
tap hit at tap 3.
edges outside cut
edges outside cut
tap hit at tap 3
tap hit at tap 3

edges outside cut

Reconstruction pair status and edge redundancy
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examples. In the example in Figure VI.SB, all the matches are ambiguous.
Comparisons are then made among left edges and then among righf‘edges to
check for same side edge redundancy (See Figure VI.6B and Table VI.2B).
If two left-left or right-right edge positions are within 50 mm, then a
pairing is found and the corresponding reflections eliminated (see
Figure VI.5C).

This process has resolved the tap information for all taps except
tap 4 in the example. Position 4R matches with 1L and 2L, and pdsition
4L matches with 5R. Only one of these matches can be correct. There is
no rule which will give the correct pairing 100 per cent of the time in
this situation. One should note that in neutrino electron scattering
this situation will not occur since the shower will rarelybproduce»a
large angle isolated charged particle. The complete set of rules used to
resolve this ambiguity is rather tedious to describe in detail. The
general aim is to try to predict where the possible tap 4 positions
should be based on the other tap information. Since the TDC widths of
positions 1L and 2L are wide, one would expect the matching edge to be
near tap 4. The TDC width of SR is small so that the expected matching
edge is far from tap 4. The TDC will digitize the pulse which arrives at
the tap first (see Figure VI.5D). Consequently, the most probable match
is 1L and 2L with 4R (See Figure VI.SE). The tap information for this
chamber projection has been resolved into a shower in the middle of the
chamber and an isolated hit at the side.

Reconstructed hits are assigned a redundancy and class codes. The
redundancy is the number of edges used to reconstruct that hit. The
class refers to the validity of the computed centroid of the shower.

Class 1 (2) are partially reconstructed hits for which only left (right)
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Maich and Edge Examples
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-
- | edges were found. The centroid of these showers are assumed to be 50 mm
from the edge. Class 3 hits are fully reconstructed with both a left
- and a right edge with the cenfroid defined as the midpoint between the
edges. See Figure VI.7. In the example in Figure VI.SE the shower
B hit is a class 3 hit with a redundancy of three and the track hit is a
- class 2 hit with a redundancy of one.
FITTING ALGORITHM
Jan .
Two fitting cuts are used to select the useful events, the )
- projected angle must be less than 50 milliradians and the chi-squared
per degree of freedom must be less than 2.5. (The selection criteria
- are described in greater detail in a later section.) The fitting
algorithm is conservatively designed to insure that no fitting érrors
8 are made which might reject a possibly good event. Bad fits can some-
— times result because of extraneous hits left from muon tracks which
are accidentally coincident with the trigger. These extra hits can
. interfere with the reconstruction algorithm to give erroneous chamber
centroids.
-
The first 8 chambers sensing the shower are used in the fit. The
- starter fit assumes that the shower is at zero angle. The class 3 A
reconstructed chamber hits are fit to the formula X(Z)=A, (A constant).
e At least three class 3 hits mustbe found or the fitting is aborfed and
the event rejected. At the next pass all class three positions witin *15
- cm of the starter fit are fit to the formula X(Z)=Ag+A1*Z. This process
- is repeated with the deviation cut of the centroids from the previous

fit being reduced from 15 to 10 and finally to 5 cm. The final fit must

- contain at least 3 points. If three points are not found then the whole
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Class and Redundancy Types
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Fig. VI.7. Examples of class and redundancy types
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process is repeated from the starter fit but accepting class 1 and 2
hits with a redundancy greater than 1. The fit resulting from this
algorithm gives an unbiased estimate of the angle of the shower relative
to the incident ﬂeutrino direction. This angle represents the direction
of the energy flow in the shower.

In order to assure that the good events are not lost due to bad
fits, this unbiased fit is checked if the angle is greater than 50 mrad
and the number of points greater than 3. The fit is checked by removing
one point out of the N points used in the unbiased fit and refitting
the remaining N-1 points. This is done for each of the N points in the
fit. The fit corresponding to the smallest angle is assumed to be the
best fit to the shower. This represents a fit biased to angles below
50 mrad in keeping with the conservative approach at this stage of the
event reduction.

A cut is also made on the chi-squared per degree of freedom at 2.5.
If the chi-squared per degree of freedom is found to be greater than
this value then the fit is checked in a similar manner as above to find
a fit that satisfies the cut. Single points are removed and the
remainder refit to find the fit with the minimum chi-squared per degree
of freedom.

As is obvious from this description, the fitting algorithm is

constructed in a manner which biases the analysis to insure that singie

electron events pass the cuts.
EVENT DISPLAY

The result of the reconstruction and fitting routines can be

displayed on a graphics terminal. Figure VI.8 and VI.9 are the displays



RUN 345 EVENT 386
)
I | IR [
-
1 n vl ,
| Y ST |
N . ' |
S L
1 l .
' |
I .
!
‘\r'-'l\'} EE
| - ! :
| l ) '
v b
ﬂ
[
ENERGY 9.0 ANGLE 76. L-..__J
fe—s
et
0o
Fig. VI.8, Example of a typical vun interaction with 7° production
! U U WL | i. | 4

L 1

{

{

-\

{

{



RUN 436 EVENT 479

! ]

l | {-]4ﬁ- ,m;

I : g 11
. i "ty s

] '-l

o l 1 i I
]. ' - 1"

' l:] ' l'- dt.vJ
I - lhll peetott

1 o

i

ENERGY 20.3 ANGLE 43,

Fig. VI.9. Example of a typical v,N interaction with = production

6T1



120

of typical neutrino nucleon triggers, while figure VI.10 is a neutrino
electron candidate.

The display shows the Y position of the chamber hits in the top box
below the event header, the X positions in the middle box, and the
energy deposition in the bottom box. The neutrinos are incident from
the left. The chamber boxes are of a lateral dimension of 1 meter and
a longitudinal dimension of 50 feet (15.2 meter). Both the direct and
amplified scintillator ADC's are shown on a logarithmic scale. The box
at the right represents the steel hadron absorber. The X position of any
counter hits in hodoscopes B and C are also shown. The redundancy and
class of the chamber hits are displayed according to the examples in
Figure VI.11l. The energy and angle are printed at the bottom of the

display.
COMPUTER CUTS

The characteristics of electron showers were studied in an electron
test beam using ten fully instrumented chambers. This study indicated
several distinguishing characteristics of electron showers which can be
used to isolate vue events from the hadronic background.

Figure VI.12 shows the average hit redundancy for chamber hits in
the first eight chambers of a 10 GeV electron shower. The redundancy is
the number of tap points sensing the hit. Figure VI.13 shows the average
redundancy from the neutrino data sample. Electron showers have a high
average redundancy since the showers are not associated with long
isolated charged particle tracks. Any large angle electron scatter will
also be at a very low energy and will usually be stopped at the next

layer of aluminum, hadronic showers have a low redundancy because of the
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Class and Redundancy Codes

Redundancy
I 2 3 4
Class | | |
2 | 1
3 I 1 1

Fig. 1IV.11. Example of display class and redundancy codes
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Fig.IV.i2. Redundancy distribution for 10 GeV electrons
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Fig. VI.13. Redundancy distribution from the neutrino data
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the likely presence of several isolated charged particle tracks. The
more isolated hits in the chamber, the lower will be the average re-
dundancy. The X redundancy is slightly lower than the Y redundancy
since the X delay-line is more efficient at sensing isolated tracks.
Redundancy cuts of 1.6 for X and 1.75 for Y are applied to the data.

If the vertex is within 5 cm of a tap point so that tap hits are

likely for that £ap point, then the X and Y cuts are lowered to 1.4 and
1.5 respectively.

Cuts on the number of nonshower hits associated with the event are )
also efficient at isolating electron showers. Shower hits are defined as
those hits with a centroid within 10 cm of the shower fit. Nonshower
hits have centroids outside this cut and are caused by particles'iso-
lated from the electromagnetic shower. Electron showers will have few
nonshoﬁer hits in the first eight chambers of the shower. Figure VI.14
shows the number of nonshower hits for a 10 GeV electron shower and-
Figure VI.15 shows the distribution from the neutrino data. An event
passes the cut if less than 7 nonshower hits are found in the X view
and less than 5 found in the Y view.

Hadronic showers will be composed mostly of pions and a few kaons.
Any 7° in the shower will quickly decay into two gamma rays. Although
the opening angle between the gamma rays can be 20 mrad or larger, two
separate showers are not seen because of their close proximity. The two
showers will merge into one wide shower. Hadronic showers with hultiplé
71° production will also produce wide showers. Figure VI.16 shows the
average shower width for 10 GeV electron showers while Figure VI.17

shows the average width of showers from the neutrino data sample. Cuts
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Nonshower Hits for the Neutrino Data
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“at 150 mm were used to isolate electron showers. .

In addition to the cuts discussed so far which cut on the event
topology, kinematic cuts are also applied to the data. The most
distinguishing féature of the v,e events is their small angle relative
to the incident neutrino direction. A cut on the shower angle is very
efficient at rejecting hadronic events.

An event is immediately rejected if the fitting algorithm fails to
fit the event. The fitting algorithm requires at least three class 3
chamber hits out of the first 8 chambers of the shower. High
multiplicity hadronic events without an electromagnetic shower some-
times fail to pass the fitting routine. A cut at 50 mrad on the pro-
jected angle is made to reject the large angle hadronic events. A cut
is also made on the chi-squared per degree of freedom of the fit at 2.5.
The electromagnetic component of the hadronic shower is a superposition
of showers from at least two gamma rays and possibly more if multiple #°'s
are produced. Since the electromagnetic component has several independent
sources, the chi-squared per degree of freedom is often'larger than for
single showers from v,e scattering. To insure that good events are not
lost due to the presence of accidental muon hits, the fitting algorithm
was biased toward satisfying these fit cuts.

Table VI.3 lists all of the cuts used and their efficiencies for 10
GeV electrons. The basic aim behind these cuts is to throw away only
those events which are clearly h6§':éutrino electron events and to leave
the tighter cuts for the later phase of the analysis where a physicist's
judgement could be used. These cuts are conservative with re-
dundancy built into the selection process to insure that little signal

is lost.

.

L.



1. Number of points in fit > 3
2. If vertex > 5 cm from top, then
X redundancy > 1.6
y redundancy > 1.75
If vertex < 5 cm from top, then
x redundancy > 1.4
y redundancy > 1.5
3. Number of nmonshower hits in
x view < 6
y view < 4
2
4. E8 < 20 MeV
5. ex < 50 Mrad
6. X view xz/degree of freedom < 2.5
7. X view average shower width < 150 mm
8. ey < 50 Mrad
9. vy view xz/degree of freedom < 2.5
10. y view average shower width < 150 mm
11. dirty event flag, more than four out of time hits
before or after shower
12. Alternate redundancy cut
X redundancy > 1.7
y redundancy > 1.7
Table VI.3. Computer cuts and their efficiency

Computer Cuts

Efficiency

100%

99%

100%
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A trigger is rejected if it fails the fit, redundancy, or nonshower
hit cuts. The remaining cuts are divided into a X view and a Y view
set. Each set consists of the 50 milliradian angle cut, the chi-
squared per degree of freedom cut, and the shower width cut for that
view. If any event passes the first three cuts and either one of the X

view or Y view cuts the event is accepted. The event-passes if the |
following logical expression is true:

cl-cz-cs-(ca'cs-c6 + c7-c8-c9) | (Vi-2)
where c; is.'the truth value of cut i. This represents a loose electroncﬁt
since an event can be accepted even when cuts in one of the views fail.

A good vpe candidate should pass all of these cuts.

Three additional cuts were used to provide an alternate selection
criteria. Especially during the early half of the running when the muon
background flux was high, it is possible that an accidentally coincident
muon could leave extraneous hits which can interfere with the re-
construction of the event causing an acceptable candidate to be lost.
This alternate criteria was designed to pick up these events.

An event is flagged as containing a possible accidentally
coincident muon by examing the ten chambers before and after the
shower region. The CAMAC gates to the scintillator ADC's are 100
nanoseconds long while the active input time to the TDC's is 1000
nanoseconds. These accidental muons will usually leave chamber hits,
but no apparent energy deposition since the scintillator pulses will miss
the CAMAC gate. These chambers will not be identified as part of the
shower region since no measured energy deposition bccurred. If four
chamber hits are found in the ten chambers in front of or behind the

shower region, then the event is flagged as containing an accidentally



133

coincident muon.

If no accidental muon is found, then an event can be accepted by
the alternate criteria if the E62 for the event is less than 20 MeV and
the X and Y redundancy are greater than 1.7. If the event is flagged as
containing the muon, then the redundancy requirement is waived. The
following logical expression must be true for an event to be accepted

by the alternate criteria:
€107 €11 * G4 (VI-3)

an event is accepted if it satisfies either the original or alternate
selection criteria.

About 1/7 of the raw triggers are preselected by the computer
program for scanning. Once an event is preselected, the computer
generates a picture of the event on a graphics terminal (see Figure
VI.8). A microfiche camera photographs the picture and the event

displays are then scanned from the microfiche.
SCANNING CUTS

The first pass event reduction reduced the raw data sample of
190,000 to about 26,000 events. These events were each scanned by a
physicist implementing a tighter set of cuts to further reduce the data
sample. Several scanning passes were performed with each pass reducing
the data by a factor of 1/4 until the final sample was obtained. The
scanning criteria were applied to both neutral and charged current
events. The final sample of charged current events was used to estimate
the neutrino nucleon background in the neutral curient sample.

A list of the cuts used is in Table VI.4. 1In implementing these

cuts care was taken to distinguish event related chamber hits from stray



Scan Cuts

Event rejected if:

1)

2)

3)
4)
5)
6)
7)

8)

track - 4 hits pointing to vertex or main body of shower,

not identifiable as a muon
more than 3 event related nonshower hits but within * 20 cm
of shower
shower width > 150 mm in either view
penetrating component in shower
energy deposition not like a single electromagnetic shower
total angle > 50 mrad
backscatter - first chamber of shower has hit > 20 mm from fit
vertex outside fiducial volume defined by 3 < z < 40 modules,

|x| < .45 m, |y|] s .45m

Charge current if

1)
2)

5 chambers of minimum ionizing pulse height after shower

B.-C hodoscope coincidence

3) hit in ¢ hodoscope and 2 chamber hits consistent with

p from vertex

Table VI.4. Description of scan cuts
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hits due to out of time muons. These out of time muons can leave tracks
in the chambers but no recorded pulse height since the phototube signal
will miss the CAMAC gate. By examining the chamber hits before and

after the shower region one can visually determine whether chamber hits
in the shower region are event related or due to out of time muons.

These stray hits were generally not a problem during the latef part of
the running when the muon background flux was low, but occasionally

were a problem during the first part of the running when the torroids
were off.

The principle background are neutrino nucleon events where much of
the energy is carried by w°'s which form electromagnetic showers. These
events will usually be accompanied by charged particles. The cuts are
principaliy designed to check for the presence of the charged particles
and on this basis reject the event.

A track is defined as four chamber hits outside the main body of
the shower which form a straight line pointing back to the shower. The
charged particle leaving this track may originate at either the vertex
or from a secondary hadronic interaction in the shower. All showers
accompanied by a track are rejected unless the track also satisfies the
muon criteria in which case the event is kept.

Low energy tracks may range out before passing through 4 modules or
chamber inefficiencies may cause the chambers to record less than 4
chamber hits. An event can also be rejected if there is a total of more
than 3 chamber hits outside the main body of the shower but withiﬁ + 20
centimeters of the shower fit. The cut is not made any tightéfAsince
occasionally an electron or photon in the electromagnetic shower will

undergo a large angle scatter out of the main body of the shower. ‘It is
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unlikely however that this large angle scatter will pass through 3
radiation lengths since the large angle scatters are usually low energy.

Sometimes the extra charged particles will be buried in the
elect:omagnetic showers. Since the interaction length is much}greater
than the radiation length, the hadrons will tend to travel farther than
the shéwer. Events of this type can be rejected if there is an
abnormally long penetrating component to the shower not identifiable as
a muon.

The secondary interactions of the hadrons ih the shower can
sometimes also produce m°'s forming another electromagnetic shower.
Events of this type can produce abnormal energy deposition curves that
are not consistent with being a single electromagnetic shower.

An event is also rejected by the fiducial cut if the shower is
close to the edge of the detector. If any of the first five taps of the
shower has a tap hit at a tap at the edge of one of the chambers, thep
the event is rejected. This cut preferentially rejects hadronic events
since these events are more likely to have large angle charged particles
which will cause the tap hit. See Appendix VI.1l for a discussion of the
efficiency of this cut. A cut is also made on the Z position of the
shower vertex. If the vertex is in chambers 1 or 2, or past chamber 40,
then the event is not accepted.

If the interaction does not produce several charged particles then
the energy will probably be shared among several w°'s. The electro-
magnetic shower resulting from the‘decay of these'pions will often
be much wider than a single electron shower due td the opening angles
of the pions. This cut is strengthened over the computer cut by

demanding that the width be less than 15 cm. in both views.



137

If the total angle of the shower is greater than 50 mrad then the
event is rejected. If the first hit of the shower is more than 20
millimeters from the fit then the event is classified as containing a
backscatter and fejected.

Events passing the above criteria are classified as neutral or
charged currents based on a set of muon identification cuts. A muon is
present if the 5 modules after the shower has died away show a minimum
ionizing pulse height or if hits in hodoscopes B and C are consistent
with a muon from the vertex. A muon can also be identified by a hit in,
hodoscope C and 2 chamber hits which line up with the vertex.

These scanning criteria were applied to the 26,000 events selected
by the computer and resulted in a sample of 149 neutral current and 104
charged current events being selected.

Ten GeV electron showers from the test run were scanned to
determine the selection efficiency of the scan cuts. The scanning
efficiency independent of the fiducial cut is 80%. Of the 20% which -
fail, over half fail because of the cut on the number of nonshoﬁér hits.
About a third fail because of an apparent backscatter in the first
chamber. The fiducial tap hit cut efficiency is 83%, giving an overall

efficiency of 66%.
FINAL EVENT REDUCTION

The sample of events resulting from the scanning are all
characterized by a shower consistent with the shape and shower
development of a single electromagnetic shower without accompanying
hadrons. The fits to the large angle events are still biased to smaller

angles due to the design of the fitting algorithm.
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The reconstruction and fit for each of these events is reanalyzed
'by displaying the raw positions graphically, a physicist then re-
constructs the event and picks the centroids to be used in the fit.

Care must be taken to insure that this is done in an unbiased way.
Before the event is displayed the coordinate system is rotated so that
the computer fit is at a zero angle in the new coordinate system. Since
the computer fit is usually close to the shower direction, all the
events will appear at zero angle to the physicist reanalyzing the event.
Since the physicist has no knowledge of the true direction of the
shower, the reanalyzed fit will be unbiased in angle.

All of the unresolved shower edges and possible centroids are
displayed. A starter fit is chosen by positioning the fitted line to
maximize the number of centroids within + 20 cm of the line. Each
centroid selected is associated with a right ©dge and a left edge. The
right (left) edge for the resolved shower position is defined as the
average of the right (left) edges associated with the centroids selected
in the starter fit. The resolved centroid position is the midpoint
between the resolved edges. The shower centroids found in the first 8
chambers of the shower are then fit to a straight line to determine the
projected angle of the event. See Figure VI.18 for an example of the
method.

After all the events have been reanalyzed an additional fiducial
cut is added by demanding that the X and Y vertex position be within + 45
cm from the center of the chamber. Since the chamber is 40 inches
square, this cut rejects events with a vertex within about 5 cm of the
edge of the detector. In addition, the corners of the chambers defined

by x2 + Y2 > (530)2 are also eliminated from the fiducial volume.
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The angular, energy, and Ee2 distributions are shown in Figure
VI.19-21 for both the neutral and charged current samples. A clear
signal is seen in the neutral current samples at small angles and small
Eez, These distributions will be discussed in.greater detail in later
chapters.

The vertex distributions are shown in Figures VI.22-24, Both
distributions show an excess of events near the edge of the chambers.
This is due to systematic effects of the cuts used to reduce the data
sample. Showers with associated large angle hadrons are more likely to
be rejected if the vertex is in the center of the detector than if it is
near the side. The large angle hadrons can escape detection if the event
is near the side by escaping out the side of the detector. This same
event if near the middle of the detector would be rejected since the

hadrons could then be seen. The Z vertex distributions are also shown

with both the neutral and charge current distributions consistent with

uniform distribution.

L.

L.

.



141

Angular Distributions
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Fig. VI.19. Angular distributions for the observed neutral and
charged currents
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Energy Distributions

Observed Neutral Currents

i T

20 30 40 50
E (GeV)

Observed Charged Currents

1 —l] —

20 30 40 50
E (GeV)

Energy distributions for the observed neutral and
cnarged currents




EB2 Distributions

15— Observed Neutral Currents
(0] oo
5 ]
0 l | ] |
o) 2 4 6 8 10
E62 (MeV)
5 Observed Charged Currents
(0] o
5
—
0 I | | | ]
0 2 4 6 8 10
E8% (MeV)
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APPENDIX VI.1

TAP HIT FIDUCIAL CUT

A scanning fiducial cut is applied to the preselected events by
demanding that no tap hits occur at an edge tap in the first five
chambers containing the shower. This cut is in addition to the fiducial
volume cut which requires the shower vertex to be at least 5 cm from the
chamber edge. Since hadronic showers are much more likely to contain
large angle particles which could cause a tap hit, this cut is less
efficient on hadronic showers than on electron showers. The efficiency
of the cut on accepting electron showers was determined by using 10 GeV
electron test data.

In the electron test 10 GeV electrons were incident on ten fully
instrumented modules. The electron beam was centered on the middle of
the chambers. The fiducial cut was simulated by constructing an
imaginary edge plane a distance 'd' from the vertex of tie shower and
parallel to the edge of the chamber. If a hit in one of the first five
chambers of the shower intersects the imaginary edge plane than an edge
tap hit would have occurred. For each event the distance of the imag-
inary plane from the shower vertex was varied and the possible tap hits
noted.

Statistics were kept which furnished the probability that an
electron shower with a vertex a distance 'd' from the edge of the chamber
will induce a tap hit in one of the first 5 chambers of the shower. See

Figure AVI.1. The statistics were kept for both the X and Y views
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independently. The x and y acceptance is shown in Figure AVI.2. The
overall acceptance of the cut determined from this probability dis-

tribution for events in the fiducial volume is 83%.
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CHAPTER VII1

BACKGROUNDS

The scanning cuts are designed to accept only those triggers con-
. sisting of a single electromagnetic shower. If the shower is accom-
panied by any tracks from charged hadrons, then the event will be
rejected. These cuts are designed to separate the neutrino electron
interactions from raw data. In addition to the vue signal, there are
two typeé of backgrounds which will also be accepted by the selection
criteria. Single electromagnetic showers can result from the quasi-
elastic interactions ven + e p and Gep -+ e+n, and from single pion
production as in qu - qun° and qu + u Nm° with the muon unidentified.
A monte carlo calculation was done to compute the quasielastic back-
ground contribution. The neutral current single pion background was

calculated using the observed charged current m° production.
QUASIELASTIC BACKGROUNDS

The incident electron neutrino flux is about a factor of 400
smaller than the muon neutrino flux. The background is still signif-
-38
icant since the total cross section is on the order of 10 cmz.com-
42

pared to the vue cross section on the order of 10~ Ev cmz/GeV.

Although quasielastic interactions with electron type neutrinos have
been observed using nuclear reactors as the neutrino source,(l)

no data exists at accelerator energies. Much more data exists on

the quasielastic interaction with muon type neutrinos. Using electron
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muon universality and the fact that mass effects éan be ignored since
Ev >> m s the quasielastic data from muon type neutrinos can be used to
calculate the quasielastic background from electron neutrinos.

The total and differential cross section has been measured using
the CERN-PS neutrino beam and the Gargamelle Bubble Chamber.(z) The
total and differential cross sections are shown in Figures VII.1l and
VII.2 respectively. The differential cross section is strongly peaked
at low qz. The incident neutrino will transfer little energy to the
target nucleon with most of the energy being carried by the electron
shower. This is in contrast to neutrino electron scattering in which»
the scattered electron typically receives less than half the incident
neutrino energy.

Assuming time-reversal invariance and the presence of first class

currents only, then the differential cross section is given by:(s)

2
do _ G6° | (gy - 8y)q? 2 s 2 q
= — + + - —t— I-
i A -_7;7i?r———-+ (8y £ 8y) + (84 * gy) ( 20E, (VII-1)
2
+[2 - S_SE_:_ZEﬁlJ [(4m2 + qz)f 2 _ anf g ]
ZmEvz v VoV

The upper (lower) sign refers to neutrino (antineutrino) scattering.

The form factors By’ By’ and fV are real. The conserved vector current

(4)

hypothesis can be used to relate the weak vector form factors 8y

and fv to the form factors observed in electron nucleon scattering:(s)

Sa-T @ (@D - 6’ @*)
Ey M2, E 4 a2z oM ¢ (VII-2)
_ qz . 1 v, 2 vV, 2

The dipole form factors GZ and Gx have been measured to be:(6)
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Fig. VII.1. The total cross section for v n + up quasielastic scattering
(See Ref. VII.2). s
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(VII-3)

The form factor 8p is also assumed to have the dipole form. The form

factor determined in vun > Uup is:(7)
= 1.23
AT T2 )2 (VII-4)
TR
[ (.88) ]

The differential cross section shown in equation VII-1 assumes
the incident neutrino is scattered from a single isolated nucleon.
Since the target nucleons are confined in an aluminum nucleus, the
cross section must be modified to correct for nuclear structure
effects.

Goulard and Primakoff have studied the effect of the Fermi motion
and Pauli exclusion principle on the quasielastic differential.cross
section.(s) The correction is largest at low momentum transfers since
the recoiling nucleon must recoil into an unoccupied momentum state.
If the momentum transfer is greater than twice the Fermi level momentum
then the recoiling nucleon is assured to be above the Fermi level and

the correction factor is unity. The observed cross section will be

given by:
obs
d 2 :
% - ld—:?]]:(q) (VII-5)

. . 2 . . .
The cross section correction factor F(q ) for aluminum is shown in

Figure VII.3.
Given the incident neutrino flux and effective differential cross

section, the Monte Carlo program calculates the energy and angular
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Nuclear Suppression Factor F (qz)

Fig. VII.3. The Pauli nuclear suppression factor F(qz)
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distributions for the quasielastic interactions. The program first
randomly selects the interacting neutrino energy form the incident
neutrino energy distribution and, from the differential cross section
given by equation VII-1, determines the q2 for that interaction. The
energy and angle of the electron shower can be computed from the
incident neutrino energy and qz. The resolved shower angle and energy
are determined from the kinematic values taking into account the detector
angular and energy resolution. Histograms of the energy, angle, and ESZ
are accumulated using an energy cut of 4 GeV and weighing the events
with the weight factor F defined in equation VII-S.

The calculated energy, angular and EBZ distributions are shown in
Figures VII.4 to VII.6 respectively. The angular distribution is weakly
peaked at small angle due to the peaking of the differential cross
section at low q2. The most distinguishing feature of these events is
their high average energy and correspondingly broad EBZ distributions
the average shower energy is about 50 GeV. The total number of events
with energy above 4 GeV and angle less than 50 milliradians is 14.9 from
the interaction v n - e p and 4.2 from Gep + e'n.

The errors in the quasielastic background calculation are due to
the uncertainties in the incident electron neutrino flux and uncertainty
in the cross section. As is evident from an examination of Figure VII;l,
the experimental uncertainty in the total cross section is about 20%. A
much greater uncertainty exists in the incident electron neutrino flux.v
The magnitude of the incident flux is based on a calculation starting
from an estimate of the secondary production from fhe neutrino area
target. The accuracy of this estimate is unknown. In the case of the

incident muon neutrino flux, a low energy threshold trigger was used to
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determine the incident muon flux.from the data. This is impossiblé to
do for electron type neutrinos since they represent such a small portion
of the incident flux and since they cannot be distinguished from the vu
events. The expected event rate from the corrected muon neutrino flux
was a factor of 2 greater than the event rate calculated from the
Stefanski-White flux. The Stefanski-White flux is also based on a
calculation of the secondary production from the neutrino area target.
The same errors in the Stefanski-White Flux may also be in the cal-
culation of the electron neutrino flux. It is conservatively assumed
that the error in the event rate from the quasielastic interactions due
to fhe uncertainty in the electron neutrino flux is 100%. The total

number of events from the quasielastic background is then 19.1 + 19.1.
NEUTRINO NUCLEON BACKGROUND

Background from the qu single pion production is more difficult
to calculate since a precise theoretical understanding of these events
is lacking. In addition, any qu event with a large electromagnetic
component in the shower and in which any accompanying charged hadrons
are not seen can survive the cuts. Since no universally accepted model
exists for these hadronic neutral current backgrounds, the observed charged
current production was used to determine the neutral current background.

Throughout the data reduction process the neutral and charged
current interactions have been subject to the same selection criterig.
The preselection criteria by computer included a loose cut on the num-
ber of nonshower hits in the first 8 modules. It is possible, though
unlikely, that the muon could leave enough nonshower hits to be

rejected. The chamber efficiency for sensing a minimum ionizing



particle depends on the number of charged particles passing through the
chamber. If only a single minimum ionizing particle passes through the
chamber then the efficiency is above 80%, but if a shower is also
passing through, then the efficiency at sensing an isolated minimum
ionizing particle is below 10%. Therefore, one would expect most of
the single pion events produced by the charged current to pass the pre-
selection cuts. During the scanning the selection criteria were
strengthened, but the presence of any muon track was ignored so that
the selection or rejection of the event was based solely on shower
characteristics.

The basic assumption in the calculation of the qu background
in the neutral current sample is that the physical processes involved
in producing the shower do not depend on whether the exchanged boson is
a Z° or W. This implies that the angle andlenergy distribution of the
single pion is the same for both neutral and charged current events.
The observed charged current distributions can be used to calculate the
background in the neutral current sample. |

The physics of the neutrino interaction which produces the m°
can be considered in three stages. First the neutrino emits a virtual
boson at the leptonic vertex. If a neutral current interaction occurs

then a Z° is exchanged. If a charged current interaction occurs then a
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w+_is exchanged. The exchanged boson will then interact with one of the

quark constituents of the nucleon. Finally, during the fragmentation
process, the struck quark, spectator quarks, and quarks generated from
the sea rearrange themselves into the observed hadfons.

Since the incident neutrino energy is much greater than the muon

mass, to a good approximation the muon mass can be neglected. The
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kinematics at the leptonic vertex will be identical for both the neutral
and charged current interactions so that the distribution in q2 carried
by the exchange bosons will be nearly identical. The q2 is still small
enough that propagator effects due to the difference in boson masses can
be ignored. The difference in mass between the Z° and whowill only
affect the overall interaction rate and not the shape of the differehtial
cross section.

The principle quark constituents of the nucleon are the u and d
quarks and a smaller s quark contribution. Since the target aluminum
nucleus has nearly as many protons (13) as neutrons (14), to a good
approximation the target is isoscalar. Therefore, the momentum dis-
tribution of the u quark in the target will be the same as the
momentum distribution of the d quark. If u(x) is the probability of
finding a u quark in the target with fractional momentum x and d(x) is
the probability of finding a d quark with fractional momentum x, then
u(x) = d(x). An exchanged Z° will couple to all the quarks in the
nucleon while an exchanged Wowill couple only to the d and s quarks.
The coupling of the bosons to the s quarks can be ignored since they
comprise a small fraction of the nucleon and since it is unlikely that
the s quark will fragment to produce a w*. Since the target is nearly
isoscalar, the momemtum distribution of a scattered d quark from the
exchanged W' will be the same as the distribution of the u and d
quarks scattered by a Z°.

Finally, the scattered quark will fragment to produce a m°. Let
d;(z) be the probability that a quark q will fragment into a hadronh
with fractional momentum z, the u and d quarks have an equal probability

-] [-]
of fragmenting to produce a 7°, DE (z) = Dg (z).
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Since at each stage of the interaction, from the emission of the
exchanged boson at the leptonic vertex to the rearrangement of the
final state quarks into the observed hadrons, the kinematics of the
neutral current interaction are identical to the charged current
interaction, the angular and energy distributions of the final state
m° produced by the neutral current will be the same as the w°® distribu-
tions produced by the charged currents. Since the Z°-quark and W+-quark
coupling strengths are different, the angle and energy distribution of
the m° for the neutral current interaction are proportional and not
identical to the charged current distributions.

This prediction has not been tested in the case of single pion
production. Sufficient data does exist on the inclusive interactions
qu -+ vu + X and qu + u + X. In inclusive scattering, the identity of
the hadrons is not determined. It is assumed that the shower energy and
direction represent the energy and angle of the recoiling quark. By the
same argument as above, one would expect the shower energy and angle in
neutral current events to be proportional to the distributions in the
charged current events. The CHARM collaboration at CERN have tested this

(10)

prediction. Figure VII.7 shows the ratio of the number of neutral
current to charged current events as a function of y. If the energy
distributions are proportional then this ratio should be flat as a
function of the variable y. Figure VII.8 shows the ratio of the number
of neutral to charged current events as a function of the kinematic
variable x. Although the statistics are limited, this ratio is also

flat. This implies that the angular distributions are also proportional.

Both of these figures are consistent with the assumption that:
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a®n N

dBdE|v N(NC) R S6aE v, N(CC) (VII-6)

The constant of proportionality R is independent of energy and angle.

Not all of the charged current events will be identified as charged
currents since the muon will sometimes escape undetected. Let a(e)‘be
the probability that a charged current event with shower angle 0 is
classified as a charged current. The observed charged current dis-
tribution will be:

obs
v N(C
u(C)

aN
as

dN
= a(8) 55

VuN(CC) (VII-7)

The misidentified charged currents will be classified as neutral

currents. The observed neutral current distribution will be:

obs ‘
dN - dN - dN -
d6]v NONC)™ @8 v, NONC) +(1 - a(B)gg ICY (VII-8)
Combining equations VII-6 to VII-8 gives:
SN B EEORE (VII-9)
dé qu(NC) a(o) de qu(CC) v

The background from single m° production in the observed neutral current
sample can be calculated from the observed production by the charged
current if the parameters «(8) and R are known..

The muon idenﬁification probability a(8) was determined using a
Monte Carlo calculation which modeled the muon identification criteria.
See Appendix VII.1 for the details of the calculation. Figure VII.9
shows the muon identification probability as a function of 6.

Several experimental determinations of the ratio of the neutral
current to charged current rates have been done and are summarized in

Table VII.1. The values range from .30 + .02 in neutrino inclusive
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Fig. VII.9. The calculated muon identification probability



Reference

Lee, et al.(ll)
(12)

Hansl, et al.

Hasert, et al.(lsJ

Krenz, et a1.(14)

Winter, et al.Lls)

vVA+vA'"T
_ _H

vVA-+>uA
H H T

Target
Aluminum

Aluminum

Freon

Weighted Average
Propane

Marble

A = Atomic nucleus
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.34 + .08

.80 + .12

.20 < R < .40

.45 + .16

.30 + .02

Table VII.1. Experimental measurements of the ratio of single

7° production by the neutral and charged currents.



170

scattering to .90 + .16 in single pion production on a propane target.
The value of .42 + .14 from single pion production on complex nuclei is
a weighted average from three experiments. This measurement represents
the value most relevant to single pion production on aluminum.

The value for R can also be computed from the data. Thevvue signal
in the observed neutral current sample will be confined below 20
milliradians. Above 20 milliradians the sample will be composed of
quasielastic and VuN background events. The value of R can be computed

by fitting the angular distributions above 20 milliradians using the

formula:
obs obs
dN|P7 o dNljg L R+1-a(f) dN (VII-10)
d8 | nc R dO ve a(9) deé qu(cc)
8>20 8 >20 . 8> 20

The constant R is the efficiency for accepting electrons and will be
described in greater detail in the next chapter. The value for R
computed by this method is .60 *+ .15. This is somewhat higher than

the experimental value for R measured in other experiments with complex
nuclei. The discrepancy may be due to an inefficiency for preselecting
charged currents events as compared to neutral current events by the
computer prior to scanning. This value probably gives the most accurate
determination of thehsingle pion production background since it
correctly fits the data in the large angle region.

. The angulér dis;ribution of the qu background in the observed
neutral current sample using the values for the ratio R of .60 + .15
and .42 + .14 are shown in Figure VII.10. The distributions are rela-
tively flat with the uncertainty in R giving about.a 30% difference in
the magnitude of dN/dQ. Chapter VIII discusses the error introduced

by this uncertainty in greater detail.
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Computed Neutral Current Background
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Fig. VII.10. The computed qu neutral current background for
R= .60t .15 and .42 ¢+ .14
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APPENDIX VII.1

MUQN IDENTIFICATION PROBABILITY

The calculation of the n neutral current background from the
observed charged current events requires the knowledge of the muon
identification probability. Not all charged current events will be
classified as charged currents since the muon may escape the detector
unseen. During the scanning process events are classified as charged
currents if five consecutive chambers after the shower has dispersed‘
show a minimum ionizing pulse height, or if there is a coincidence
between hodoscopes B and C, or if a hit in hodoscope C, two chambei
hits and the shower vertex are all consistent with a muon from the
vertex. The muon identification probability was determined by simulat-
ing these criteria using a monte carlo program.

The monte carlo program first randomly selects the incident
neutrino energy from the neutrino flux distribution. The angle of the
resulting shower is randomly chosen between 0 and 50 milliradians while
the shower energy is chosen between 0 and the incident neutrino energy.
The four momentum of the final state muon is determined by conservation
of energy and momentum. The shower vertex is randomly distributedviﬁ
the fiducial volume.

The selected neutral current sample was used to determine the
relationship between the shower energy and length (see Figure AVII.1).
The dispersion was five radiation lengths. The program randomly selects

the shower length given the energy and the above distribution. If ‘the

LN
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shower is exiting out the side of the detector, then the length is the '
smaller of the containment length or the randomly selected length.

The program will classify the event as a charged current if the
muon containment length is more than four modules greater than the
shower length, or if the muon passes through both the B and C hodoscdpes
or if the muon containment length is greater than 8 modules and passes
through hodoscope C.

Statistics were kept which gave the probability that a charged
current event with shower angle is classified as a charged current.

The muon identification probability is shown in Figure VII.9.



CHAPTER VIII

RESULTS

The observed neutral current sample contains contributions from v,€.
events, ;e quasielastic interactions, and events from single 7° pro-
duction in qu scattering. The(Ge quasielastic and qu backgrounds

were calculated in the previous chapter. The angular distribution of the

vpe signal can be determined from the equatiaon:
. lc .
1 dN‘ dN |©® dNr
== |5 - a4 - ==(-) (VIII-1)
v e € [‘m N B da

v_ N(NC) Ve
H
The parameter € is the overall efficiency for selecting vue events from

dN
&

the raw data sample. This efficiency will be a product of the efficiency
of the computer preselection algorithm for selecting electromagnetic
showers, the efficiency of the scanning criteria for selecting vue

events, and the efficiency of the scanner in implementing the scanning

criteria consistently.
SELECTION EFFICIENCY

The overall efficiency is given by:

E =€ e tEgy (VI11-2)
€. = computer selection efficiency
g = scanning selection efficiency

Egy = Scanner efficiency

As discussed in Chapter VI, the computer selection efficiency was

found to be .97 + .05 by applying the preselection algorithm to the 10
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GeV test data. The scanning selection efficienéy was determined to be
.69 + .06 by applying the scanning criter;a to the test data sample and
by calculating the scanning fiducial cut acceptance from the same
sample.

The scanner efficiency measures the ability of the scanning
physicist to épply the scanning cuts to the preselected data sample in
a consistent manner. The scanning efficiency was determined by rescanning
20% of the preselected events. The rescanned sample consisted of 17 runs
from the torroids off running and 17 runs from the torroids on running.
The scanner efficiency is .81 + .16. Applying equation VIII-2 gives the

overall selection efficiency of .54 ¢ .12.
RESULTS

Using this selection efficiency and the calculated backgrounds in
Chapter VII, the vpe signal can be determined from equation VIII-1.
Figure VIII.1 shows the angular distribution for the neutral current
sample after the backgrounds have been subtracted. The v e signél is
clearly seen. A Monte Carlo calculation of the}expected distribution

from the electroweak model with sinze of .25 and an angular resolution

W
of Smilliradians is also shown. Applying an angle cut at 20 milliradians
gives a vﬁ signal of 35.9 +13.0.

A tighter cut can be made by -using the kinematic constraint on
Eez. Neglecting resolution effects, the variable Eez is constrained to
be below Zme ~ 1 MeV. An examination of Figure VI-19 shows a peak in
the Eez distribution for the observed neutral current sample below 3 MeV.

Tahle VIII.1 shows the details of a background subtraction using cﬁts on

the data and Monte Carlo results of © < 20 milliradians and Eez < 3. MeV.
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Fig. VIII.1 The angular distribution of the neutral current sample after
background subtraction



# with 6 < 20 mrad,Ee2 < 3 MeV

Observed Neutral Currents 28 + 5.3

Observed Charged Currents 10 + 3.2

Calculated qu background 8.4 + 3.2

Corrected for efficiency 36.0 + 11.4
()

Calculated ;e background 3.0 -

v, e signal 33.0 + 11.3

Table VIII-1. Details of background subtraction.

events
Measured Signal 33.0 + 11.3 % of signal
Error from (53 flux 5.0 15%
(-)
Error from Ve flux 3.0 10%
Error from uncertainty in R 2.0 7%
Error in selection efficiency 7.9 24%
Summed error 10.0 33%

" Table VIII-2. Details of systematic errors.
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The signal is given by:

v e = 1 Ne - 3 cc 5 v
H £ E6 <3 E6 <3

‘ 6<20 R+1-G yobs| 6<20 | _ oy |0<20 (VIII-3)
€

E62<3

The parameter & is the average muon identification probability for
charged current events satisfying the angle and E62 cuts. This cal-
culation gives a vusignal of 33.0 + 11.3 which is consistent with the
previous calculation.

As a consistency check one can compare the energy distribution of
the events satisfying the angle and Eez cuts-with the expected energy
distribution using the electroweak model with sinzew of .25. Figure
VI1.2 shows the energy distribution for the data compared to a Monte
Carlo calculation using the electroweak model. There is an excess of
events in the data since the quasielastic and single pion production
background are not subtracted. Of the 28 events in the observed neutral

current sample, 8 are background events due to qu single n° production
and one is due to(G) quasielastic scattering. The shape of the Monte
Carlo calculation is consistent with the data.

The measured signal of 33.0 +11.3 represents the number of vue
events and a smaller number of 3ue events occurring in the fiducial
volume with a shower energy above 4 GeV. Since the Gu flux is about a
factor of 8 below the vu flux, only a few of these events are Gue
interactions. To compute the total cross section for vue elastic
scattering from the event number observed one must correct for the G“e
contamination and for the 4 GeV energy cut.

One can account for the energy cut in a model independent way by

using the phenomenological cross sections based on the coupling
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parameters g, and B The differential cross sections for vue and Gue

elastic scattering are given by:

do E') -) sze
H 2n

<
b
<
[}
~—
]

-2 2 E
[Gy * g)" + (gy 2 8" (1 -gI]  (VIII-4)

The lower (upper) sign gives the cross section for neutrino (anti-
neutrino) scattering. The effective cross section with an energy

cut at 4 GeV is:

E
v do (-)
og-)e (E,, E, > 4) -f dEg aE- Ve (VI1I-5)
H 4 e
Let ¢(~-) (E ) be the incident(G) flux in units of number o) per meter
v v U H

squared per GeV per proton incident on the neutrino area target. The

number of observed events will be:

N = NeNp J

00

- \_ -
. dEv[¢v£EV)°vue(Ev’Ee>4) +¢ vue(Ev'cvﬁe(Ev’Ee>4)] (VIII-6)

The constants Ne and Np are the number of target electrons and the
number of protons on target respectively. This equation is an ellipse in
the variables By and 8y The region in the By8s plane allowed by this
experiment is shown in Figure VIII.3. The allowed values in the electro-
weak model are also shown as a function of sinzew. The result of the
experiment leaves considerable ambiguity in the allowed values of 8y
and 8-

In order to constrain the allowed values of gy and g in a model

independent way, the results of other experiments can be used. Figure

VIII.4 shows the allowed regions in the 8y
(1)

-8 plane from this experiment,

Gue elastic scattering, and Gee elastic scattering.(z) The results
of these other two experiments reduce the ambiguity to two allowed

regions, a vector dominant solution with By - .5 and gy " .0 and an
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axial dominant solution with By - .5 and 8y ~ .0. The axial vector
dominant solution is favored by the electroweak model, in order to
further resolve the remaining ambiguity, the factorization relation
given by equation II-15 can be used to relate the data on qu inclusive
scattering and the SLAC interference experiment to the values of 8y and

g The addition of this constraint g (see Figure VIII.4) accepts the

axial vector dominant solution. This solution is 8y =-0.01 ¢+ .13 and gp°

-.54 + .10. The total cross section corresponding to these coupling

42

parameters is 1.6 + .5 x 10~ E, cmz/GeV.

The electroweak model prediction for the total cross section is

shown in Figure VIII.5. A total cross section of 1.6 + .5 x 10742 E,

cmz/GeV only weakly constrains the allowed value of sinzew since the

cross section is near the minimum. The allowed values divide into two

. . L2 +.12 +.06
regions with sin ew = .23 - 06 and .53 Sz

consistent with other experiments.

The first region is

The parameter sinzew can also be determined from the gy plot.

-gA
In the electroweak model By 1/2 and gy = 1/2 + Zsinzew. For gy =

.01 £ .13 sinzew is .25 ¢ .06.

The errors quoted so far have been statistical errors only. The
experiment is also subject to systematic errors from the uncertainty in
the incident vu and Gp flux, uncertainty in the correct value for R, the
ratio of the neutral current to charged current rates for single ﬁ°
production used to calculate the hadronic background, and uncertainty in
the electron selection efficiency. Table VIII.2 summarizes the effect
these uncertainties have on the observed event rate.

The 15% error in the incident v’ flux will contribute directly to a

)
H
15% error in the expected event rate. Since the kinematic cuts eliminate
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Fig. VIII.5 A comparison of the electroweak cross section with the
experimental cross section
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‘much of the quasielastic background, the 100% error in the incident(;L
flux contributes an error of only + 3 events or 10% of the measured
signal. As discussed in Chapter V, if the(Ql flux is in error it
probably is underestimated so that this systematic error will tend to
reduce the measured v.e signal.

The background‘due to single n° production was calculated using a
value for R of .60 ¢+ .15. This value was determined by fitting the
observed charged current events at angles above 20 milliradians to the
neutral current distribution. Other experiments have measured this ratio
to be .42 + .14. Using the latter value for R to calculate the background
will increase the measured signal by 2 events or by 7%.

As discussed earlier, the error in the total electron selection
efficiency is 26% or 8 events.

The overall systematic error can be estimated by adding all of the
systematic errors in quadrature. This gives a total error of 1J.7 events
or 33%. This probably overestimates the systematic error since the
error in the(;l flux and.the error in R will tend to cancel. The number
of observed events is then 32.0 + 11.3 (statistical) + 11.0 (systematic).
Including systematic effects in the total cross section gives o = 1.6 +

42

.5 (statistical) + .5 (systematic) x 10~ Ev cmz/GeV. The calculated

value for the parameter sinzew is .25 + .06 (statistical) + .06 (systematic).
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CHAPTER IX

-

CONCLUSIONS

An experiment to measure the total cross section for vue elastic
~ scattering was performed at Fermi National Accelerator Laboratory from
November 1978 to March 1979. This interaction is an important test of
the electroweak model developed by Weinberg, Salam and Glashow. In
contrast to qu interactions which are complicated theoretically since
the quark content of the nucleon is not well known, vue scattering
involves the scattering of point-like particles making the theoretical
predictions fairly straightforward. However, the experiment is very

42 Ev cmz/GeV

difficult since the cross section is of the order of 10~
and the backgrounds from other neutrino interactions are difficult to
eliminate.

The Fermilab wide-angle neutrino beam was used with an accelerator
energy of 350 GeV. This beam offers a high flux and a broad incident
energy distribution. A total of .9 x 1019 protons were incident on the
neutrino area target to produce the neutrinos with a total of 249,000
triggers written to tape. The analysed data sample consisted of 190,000
triggers corresponding to .7 x 1019 protons on target. The neutrino
beam also consists of a small contamination of antineutrinos (8%) and
electron type neutrinos (.2%).

The neutrinos are incident on a 12 ton, modular detector. Each of

the 49 modules of the detector consists of 1.1 radiation lengths of

aluminum, a delay-line proportional chamber, and a plastic scintillator.
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The neutrino scatters off an electron in the aluminum and the recoiling
electron formé an electromagnetic shower which propagates through the
detector. The aluminum acts as both the target and the radiator for

the electromagnetic shower. The delay-line proportional chamber measures
the x and y position of the shower centroid in each module, thereby
determining the shower angle. The energy is determined by the
scintillator phototube pulse height. The detector has an angular
resolution of 10 milliradians and an energy resolution given by

oL /E = .29/VE.

The vast majority of the interactions occurring in the detector

are qu interactions. The data reduction procedure must reject the qu
events while retaining the vue interactions. A computer program was
used to preselect the likely vue candidates. The qu interactions
will have a hadronic component consisting of charged hadrons and an
electromagnetic component from n° decay. The vue events are single
electromagnetic showers kinematically constrained at gmall angles.
The preselection criteria consisted of a loose set of cuts rejecting
wide electromagnetic showers with accompanying hadrons and showers at
an angle larger than 50 milliradians. A total of 26,000 interactions
passed the cuts.

Each of the preselected events was scanned by a physicist
implementing a tighter set of cuts on the shower characteristics to
isolate only single electromagnetic showers. If the event is a charged
current then the presence of the muon was ignored so that the same
selection criteria applied to both the charged and neutral current

interactions. This reduced the data sample to 149 neutral currents and



191

" 104 charged currents. The event reconstruction and shower fit were then °

checked by hand in an unbiased way to obtain the final shower angle.

The backgrounds remaining in the final sample were the ;e
quasielastic interactions v _n » e p and Gep + e'n, and single n°
production by thé hadronic neutral current and by the charged current
with the muon unidentified. The quasielastic background was cal-
culated using a Mone Carlo calculation. The single n° production
background in the neutral current sample as calculated using the ob-
served charged current distributions correcting for the muon acceptance.

The overall v,e event selection efficiency was .54 + .12. This
efficiency is a product of the computer preselection efficiency, the
scanning selection efficiency, and the efficiency of the scanner in
consistently implementing the scanning costs. Using the overall selec-
tion efficiency and the calculated backgrounds, then the observed signal
can be computed. Applying an angle cut at 20 milliradians gives a
signal of 35.4 + 13.0. A tighter kinematic constraint is an angle

cut at 20 milliradians and a cut on E02 at 3 MeV. This gives a

/
signal of 33.0 * 10.8. The systematic error, due mainly to the un-

9
o

certainty in the incident neutrino flux, is 33
It is clear that the statistical error in this experiment could

be improved by relaxing the fiducial cut made during scanning, con-

tributing however, to a larger systematic error. Taking into accountl‘

these errors gives a total cross section of 1.6 + .5 (statistical) + .5

(systematic). The parameter sinze is .25 + .06 (statistical) + .06

W

(systematic).








