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ABSTRACT 

We have investigated the coherent reaction rc·A- An-rr 0 

using nuclear targets of c, Al, Cu and Pb, at beam momenta 

of 156 GeV/c and 260 GeV/c. We found that, at these 

momenta, the ~- meson dominates the n-n~ mass spectrum. The 

data were analyzed allowing a small amount of hadronic 

background to interfere with the dominant electromagnetic 

production of the.1'7-. The results were used to extract a 

new value, r (fl-- ?t- 'i) =67±7 KeV, for the radiative decay 

width of the f'- meson. This value for r (f'·-n·l), a factor 

of two larger than an earlier measurement, alleviates 

previous inconsistencies in the interpretation of 

vector-meson radiative decays in terms of models based on 

SU(3) symmetry. 
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.. CHAPTER I 

INTRODUCTION 

Because the photon is one of the best understood 

object~ in the domain of particle physics, it is a very 

useful probe for studying other systems. For example, our 

understanding of atomic and nuclear structure has developed 

to a large extent from measurements of processes that 

involve radiative transitions. When one probes further into 

the structure of matter, one finds that studies of 

photon-hadron interactions also yield valuable information 

about the structure and properties of elementary strongly 

interacting particles. 1 

One of the simplest radiative processes accessible to 

experimental probing and to theoretical interpretation is 

the transition of a vector meson to a pseudoscalar meson 

through the emission of a photon (V .... P+t). Although, prior 

to our work, several attempts had been made to develop a 

theory which could explain data for these transitions, the 

results were not terribly compelling. 2 Particularly 

frustrating to theoretical calculations was the old value of 

the radiative decay width of the/'- meson: r C/-+7f9/) =35±.10 

KeV.~~ This measurement was about three standard 

-1-
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deviations below predictions based on simple constituent 

quark models for hadrons, thus providing one of the main 

motivations for our experiment to remeasure r V'·-·1rt>. 

Radiative transitions have been measured using three 

different techniques. Direct measurements of the decays 

v - P+r are usually not feasible because of the small 

partial rates for these processes. The inverse reaction, as 

depicted in Fig l.a, can be studied by photoproducing the 

vector meson through the exchange of a virtual pseudoscalar 

meson between a nuclear target and an incident photon. 

However, several different hadronic exchanges can contribute 

to the same production process; thus calculations needed to 

extract radiative widths tend to depend on ambiguous models 

of hadronic production. Reversing the role of beam and 

target is more advantageous. An incident pseudoscalar meson 

can then absorb a virtual photon from the Coulomb field of 

the nucleus (Primakoff process) to form a vector meson, as 

shown in Fig l.b. There will be hadronic-exchange processes 

{c,,.), Az.) also contributing, but, as will be demonstrated 

below, Coulomb production, which is well understood, will 

tend to dominate other mechanisms at high incident beam 

energies, allowing a less ambigous extraction of radiative 

widths. 



-3-

a) PHOTOPRODUCTION 

I 

:p 
I 
I 

b) PRIMAKOFF EFFECT 

Figure 1 
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We report in this thesis our remeasurement of the 

radiative width, r<.;'·-pr-/)' which was carried out through 

a study of the same coherent reaction as in the previous 

experiment, i, ~ namely: 

(I) 

where A represents targets of different nuclear mass number. 

The theoretical framework needed to describe this reaction 

is discussed in this chapter. The experimental apparatus is 

described in Chapter II, and studies of the calibration and 

resolution of the different components of the spectrometer 

are presented in Chapter III. The method used to process 

the data is outlined in Chapter IV, and in Chapter V we 

discuss the n~rmalization of the production cross section. 

In Chapter VI we present our analysis of the data for 

Reaction (1), and extract the value of r (,/.'O:....rr·f). 

We continue this chapter with an illustration of a 

calculation of radiative widths, based on a simple quark 

model. The characteristics of coherent production on 

nuclear targets are outlined in Section B. The Primakoff 

process and the nature of the background from 

strong-exchange mechanisms are discussed in Sections c and 

D, respectively. 

11 
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A. A Quark-Model Calculation of Meson Radiative Decays 

There is now overwhelming evidence suggesting that 

hadrons are composed of more fundamental entities called 

quarks .S The scheme most commonly referred to is the one 

introduced by Gell-Mann6 and Zweig,7 wherein a baryon is 

made up of three quarks, an antibaryon of three antiquarks, 

and a meson of a quark and an antiquark. Prior to the 

discovery of the J/f particle in 1974,8 all known states 

could be formed from the basis of three quarks (u,d,s) and 

three antiquarks (u,d,s). The quarks all have spin 1/2, 

baryon number 1/3, and charges 2/3, -1/3, and -1/3 times the 

electron charge for u, d, and s, respectively. The 

antiquarks have baryon number -1/3 and charge opposite that 
l 

of the corresponding quark. The states which are of concern 

in this thesis can all be described in terms of these 

quarks. 

The radiative decay of a vector meson to a pseudoscaler 

meson can be viewed as an Ml transition from a 3s1 to a 1S6 

state of the quark-antiquark system. This idea was first 

proposed in 1965,9 and initial calculations were in 

reasonable agreement with the measured rate for w 0 ....... rr0 t 

decay. 

The magnetic moment operator for the v--P+l transition 

can be written in the nonrelativistic approximation as:IO 



-6-

The sum is taken over the quarks in - the system, with M• 
:J 

being the mass, Lj the orbital angular momentum, qJ the 

-. 
charge, and tr· 

J 
the spin operator for the 'th J_ quark. 

- -
The 

emitted photon has momentum k and polarization Eo. in the 

rest frame of the initial state, and )-lp =2.79efi/2M,c is the 

magne·tic moment of the proton. The intrinsic quark moment 

is assumed to be proportional to the proton magnetic moment, 

varying as the quark charge. (This assumption produces 

excellent agreement with the observed ratio of the proton to 

neutron magnetic moments.) We can neglect the orbital term 

since the quarks are in a relative S-state for the 

transitions o~ interest. Furthermore, the long wavelength 

approximation (exp(ik·r)zl) is assumed to be valid for 

h . t. " t ese trans1 ions. Thus the transition operator reduces 

to 

The radiative width for the process a -b+°( can be 

calculated from 1
' 

re, -.&t) :: fk¥ L l<b.r l?nf ctl)\z. 
<'>-t J 

~ k~ (-<.)~)it ~ f ~ (b-1=l ~~~'I di>lz 
~, <~~ ~y J ) 

(~) 

where ky = CM! -M' )/2~ is the decay momentum in the rest 

.. 
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frame of particle a, and the matrix elements are summed over 

the final states and averaged over the initial states. 

is the ~tb component of the spin operator for the jt!J quark, 

and tt. is the fine structure constant (e'Z/flc ~ 1/137). The 

factor (4/3)ky in front of the matrix element accounts for 

the phase space available to the decay products.ii 

We shall calculate the rates for the transitions 

w"-+K0
( and /'-_ ,,-- ( • 

written as follows: 

The states of interest can be 

1 n•) ::: 

l re> --
I~;/ -
I/';> 
I~:> 

I w:> 

(11i.) l u t u~ - u • u t + c:i ~ J 1 - J t J ~) 
1172 ld t ~q - d J L( , ) 

~tut 
.(r ti: (. d f u l +- d ~ u. t ) 

J.4 tH 
1112 • (tA t u. t + d f i n 

l £J! ) = (f /zj (_u f u' + u. • iA. f -t- d f i ./, + ~ J d 1 ) 

I "'~) = .{I;,_' ~ u. + u ~ +- d .L d i ~ 

The spin part of the wave function is indicated by the 

direction of the arrows, and the z-component of the spin 

state of the vector meson is indicated by the subscript +, 

, or O. Ideal mixing is assumed in the definition of the 

oJ states; that is, the octet and singlet SU(3)-states are 

mixed in such a way that the physical £-" contains no ss 

component. 13 



-8-

Substituting these states into Equation (2) yields 

T'tw•~,.·rl. 3 ( :~~Jc.~:t (SU+ H)] • 'l 83 K~V 
" 

r - .11 - ~(~- M~j3<2.1,J ... fl.(.!.. .. .L .i.:~ = 8 'i K~v 
(/-,,.-., - 3 M &"- L3 II IT 9 

R I ,.,, 

The ratio of these two widths, r (w•-1re()/ r<f--Jt'-r), is 

9.3~, as compared to the previously determined experimental 

ratio (880±61 KeV)/(35±10 KeV) =25±7. The terms shown in 

square brackets correspond to just the SU{3) Clebsch-Gordan 

coefficients for the matrix elements. Thus, if SU(3) 

symmetry were exact, these terms would yield an expected 

ratio of 9. The fact that the c...> and jO masses are nearly 

the same makes it quite difficult to introduce a scheme for 

symmetry breaking which could account for the previous 

experimental ratio for these transitions. Because the rate 

for w 0 - R'•r is large enough to be measured directly with 

little ambiguity, 1 ~ it was important to check the value of 

B. Coherent Nuclear Processes 

The reaction a + A--A + elf", where a is the incident 

projectile and a* a produced system, will be referred to as 

being coherent if the recoiling nucleus remains in the 

ground state, or, less rigorously, in some low-lying excited 

state •15 

• 



·-

-9-

The kinematics for this reaction are illustrated in 

Fig. 2.a. The invariant square of the four-momentum 

transfer will be defined as t = q2. = l<n - p >'t.\ r-a.• ~ 
(the terms 

used here are the four momenta of the particles). The 

minimum possible momentum transfer required to produce the 

state a• is 

where p~, E~, and M~ are the momentum, energy, and mass of 

-the incident projectile, and p~«, Ed•' and Ma..• the momentum, 

energy, and mass of the produced system~ these quantities 

are defined in the laboratory frame. 

If We Set l-q{'- q~ + q,_ where = :..t r , and are the 

longitudinal and transverse components of the three-momentum 

transfer, then t"'~W\ ~q.t. . Requiring coherence over nuclear 

dimensions (radius "'- l.12AV3 fermi) implies, from the 

uncertainty principle, that q1 must be restricted to 

i ti; ci.12A'(J > • Thus, coherent production is expected to be 

dominated by small momentum transfers. For a lead target, 

for example, q., ~ 35 MeV /c. 

The requirement that the nucleus remain in its ground 

state greatly restricts the allowed coherent final states, 

a*, that can be produced. For incident mesons, for example, 

when only momentum can be transferred between the projectile 

and target, orbital excitation is possible, with a 
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corresponding parity change between a and a~ of (-1)' (these 

processes involve production of "unnatural parity" states of 

spin-parity JF = 0- ,l~ ,2- , .•• ). Away from the forward 

. f+, 
direction, parity changes of (-1) , that are ruled out by 

conservation of angular momentum at t=t~'~' may also occur. 

In this instance helicity flip is involved and the exchanged 

objects have effective spin-parity values of 

p.- 't" - + 
J = 1 ,2 ,3 ,4 ••• The coherent production of /.' mesons 

involves these types of exchanges. 

Additional selection rules apply to processes with 

incident pions. Isospin and G-parity must be conserved at 

the P, -pQ..., -q vertex. The photon has both I=O and I=l 

components. G-parity conservation allows only the isoscalar 

part of the photon to couple to the I'~ vertex. Strong 

processes with I=l exchange are greatly suppressed because 

roughly half of the nucleons (protons) have isospin up and 

the other half (neutrons) have isospin down, tending to 

cancel each other in a coherent sum. Thus, w -exchange 

(J'P =1- , I' =0-) is expected to dominate, for example, over 

Az -exchange CJ°' =2-t, IG =i) in hadronic production of ~ 

mesons. 

Figure 2.b depicts Reaction (1) in the rest frame of 

the produced /'- • The incident pseudoscalar meson can be 

regarded as a plane wave, which can be expanded in terms of 

the spherical harmonic wave functions, Yj . The photon has 
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spin one and only two helicity states, hence the spin of the 

'fJ- must match that of the photon, and point either along or 

opposite the direction of the incident beam (in the 

Gottfried-Jackson frame). Although for the case of an 

exchanged w , three helici ty states are possible, the state 

with zero projection cannot couple to a plane wave 

(proportional to Yt as required by parity conservation) to 

for·m a /'-. This fact should be evidenced in the angular 

distribution of the decay products of the/'·· 

The directions defining the Gottfried-Jackson reference 

frame for describing coherent processes are shown in 

Fig. 2.c. The trajectory of the n· from the decay /'--Tf-lfo 
should exhibit an angular distribution characterized by the 

form l Y1
1 

( & , ~) + Y\1 
( 9, ci> >\?., namely, sin2 6 sini.4>. 

Another reference frame frequently used for describing 

particle decay is the s-channel helicity frame depicted in 

Fig. 2.d. Here the axis of quantization is the line of 

flight of the produced object. In the case of Coulomb 

production at high energies, the two reference frames are 

nearly the same. 
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C. Coulomb Production 

In 1951 Primakoff suggested that ~· mesons could be 

photoproduced in the electromagnetic field of a nucleus, and 

that the characteristics of this process could be used to 

determine the lifetime of the rr 0 • 
/6 The suggested 

experiment has proved to be technically more demanding than 

i~itially anticipated, and many years passed prior to an 

accurate determination of the pion lifetime through this 

technique. I{ Meanwhile, several other applications of the 

Primakoff effect were proposed.rs We discuss below the 

features of this electromagnetic production mechanism as it 

relates to Reaction (1). 

The cross section for Coulomb production of a system of 

mass Ma..* in the reaction a+A- A+a* is determined by the 

amplitude ~C : 19 

t- t:,,.:"' I F.: {t)f'?.. 
t:4 cite J 

(3) 

where Z is the nuclear charge, and FEM(t) is the effective 

nuclear form factor, containing absorption of incoming and 

outgoing states in nuclear matter (details concerning this 

factor will be presented in Chapter VI). 

represents the cross section for the reaction 'l'a -a* at a 

center of mass (C. M.) energy M~~ and is given by: 

( '+) 
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J~ is the spin of the incident particle, J~ is the spin of 

the produced system, and q* is the momentum of the photon 

in the c. M. system of a*: 

The form of the '('lt·-rrn° transition matrix applicable to (-> 

production will be discussed in Chapter VI. In the 

narrow-resonance approximation Equation (4) becomes '
9 

where r (ail'- a~) is the radiative decay width of a-*. 

Substituting this expression into Equation (3), we obtain 

the cross section for production of a well defined resonance 

in the nuclear coulomb field: 

t!l..:r,*+ l) re <l..*-a...'1.) I ~ct..* 't. \a -t-t:ft\i't J EMt)l1. 
l.:z:r, + 1) l Mo.ir--M,j -1:1. £ 

(5) 
From this equation we note the following unique 

features of Coulomb production. 

1) As pointed out in Section B, the cross section vanishes 

in the forward direction (t=t,..i"'). However, the photon 

propagator (l/tz.) greatly enhances production near the 

forward region: in fact, the maximum in the cross section 

occurs at t=2t~~n· The value of the cross section at this 

maximum increases as l~l~ · 

•' 

• 
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2) Due to the decrease of t~\~ with increasing lP
4
\, the 

integrated cross section for Coulomb production increases 

asymptotically as logqP'.l}. Thus, because exclusive cross 

sections involving hadron exchanges fall with increasing 

energies,~D Coulomb production eventually comes to dominate 

coherent processes, particularly at small t. 

3) The electromagnetic form factor, FeM(t}, has a shape 

characteristic of the size of the nucleus. For high 

incident energies, this factor is not very sensitive to 

absorption of incident and outgoing states, and has a weak 

t-dependence over the range dominated by the Coulomb 

process. Hence, theoretical predictions are not expected to 

be complicated by factors which depend on parameters used to 

describe the nucleus. 

4) The cross section changes as z~ for different target 

materials. Thus, Coulomb production off heavy nuclei is 

greatly enhanced relative to strong production, which 

increases approximately as A213 (see the following section} • 

o. Hadronic Contribution to Coherent"° Production 

As pointed out in section B of this chapter, coherent 

strong production of (J mesons is expected to be dominated by 

tJ-exchange. This contribution can be parameterized as:21 

d ~ -
dt 

(6) 
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where c 5 is the normalization for production on a single 

nucleon, and FH(t) is the hadronic form factor of the 

nucleus, which like FEP\(t) contains absorption corrections. 

Unlike the case of Coulomb production, where the effect of 

FE~(t) is rather small, absorption severely modifies the A 

dependence in Equation (6), yielding an effective dependence 

of A'-1~. 

The F~(t) factor is computed using an optical model 

(see Chapter VI) in which the distribution of hadronic 

matter is taken to be the same as the charge distribution in 

the nucleus. But, due to strong absorption, only an outer 

ring (Nl fermi thick) will contribute appreciably to the 

amplitude Fs· In the forward direction the square of the 

form factor behaves like exp(-bt), where b "'-Ri./4, with R 

being the nuclear radius. Thus, using Equation (6), the 

cross section would be expected to peak at t~(4/R~). This 

value is almost independent of the incident energy, thus it 

is easier to separate the Coulomb contribution from 

w-exchangc as the incident energy increases. In addition, 

as mentioned previously, the integrated cross section for 

hadronic exchanges falls with energy as thus 

providing further advantage for studying electromagnetic 

production at high energies. 
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Figure 3 shows the Coulomb and hadronic cross sections 

expected for production on lead and on carbon nuclei at an 

incident energy of 150 GeV. For historical reasons, we used 

the previously obtained value of P C(J-- rr-t> =35 Kev, and the 

extrapolated value of c5 =0.6 mb/(GeV/c) , appropriate to 150 

GeV/c.3'~ The fall of the Coulomb cross section to zero at 

t=t""'" is not visible on the scale of this plot 

at 150 GeV/c). Also, experimental 

resolution has not been accounted for in these plots. 

The hadronic and electromagnetic processes can 

interfere, and we can write the total cross section for 

coherent production on nuclei in the form 

d~ --- ll) 
dt:-

where ; is the relative phase of the Coulomb and strong 

amplitudes, and Fe is ~C integrated over the mass range of 

interest (e.g., the ;:> interval). The data were fit to 

this expression by varying the parameters P (f--;r-r), CS' 

and t . Details of this procedure and our extraction of a 

new value for f1 (('-- sr-r) will be presented in Chapter VI. 
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CHAPTER II · 

EXPERIMENTAL TECHNIQUE 

A. General Considerations Regarding the Spectrometer 

We describe in this chapter the experimental apparatus 

used for measuring the radiative width r (/:'--,..'f('/J. Some of 

the points which we considered in the design of the 

spectrometer are discussed below. 

Integrating Equation (5) for a lead target, and using 

the previously measured value for r (;1--Jr-)') , one obtains 

a total Coulomb production cross section of 500 }(b. This is 

less than 0.1% of the total JrPb cross section. Thus, to 

accumulate sufficient statistics for /-'- events requires a 

trigger which suppresses a substantial amount of the 

remaining 99.9% of the cross section. 

Another important concern 

spectrometer. The very sharp 

is the resolution of the 

intrinsic 

smeared out to larger t values by the finite 

Coulomb peak is 

resolution of 

the apparatus. This effect must be taken into account when 

making fits of the theoretical cross section to the data, 

-19-
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and, the poorer the resolution, the more difficult is it to 

separate Coulomb production from hadronic production. From 

the theoretical curves for /:J production on carbon and lead 

(Fig. 3), it was estimated that a resolution curve of the 

form exp(-2500t) should suffice for the measurement of 

r yc,·-rt) to -an accuracy of about 10%. 

If we examine more closely the demands of this 

experiment, we find that it is necessary to balance 

requirements of resolution against statistics. The 

characteristics of the Primakoff process are such that the 

reaction products will be produced quite close to the beam 

trajectory. The beam intensity, therefore, cannot be so 

high as to seriously affect the resolution or efficiency of 

the detectors in the region of the beam. Also, although a 

thick target would provide more interactions, a thinner 

target would minimize the effect of multiple Coulomb 

scattering of the charged particles, and reduce the 

absorption of the reaction products, especialy photons. 

After considering the above factors (and others, such 

as acceptance, triggering capability, cost and availability 

of material), we decided to use a system of drift chambers 

for measuring the charged particle trajectories and momenta, 

and a lead-liquid argon calorimeter for determining photon 

energies and positions. A schematic diagram of the 

spectrometer is shown in Fig. 4. The target box, the decay 
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pipe, and the region between the beam proportional chambers 

were evacuated to reduce multiple Coulomb scattering and 

background interactions. For the same reasons, all other 

spaces between chambers were filled with polyethylene bags 

containing helium gas. 

Section B describes the parameters of the beam, Section 

C the drift chamber system, and Section D the lead-liquid 

argon calorimeter. The electronic triggering setup is 

detailed in Section E, the parameters of the targets used in 

this experiment are described in Section F, and Section G 

explains the on-line monitoring and data acquisition system. 

B. ~roperties of the Beam 

The spectrometer was set up in the East branch of the 

M-1 beamline at the Meson Laboratory of Fermilab.2~ Figure 

5 shows a schematic of the transport system, and the nominal 

beam envelope as determined using the program TRANSPORT.~3 

The 400 GeV/c primary proton beam from the main ring 

was incident on a 1/16 in. x 1/16 in. x 8 in. long beryllium 

target used to generate secondary particles for the six 

beamlines in the Meson Laboratory. The M-1 beamline 

transmitted particles produced at --3.9 mr relative to the 

incident proton beam. The momentum spread of the beam was 

Ap/p t: ±2%, and the maximum acceptance for the tune which we 

• 
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used was = 2 )4ster%. 

In the first stage of the beam, particles were focused 

at a momentum dispersed image located ~450 feet from the 

production target. A collimator (C5H) positioned at this 

focus was used to define the range of momenta that would be 

transmitted to the experimental area. In the second stage, 

the different momenta were recombined and refocused at -aao 

feet. 

The beam region between 1000 and 1175 feet consisted of 

a "parallel" section of small angular divergence which 

contained two differential Cerenkov counters. Counter Kl 

was 106 feet long and accepted light radiated at a 7.5 mr 

angle. K2 was 53 feet long and had a Cerenkov angle of 15 

mr. Z. 'I Light from these counters was focused onto a ring of 

six phototubes (RCA-C31000 M) located near the upstream ends 

of the tanks. Signals from adjacent phototubes were added 

together, and a triple coincidence was required to indicate 

the presence of the desired type of particle. An outer ring 

of phototubes on these counters, available for vetoing 

purposes, was not used in this experiment. 

In addition, the region between 1240 and 1340 feet 

contained a 100 foot long threshold Cerenkov counter, K3.2 S 

This counter had two phototubes (RCA-31000 M), one that 

accepted light radiated at an angle less than 5 mr to the 

counter axis, and the other, light at angles greater than 5 

• 

• 
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mr. This counter was used in a pseudodifferential mode by 

requiring a signal from the inner phototube while vetoing on 

signals from the outer one. 

All three counters were filled with helium, and the 

pressure in each was adjusted such that Kl would identify 

kaons, K2 would identify protons, and K3 would identify 

pions. Plots of detection efficiency versus pressure are 

shown in Figs. 6-8 for the three counters at both energies. 

(The definitions of the beam counts (B and BO•Bl) will be 

given in Section E.) As can be seen, particle separation 

was very good at 156 GeV/c, but suffered somewhat at 260 

GeV/c. Corrections due to background in the Cerenkov 

signals were small and will be detailed in Chapter V. 

Through a laboratory-supported beamline computer 

system, with a terminal located in our electronics trailer, 

we had direct control over the elements in the M-1 beamline. 

Integrating wire chambers located at several positions along 

the beamline provided a monitor of the beam spot size. The 

beam intensity was controlled mainly by adjustments of 

collimator C4V, and was typically set to a rate of 2-5xlOS 

particles/spill incident on our experimental target. Main 

accelerator control provided a series of reference times 

which indicated, for instance, the beginning and end of the 

main-ring "flat-top" (i. e. the time during which the beam 

was extracted from the main ring). These reference times 
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were used for gating the electronics during the beam spill 

(see Section E for more detail). 

The beam trajectory just upstream of the experimental 

target was defined by two sets of proportional chambers (Jl 

and J2 in Fig. 4). Each chamber had two staggered X-planes 

and two staggered Y-planes, with a wire spacing of 1 mm on 

each plane, for an effective spacing of 0.5 mm. The angular 

resolution for the beam track trajectory was ±0.015 mr. 

Signals from these J chambers were also used in the on-line 

trigger (see Section E). 

c. Drift Chamber System 

Trajectories of charged tracks were measured using a 

system of 24 planes of drift chambers supplemented by four 

planes of proportional chambers. The drift chambers were 

arranged in four groups designated Dl-04 as shown previously 

in Fig. 4. 

System Dl contained two X-planes, two Y-planes, and two 

U-planes in a common gas volume. Looking downstream, the 

wires in the U-planes were oriented at an angle of +30° to 

the vertical. The 02 system was identical except that the 

U-planes were replaced by V-planes, which had wires oriented 

at -30° to the vertical. To match the aperture of the 

analyzing magnet, the Ol and 02 systems had active areas of 
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8 inches vertically by 24 inches horizontally. 

Each chamber in the 03 and D4 systems had its own gas 

volume, and could be moved independently of the other 

chambers. The 03 chambers had active areas of 18 inches by 

44 inches. All planes were identical, with wires running 

the short distance. Two planes were tilted by +18.5° to'{he 

ver~ical (U-coordinate) and two planes were tilted by -18.'5 6 

(V-coordinate). The arrangement of the 04 chambers was 

identical to that of 03, except that the active areas were 

24 inches by 60 inches. 

The maximum drift distance in these chambers was 0.4 

inches, which, under typical operating conditions, 

corresponded to a drift time of about 200 nsec. All 

chambers had the same cell dimensions and were arranged in 

pairs, with one plane offset by one half of a cell with 

respect to the other. This was done to help resolve the 

"left-right" ambiguity1 that is, to determine on which side 

of the sense wire a particular trajectory belonged. -Further 

details concerning the construction and operation of these 

chambers may be found in Appendix A. 

Figure 9 shows a block diagram of the electronics used 

to record information from the drift chambers. Signals from 

the sense wires were amplified and shaped by circuits 

mounted on the drift chambers.~ 6 ECL-level outputs from 

these circuits were transmitted via 64-element cables 

• 
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(Ansley Cl622-130) to the electronics trailer where they 

were converted to digital signals via Lecroy Research 

Systems (LRS) model 2770A Drift Chamber Digitizers. This 

was one of the first experiments to successfully use a large 

system of these modules; we will consequently detail our 

experience with their operation • 

. Each digitizer contains 96 8-bit time-to-digital 

converters (TDC) in a triple width CAMAC module. 27 Several 

time-scale ranges are available. We chose the 500 nsec 

range to match the 200 nsec drift time of our chambers. 

This corresponds to about 2 nsec per count or a spatial 

resolution of about 0.1 mm. 

Conversion of the input signals starts at their leading 

edges and ends at the leading edge of the common stop 

signal. If a second input start pulse is received before 

the stop pulse arrives, the clock will be reset; hence, for 

multiple start pulses, it is the last input signal that gets 

recorded. Care must be taken to assure that only one stop 

pulse is received each time after the unit has been cleared. 

In our system, the common stop pulse was the same as the 

trigger used to start the computer read-out. The computer 

cleared the digitizers after reading them out, and then 

opened a gate to allow the next trigger to be received. 

f 
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The manufacturer recommended that, due to possible 

nonlinearities, regions near the ends of the digitizing 

range not be used for data taking. We therefore set time 

distributions for real data to fall in the center of the 

allowed range. This was accomplished, as illustrated in 

Fig. 9, by using a programmable delay unit which could be 

adjusted from the console of our on-line computer. This 

delay could also be varied relative to a standard 

calibration start pulse, and the resulting data used to 

calculate an offset and a gain for each channel1 using these 

parameters, digital counts of the TDC~s could be converted 

to times relative to the trigger pulse. During the time 

between beam spills, the on-line program cycled the delay 

through four standard values, and then reset the delay to 

that used for taking data. The calibration events were 

transmitted to the CDC computer at the central laboratory 

(see Section G), where a program calculated the offsets and 

gains by performing a least squares fit to the data. The 

results of this calibration are presented in Chapter III. 

Because the on-line program was not designed to read 

out all 1000 TDC channels for a single trigger, it was 

necessary to pulse only a selected subset of amplifier 

channels for each calibration trigger. Six pulser modules, 

that could be addressed from the computer, were designed for 

pulsing the drift-chamber amplifiers!8 In Fig. 9, one of 

16 output lines from a pulser module is shown coupled to an 
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amplifier channel. Actually, each pulse was coupled to 

eight amplifier channels via a piece of insulated no. 18 

wire placed across the drift-chamber signal lines and 

terminated through a 50 resistor to the ground plane of 

the amplifier. A calibration trigger was generated by any 

pulser addressed from the computer. We ensured that the 

delays between this trigger signal and each of the 16 output 

pulses were stable and did not vary by more than one nsec 

from one channel to another. Trigger signals from all six 

modules were fanned together to generate a common stop for 

the TDC>s, and a trigger signal for the computer. 

The calibration system proved to be extremely valuable 

for monitoring the performance of the drift chamber 

electronics. In particular, because the model 2770A 

digitizers at first had a high failure rate, the calibration 

scheme enabled us to quickly find and replace faulty 

channels. 

The following additional steps were taken to maintain 

the digitizers in stable operating condition. Because each 

unit requires six amps from the +6 volt line, and the 

standard CAMAC supply can deliver only 25 amps at +6 volts, 

we decided to place no more than three digitizers in any 

single CAMAC crate. Even so, we found that the distribution 

of power through the standard CAMAC pins was inadequate, and 

we consequently supplied the +6 volt line by means of a 

• 
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no. 12 wire attached directly to the digitizer unit. The 

large amount of power consumed within the crates 

the installation of additional fans for cooling. 

required 

Once the 

above measures had been taken, the system slowly stabilized 

to the point where the failure rate was less than 1% of all 

channels per week. The performance of the system throughout 

the execution of the experiment is described in Chapter III. 

The multi-wire-proportional chambers (MWPC~s), Pl and 

P2, were constructed in a manner similar to that used for 

constructing the drift chambers. Each of the units was 

composed of two staggered planes, each having 0.1 inch wire 

spacing, for an effective spacing of 0.05 inch. These 

chambers were used to measure X-coordinates, which were 

particularly valuable in providing starting points for track 

reconstruction. The signals from these chambers were also 

used to form logic signals for the trigger, to be described 

in Section E. 

Charged-particle momenta were measured with the aid of 

a BM109 magnet, which has an aperture of 8 inches vertically 

by 24 inches horizontally, and an effective length of 73.5 

inches. We ran this magnet with the current set at 3000 

amps, which corresponded to an integrated field length 

< fB4t 
GeV/c. 

of 36.57 kGm or a transverse impulse of 1.098 
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D. Liquid Argon Calorimeter 

A popular method for measuring energies and positions 

of photons employs liquid argon ionization 

calorimeters.29,.30 For coverage of large areas, this type of 

detector has clear advantages over lead-glass or 

lead~scintillator systems. It is relatively cheap to build, 

its response can be made very uniform over large areas, and 

it is superior in stability to ppototube-based systems. 

Segmentation is also easily implemented using a liquid argon 

calorimeter (LAC), .and the energy and position resolution is 

comparable to that available using lead-scintillator 

systems. Our detector was one of the first devices of this 

kind to be used successfully in an experiment designed to 

detect high energy photons. 

The layout of the basic detector is depicted in 

Fig. 10. It was composed 

inch thick lead sheets and 

of alternating layers of 0.080 

0.063 inch thick copper-clad 

( %.001 inch thick Cu) G-10 boards separated by 0.080 inches 

of liquid argon. The liquid argon served as the ionization 

medium, and the lead sheets were held at a negative 

potential (~1.5 kV) to cause the electrons to drift to the 

copper-clad boards which were at ground potential. These 

boards had 1/2 inch wide strips etched on both sides and 

oriented horizontally or vertically on alternate boards. 

The vertical strips extended the full lengths of the boards, 

• 
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while the horizontal strips were separated into right and 

left halves. A total of 61 cells were stacked up to provide 

a thickness of 24.5 radiation lengths and 1.6 

proton-interaction lengths. All strips with the same X or y 

position along the Z-axis were connected to a single 

amplifier, but, with the entire detector divided into 

front/back and left/right sections. A total Of 480 

amplifier channels (224 X and 256 Y) were required for this 

arrangement. 

Each element of the detector had a 0.75 inch diameter 

hole centered on the beam region. This volume was filled 

with an evacuated quartz tube in order to minimize 

interactions of beam particles within the detector. The 

entire detector was suspended from a steel cover and housed 

in a steel cryostat. The walls of the cryostat and a layer 

of about one inch of liquid argon in front of the active 

volume of the LAC contributed about 0.8 radiation lengths of 

material along the beam direction. 

About 3000 liters of liquid argon were required to 

submerge the detector. Tests showed that the welding-grade 

argon received from the local ·vendor had a purity of 1-4 ppm 

o~. We employed a paladium catalyst to further purify the 

argon to a level of ::: 0 .1 ppm Oz.. Other studies30~ 31 have 

shown that the presence of oxygen at 10 ppm reduces the 

collected charge, and therefore the pulse height, by about a 

factor of two. 

• 

• 
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Figure 11.a shows a block diagram of the electronics 

for a single channel in the LAC. A novel method of pulse 

height analysis,a1 indicated in Fig. 11.b, was applied to 

the signals from this detector. 

The charge sensitive amplifiers, matched to the 

capacitance of the detector ( ~4 nf) , are used as 

integrators with relatively long RC-decay times. The 

shorter intrinsic risetimes of the input pulses are 

determined by the drift vel~city of electrons in the liquid 

argon, and correspond to about 250 nsec for our detector. 

Thus the output from the amplifiers (point @)) appears as 

the series of steps shown in Fig. 11.b, each step 

corresponding to an interaction. For the event of interest 

we sample the level just before the arrival of the pulse, 

and again just after it has reached its maximum. The 

difference between these two levels is proportional to the 

energy deposited in the detector. In principle, the 

deadtime for this scheme is determined only by the risetime 

of the incoming pulse. A decay-time constant of about 400 

p.sec was chosen for most of the amplifiers. However, for 

strips within two inches of the beam-hole, a shorter time 

constant of 20 ,Msec was used to prevent amplifier 

saturation caused by high interaction rates. 
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a) Electronics for one channel of LAC 
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The difference between the signal at point @) and 

point @) , the latter delayed by about 200 nsec, was used to 

generate a fast-trigger signal, whose amplitude provided a 

crude measure of the energy deposited in that strip of the 

detector. The fast-trigger outputs from all of the Y-strips 

in the front half of the detector were added together to 

form a signal proportional to the total energy deposited in 

the· LAC. The use of this signal in defining the event 

trigger will be discussed in Section E. 

As indicated in Fig. 11.c, four amplifiers were placed 

on a single card, and twenty cards were mounted in a crate 

along with a scanner module. Six scanners were connected to 

a master controller which contained a 12-bit ADC. After the 

trigger was set, the controller cycled through the crates 

looking for channels that had levels above a preset 

threshold. When such a channel was found, its level was 

digitized, and the result transmitted, along with the 

appropriate channel address, to a CAMAC buffer memory, where 

this information could be accessed through the on-line 

computer. The read-out threshold was set typically to 

correspond to an energy deposition of ~300 MeV per channel. 

In parallel with the previously mentioned calibration 

system for the drift chambers, we implemented a system which 

continuously tested and calibrated the LAC amplifiers. Two 

parameters, a pedestal and a gain, must be determined for 
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each channel of the detector. Between beam spills, the 

stability of the gains was tested by applying to the inputs 

of the amplifiers, pulses of known amplitude. In addition, 

the on-line program automatically set the read-out threshold 

to zero at selected times between spills, and thereby 

obtained a measurement of the pedestal level for each 

amplifier. The results of these tests are presented in 

Chapter III. 

E. The Trigger 

The trigger for the experiment was designed to enhance 

the presence of coherent interactions that had one charged 

track and more than one photon in the final state. Figure 

12 shows a schematic diagram of the counters used in the 

trigger, and Fig. 13 provides a generalized diagram of the 

trigger logic used to select these types of events. 

The beam count in the vicinity of the target was 

defined by a coincidence between B2 and B3, where B2 is a 

2 in. x 2 in. x 1/16 in. scintillation counter, and B3 is a 

1.5 in. x 1.5 in. x 1/16 in. counter (refer to Fig. 12 for 

the z-coordinates of these counters). The signal from B3 

established the reference time, and all coincidences were 

set such that their timing was determined by the leading 

edge of the B3 signal. It was particularly important to 

• 

• 

• 
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have a stable reference time in the experiment for use as 

the stop signal for the LRS 2770A units, to determine 

positions of charged particles passing through the drift 

chambers. 

Our system was capable of handling only one hit per 

drift wire per trigger, which meant that a second particle 

that appeared within the 200 nsec drift-time interval could 

produce hits not associated with the event of interest. To 

minimize difficulties in reconstruction, beam particles were 

required to be separated in time by at least 200 nsec. The 

B2 B3 coincidence was used to form a ±200 nsec deadtime gate 

centered on the trigger pulse. This requirement contributed 

about 10% deadtime in the trigger for B2•B3 intensities of 

-3xl0s. 

To complete the definition of the incident beam signal, 

counters BO and Bl, located at either end of the parallel 

section of the beam, were required to register in 

coincidence with B2•B3: and, finally, the beam was required 

to pass through a 5/8 inch diameter hole in the BH counter, 

located 15 inches upstream of the target. Thus, an 

acceptable beam particle was defined by the coincidence 

Ba BO• Bl• B2· B3· BH. 
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The logic was gated on only during the beam spill and 

only when the on-line computer was not busy reading out 

data. Fast logic signals were used to latch 

proportional-chamber signals and to strobe the logic units 

of the LAC. The ungated beam signal, B, was put into 

coincidence with the 2ated B2•B3' signal to provide a measure 

of total gated beam, which was used in calculating cross 

sections. 

The inset of Fig. 12 shows the arrangement of counters 

surrounding the target. For coherent interactions, entire 

nuclei recoil with typical momenta of less than 100 MeV/c1 

such momenta are not high enough for the nuclei to leave the 

target. To enhance triggers from reactions of this type, we 

used the four V-counters in veto to suppress the majority of 

the interactions that involve multiparticle production and 

nuclear excitation. The V-counters consisted of sheets of 

NEllO scintillator interleaved with lead plates for a total 

thickness of 5.2 radiation lengths. The H-counter was a 

sandwich of lead and scintillator with a 1.25 inch diameter 

hole in the center. The signals from each v-stack and from 

the H-counter were transmitt~d via plastic light guides to 

separate Amperex 56-AVP phototubes. Four nsec shorting 

clips were used to shape the signals and to provide good 

two-pulse resolution. Because charged particles passing 

rhrough the targ~t can generate 

friggers, the inner walls of the 

'-rays which may veto good 

veto arrangement were lined 

• 

• 
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with 0.01 inch of copper to absorb low energy '-rays. 

The veto counters, Al, A2, and AM, shown in Fig. 12 

defined the geometrical acceptance of the spectrometer, 

which was basically limited by the aperture of the analyzing 

magnet. These counters were composed of lead and 

scintillator layers and viewed by RCA 8575 phototubes, also 

with 4 nsec shorting clips attached at the outputs. Each 

counter had a thickness of about six radiation lengths. 

Because the targets used in this experiment were 

typically -0.03 collision-lengths thick, most of the beam 

passed through them without interacting. The BA counter, a 

1.125 inch diameter and 1/16 inch thick scintillator, placed 

just in front of the photon detector, was used to veto 

triggers that had charged particles in the region of the 

unscattered beam. All of the veto counter signals were 

combined to form the strobed signal 

VETO LOGIC=B2•B3•BH•BA•(Vl+V2+V3+V4+H)•Al•A2·AM. 

The S-counter (1.5 in. x 1.5 in. x 1/16 in.), located 

eight inches downstream of the target, was used to determine 

the number of charged particles leaving the target. A 

minimum discriminator level, s~'"' and a maximum level, 

s~~• , were set to select events that had one charged 

particle emerging from the target. The pulse height from 
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the S-counter was digitized for off-line studies of these 

discriminator settings. 

Material downstream of 

scintillation counters, etc.) 

the target (chambers, 

had a total thickness of 

~0.04 collision lengths, which is comparable to the 

thicknesses of the targets we used. Triggers due to 

interactions in this material could not be easily suppressed 

by the BA-counter. To eliminate such unwanted events, we 

formed a matrix between the signals from the beam chambers, 

Jl and J2, and the proportional chamber, Pl, located just 

downstream of the decay pipe. 

Signals from one of the X-planes in each of the Jl and 

J2 systems, and from the central 1.2 inch region of both 

planes in the Pl chamber, were brought via RG-58 coaxial 

cables to the Matrix Beam Veto (MBV). This fast logic unit 

was used to establish whether the three wires in the three 

chambers determined a straight line (i.e., an unscattered 

beam track). As set up, the matrix would be satisfied for 

outgoing tracks (in Pl) that deviated by less than 0.3 mr 

from the beam track (defined by the J chambers) • To prevent 

vetoing of particles that were scattered at large angles in 

the vertical plane, a one inch diameter and 1/16 inch thick 

counter, BV, was placed just downstream of the Pl chamber 

and put in coincidence with the MBV signal. Thus, the 

• 
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signal used as part of the event trigger was MBV~= MBV•BV. 

The MBV efficiency was found to be about 90%, being limited 

mainly by the efficiencies of the proportional chambers. 

An additional logic signal was formed by using the Pl 

and P2 chambers to count the number of charged tracks 

passing through the apparatus. Signals from the two offset 

planes in each chamber were interleaved to reduce the 

effective wire spacing by a factor of two. A track was 

defined by the presence of signals on a continuous group of 

"adjacent" wires, separated from other groups by at least 

one blank wire at each end of the group. The signals were 

analyzed by a multilevel fast preprocesser designed and 

built at Fermilab13 3 this unit provided logic levels 

proportional to the number of groups found in the MWPC~s, 

for up to five tracks. The five signals from each of the 

track counters used in the event trigger, were latched for 

off-line comparison with the MWPC information1 agreement 

between the two was found at better than the 90% level. The 

logic signal TC.P (see Fig. 13) required one or two tracks 

from the Pl track counter and one, two, or three tracks from 

the P2 system. These conservative requirements were 

implemented because of background due to noise pulses, 

&-rays, and, in P2, ambiguities due to large-angle tracks 

caused by bending of the charged-particle trajectory in the 

magnet. 
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A schematic of the logic associated with the photon 

detector ( I-logic) is shown in Fig. 14. Because charged 

hadrons that strike the detector can frequently deposit 

significant amounts of energy, it is not restrictive enough 

to simply trigger on energy deposition in the LAC. The 

large cross section for elastic scattering of beam particles 

and their subsequent interaction in the LAC, posed the most 

serious problem in triggering. 

One way to suppress background due to elastic 

scattering is to use momentum conservation for decays of the 

typef>·-.n·n~ As discussed in Chapter I, Coulomb production 

of the/'- is essentially along the direction of the beam, so 

if the ~· travels above the centerline of the apparatus, the 

rr0 must travel below the centerline, and vice versa. A wall 

of counters (Ul,U2,U3:Dl,D2,D3) was set up to cover the 

active area of the LAC to determine whether a charged 

particle was above or below the centerline. As mentioned in 

section o, fast differential outputs from the LAC amplifiers 

were fanned together for the upper and lower Y-strips in the 

front half of the detector and discriminated to form the E~p 

and E•~ signals. To provide an acceptable trigger, a signal 

from E~r was required not to be accompanied by charged 

particle signals in any of the u-counters, and similarly for 

E~~ and the D-counters. In addition, the analog signals, 

E~p and F..d.n were added to obtain a total energy requirement 

in the final trigger. 
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This correlation between the photon energy and the U/D 

counters eliminated 

to elastic scattering. 

the charged-particle 

a large fraction of the background due 

But there remained events for which 

trajectory was too close to the 

centerline for this requirement to be effective. To 

eliminate these triggers, we used the fact that hadronic 

showers tend to deposit more energy than electromagnetic 

showers in the back half of the photon detector. 

Consequently, fast signals from the central X- and Y-strips 

in the back half of the LAC were added together to give the 

signal E~-~~· A 1/16 inch thick counter, VE, two inches in 

the vertical and four inches in the horizontal dimension, 

was centered on the beam in front of the LAC, and the 

coincidence VE·E,,,k was used to veto the trigger. This 

refinement reduced the trigger rate by about a factor of two 

and caused little loss in good signal. 

In summary, the "RHO" trigger was defined as: 

RHO=B. (VETO LOGIC) .. S"'j". Smcuc' MBvi, TCp. ( t -LOGIC) • 

• 
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F. Targets 

Several kinds of nuclear targets were selected to study 

the scaling properties of electromagnetic and hadronic 

production processes. Two different thicknesses of lead and 

copper were used to check that we were making proper 

corrections for target-dependent effects such as photon 

conversion and pion absorption. The thicknesses of the 

targets used in this experiment are presented in Table I. 

The target material was machined to dimensions of 

2.1 cm x 2.1 cm and glued to a thin lucite holder which was 

then inserted inside the target-veto assembly (see Fig. 12). 

The thickness of each target was measured to an accuracy of 

±0.002 cm, and the mass to ±0.1 g. The thicknesses, in 

units of g/cm&, varied in accuracy from 0.33% for target 

C-1, to 3.7% for the worst case, Pb-4. The thicknesses were 

chosen mainly to reduce the effect of multiple Coulomb 

scattering on the resolution. In the worst case, for the 

Pb-1 target, multiple scattering contributed about 7 MeV/c 

to the resolution in transverse momentum~ this was 

comparable to the angular resolution of the drift chamber 

system. 



TABLE I. Properties of the Targets 

Element Atomic Atomic Thickness(a) 
2 Number of Number of A/N

0
pt 

NUmber Weight (cm) (gm/cm ) radiation collision 
lengths lengths(b) (Barns) 

carbon (C-1) 6 12.01 2.54 4.52 ±0.01 0.106 0.0770 4.41± 0.01 

Aluminum (AL-1) 13 26.98 0.952 2.66 ±0.01 0.111 0.0385 16.84± 0.00 

Copper (CU-1) 29 63.54 0.159 1.41 ±0.03 0.110 0.0170 74.83± 1.42 

Copper (CU-2) 29 63.54 0.320 2.84 ±0.04 0.221 0.0342 37.15± • 52 

Lead (Pb-1) 82 207.19 0.159 1. 78 ±0.05 0.280 0.0159 193.3 ± 5.0 I 
U1 
~ 

Lead (Pb-4) 82 207.19 0.080 .896±0.033 0.141 0.0082 384.0 ±14.2 I 

(a) Area: 2.10 cm K 2.10 cm 

Accuracy: thickness - % 0.002 cm, mass - ± O.lg. 

(b) For nucleons. 

... .. 
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G. On-Line Data Acquisition and Monitoring 

whenever the trigger was satisfied, the logic was gated 

off and appropriate readout signals and gates were set to 

digitize data for that event. The on-line computer read out 

information from the CAMAC system, performed some 

rudimentary analysis, and was used to write data onto 

magn·etic tape for permanent record. 

A schematic diagram of the data flow is shown in 

Fig. 15. Signals from the various detectors entered 

standard CAMAC modules where they were stored for readout. 

The system had a total of six CAMAC crates controlled by one 

branch driver and interfaced to the PDP-15 computer. The 

PDP-15 then transferred data from these modules to magnetic 

tape. A PDP-11 computer controlled the transfer of data to 

the BISON-NET system. 

The BISON-NET system~~ was a rather unique feature of 

this experiment. It allowed us to transmit a portion of our 

data to the central CDC 6600 computing system where our 

off-line programs could be used to provide rapid analysis 

and to monitor details of the equipment. 

Monitoring and calibration of the drift chambers and of 

the LAC system was controlled by the on-line program. As 

indicated earlier, all drift chamber amplifiers and LAC 

amplifiers were pulsed between spills and read out for tests 
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and for calibration purposes. Additional monitoring of 

equipment performance was provided by the on-line program 

through displays of such quantities as time distributions 

from the LRS 2770A units, pulse heights from the LAC 

amplifiers, and the like. 

The data were written onto tape at 800 BPI with a 

fixed record format of 320 16-bit words. Under stable 

running conditions, a tape containing ':11:30000 triggers could 

be written in about two hours. The data analyzed in this 

thesis, consisting of ~100 tapes, were obtained during June 

and July of 1978. 

Data were recorded concurrently for three different 

triggersi each trigger was latched and sorted out at the 

analysis stage. In addition to the "RHO" trigger, which was 

described in detail above, we took data with an "Al" trigger 

(requiring three charged tracks out of the target), and with 

a "V" trigger (requiring one charged track out of the target 

and a neutral decay to two charged tracks in the vacuum 

pipe). Data wer~ taken with several nuclear targets 

(detailed in Section F), and with no target present (for a 

background subtraction). Several sets of straight-through 

beam data (with the BM109 magnet off) were taken to aid in 

aligning the chambers. A special set of data, using 50 

GeV/c electrons, was recorded for use in calibrating the 

LAC. Results of the alignment and calibration are presented 

in Chapter III. 



CHAPTER III 

CALIBRATION AND RESOLUTION 

A. Introduction 

In this chapter we describe the procedures used to 

calibrate the individual components of our spectrometer, and 

the resultant resolution achieved for the system. 

Calibration and alignment of the drift chambers and of the 

LAC are described in Section B and Section c, respectively. 

In Section D we present a study of the resolution of the 

spectrometer based on the two-body decay process K~n~n•. 

B. Calibration and Alignment of Drift Chambers 

In order to utilize the data recorded· by the drift 

chamber system, we had to determine two different types of 

calibration constants: (1) parameters describing the 

electronics, and (2) parameters, such as electron drift 

velocities and sense wire positions, that depend on the 

construction of the chambers.3 5" 

-58-
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The setup used for calibrating the electronics was 

described in Chapter 11.C. A gain and an offset for each of 

the 1034 LRS 2770A digitizer channels was calculated from 

calibration events accumulated just prior to each data run. 

Figure 16 shows, for one calibration run, a distribution of 

the sum of the squares of the deviations from a fit of the 

calibration points to a straight line. The mean deviation 

is .less than one nsec, and because a drift time of one nsec 

corresponds to about 0.05 mm in space, contributions to the 

chamber resolution due to errors in calibration of the 

electronics were deemed negligible. 

Although the calibration constants for any run were 

well determined, variations from run to run were large 

enough to warrant the use of a separate set of constants for 

each data run. Figure 17 shows variations of the gain and 

offset with time for two typical channels in the system. 

The next step in the calibration process was the 

conversion of the drift-time intervals to coordinates in 

space. This required the determination of the zero point 

for our time scale, the position of each sense wire relative 

to a standard coordinate system, and the drift velocity for 

electrons in the gas. 

"Straight-through" tracks, obtained without a target in 

position and with the BM109 analyzing magnet turned off, 

were used to align the chambers in the spectrometer. First, 
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a coordinate system was established by using data from the 

beam chambers, Jl and J2. It was assumed that all chambers 

were perpendicular to the beamline and that the wires were 

oriented at the nominal design angles. Furthermore, it was 

assumed that the sense-wire spacing was uniform over each 

plane. Because of these assumptions, only one alignment 

parameter was required for each plane. The above 

assumptions were checked for consistency with the data and 

found to be reliable. 

Initial estimates of the drift velocities and time 

offsets were obtained from the widths and cut-off values of 

the time distributions. The alignment parameters, time 

off sets and drift velocities were then varied in an 

iterative procedure to optimize the resolution of the 

chambers. In the final stage, the alignment parameters were 

fixed, and data from several normal RHO-trigger runs were 

used to determine the time offsets and drift velocities 

(this was done so as to include data covering a larger area 

than would normally be covered by the straight-through beam 

tracks) • 

The best fits yielded drift velocities of 

5.15xl05 cm/nsec for the chambers upstream of the BM109 
·3 magnet, and 5.03xl0 cm/nsec for the downstream chambers. 

This small difference in velocity may be due to the fact 

that fewer field-shaping wires were used in the downstream 

"· 
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chambers (see Appendix A). Plots of TDC times versus the 

positions as determined from the beam (J) ch.ambers are shown 

in Fig. 18 for two drift planes. The dashed lines 

correspond to results expected for a linear relation based 

on the drift velocities given above. Except near the edge 

of the drift cell furthest from the sense wire (position=0.4 

inches), deviations from the linear approximation are less 

than 0.008 inches (0.2 mm). 

Using K~ n.-tt.• data, the resolution of the chambers was 

determined to be ~ =0.18 mm (standard deviation per plane) 

for tracks outside the beam region, and ~ =0.26 mm for 

tracks in the region of the beam (radius~0.3"). This 

effect can be attributed to an accumulation of space charge, 

which modifies the electric field in the vicinity of the 

beam. For most data accumulated using the RHO trigger, 

the charged tracks were located outside of the beam region~ 

consequently, the deterioration in resolution in the beam 

region had only minimal effect on the data. 

c. Calibration of the Liquid Argon Calorimeter 

Just as for the drift chambers, the calibration 

constants for the LAC can be divided into two categories: 

(1) those relating strictly to the electronics, and (2) 

those depending on the construction of the LAC. The method 

• 

• 
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used for determining the electronic pedestals and gains of 

the amplifiers was described in Chapter II.D. The other 

parameters include coefficients for the conversion of 

digital counts for each of the channels to energies 

deposited in the corresponding strips of the LAC, and a set 

of coordinates to align the detector relative to the rest of 

the spectrometer. 

The pedestal and gain measurements were recorded along 

with the data on magnetic tapes so that they could be used 

in the reconstruction of the accumulated events. It was 

found that the electronic gains fluctuated by less than 1% 

over the course of the experiment, so no corrections were 

made for them. 

Fluctuations in the pedestal levels of the amplifiers 

were somewhat more problematic. Pedestal levels must, of 

course, be subtracted before the ADC counts can be converted 

to energies. The pedestal settings tended to drift during 

the run, and it was necessary to readjust them periodically. 

These fluctuations were accounted for by using the 

calibration constants that were accumulated along with the 

data. 

A variation of pedestals with amplifier rates could 

have produced serious problems. A test of this possibility 

was made as follows. The pedestals on several amplifiers 

were set high enough so that they would be read out for 
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every event, and the response was studied as a function of 

beam intensity. This test indicated that pedestals 

increased by 20 counts (corresponding to ~ 1.0 GeV of 

deposited energy) as the rate increased from 0.1 MHz to 1 

MHz, but no further increase was observed at higher rates. 

A correction for this effect was subsequently applied to 

channels near the beam region, providing a small improvement 

in ~he resolution. 

In order to determine the absolute value of the gain 

for each channel, calibration data runs were taken with the 

beam momentum set at 50 GeV/c and with the pressure in the 

Kl Cerenkov counter set to identify electrons. At this 

momentum the beam contained about 10% electrons. The drift 

chambers and the BM109 magnet were used to determine the 

momentum of the electrons to compare with the energy 

measured in the LAC. For a scan of the x-strips the 

detector was moved horizontally in steps of about two inches 

across the beam, and the current in the BM109 magnet was 

varied in order to illuminate the strips uniformly. The 

detector could not be moved vertically1 consequently1 for 

scanning the Y-strips, the beam was deflected up and down, 

using a dipole magnet (ElPM in Fig. 5). 

Applying criteria to eliminate electrons that had 

emitted a Bremsstrahlung photon, and pions that were 

misidentified in the Cerenkov counter and subsequentally 

• 

• 
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interacted in the LAC, left about 150 acceptable events per 

minimize the quantity ~(E~ 
& 

strip, which were used to -E. ) • 
• c l 
I 

In this expression, E~ 
I 

is the energy based on the drift 

chamber measurement for the ith event. Ei I the energy 

measured in the LAC, can be written in the form 

. 
£. = 

' 
~ Q_, Y\~ 
' J ' J 

. 
where n~ 

' 
is the digitizer count (corrected for pedestal) 

for the jth strip of the ith event, and aJ is a linear 

calibration coefficient for the jth strip. Five strips, 

centered on the shower maximum, were used to define each 

energy E; (using additional strips further from the maximum 

produced a deterioration in the energy resolution). 

The resulting coefficients for the channels in the 

front half of the LAC are shown in Fig. 19. The larger 

values obtained for the channels near the center of the 

detector are due to the shorter integration-time constants 

used for these amplifiers (see Chapter II.D). Fluctuations 

in the gain along the length of a strip were found to occur 

at the 3% level1 this was presumably due to nonuniform 

spacing of the lead plates. 

In obtaining the LAC coefficients it was necessary to 

account for the energy deposited in the back half of the 

detector. But, because this amount of energy was generally 

very small and fluctuations in this amount large, it was 
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difficult to obtain unique coefficients for the channels in 

the back half of the detector. It was therefore decided to 

use two average coefficients (corresponding to the two types 

of amplifiers) for these channels. The best results were 

achieved using average coefficients for the back of the LAC 

of 38 MeV/count for the standard amplifiers, and 46 

MeV/count for the fast amplifiers. 

Figure 20 shows the response of the LAC to electrons as 

a function of their momentum. These data, resulting mainly 

from Ke3 decays, were accumulated during the normal data 

runs. The electron momenta were measured using the drift 

chambers and analyzing magnet. In Fig. 20.a the response of 

the detector is seen to be linear to better than 5% over the 

momentum range from 20 GeV/c to 80 GeV/c. The energy 

resolution of the LAC is indicated in Fig. 20.b. The dashed 

line corresponds to a resolution of ~E/E -17%/{E. The 

resolution of our detector at high energies appears to be 

somewhat worse than expected. This may be due to the fact 

that, at higher energies, a larger fraction of the energy is 

deposited in the back half of the detector~ as mentioned 

above, this part was not calibrated as accurately as the 

front half. 
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Electron data were used for aligning the LAC with 

respect to the rest of the spectrometer, as well as to 

measure the position resolution of the LAC. Figure 21 shows 

a distribution for the difference between the position of an 

electron, as calculated in the LAC (XLAC), and as predicted 

by the drift chambers (XDc>· The centroid of the energy 

distribution of the electron shower defines the position as 

measured by the LAC. The algorithm employed in this 

determination is described in Chapter IV.C. Assuming the 

drift-chamber resolution to be~±0.2 mm per plane, the data 

in Fig. 21 indicate a spatial resolution for the LAC of 

i.,l mm (standard deviations per projected coordinate). 

D. Resolution as Indicated by K-Decays 

The resolution of. the spectrometer can best be 

determined from studies of properties of well known 

processes such as kaon decays. In particular, the decay 

K-=--~·1f• is ideal for comparing with the decay 13--;r·ff•. 

Cerenkov counters wer~ used to identify the incident kaon, 

and, as a result, the K-decays that reconstructed within the 

decay pipe constituted a set of unambiguous events that 

could be used for studying the resolution and acceptance of 

the spectrometer, as well as the efficiency of the 

reconstruction program. (Acceptance and efficiency will be 

discussed in Chapter V.) 

• 

• 

• 
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A Monte Carlo program was used to generate kinematic 

variables for processes of interest (e.g. 

~-- ,,- .,,.•). The generated values were then smeared out to 

simulate the resolution of the spectrometer. Using the 

measured angular resolution of the drift chamber system 

(±0.04 mr), Gaussian errors were imposed on charged-track 

trajectories. The measured energy and position resolutions 

for the LAC (see Section C) were used in generating smeared 

energies and positions of photons. In addition, multiple 

coulomb scattering of charged tracks passing through the 

target was accounted for using the Gaussian approximation 

for this effect given in the Particle Data Tables.
3

' 

Two-photon mass spectra are shown in Fig. 22 for 156 

GeV/c and 260 GeV/c data. The selected events had two 

photons which each reconstructed to an energy, E~ >- 10 GeV, 

and a decay vertex occuring between the limits 25 inches and 

125 inches downstream of the target. Unless otherwise 

indicated, these two restrictions will be applied to all 

K-decay events. (The decay vertex distribution will be 

discussed in Chapter v. No significant variation in 

resolution was found over the length of the decay pipe.) 

For further definition of the K-decay yields, the two-photon 

mass (Mry> was restricted to limits indicated by the arrows 

in Fig. 22. The smooth curves are predictions (normalized 

to the number of events between the arrows) of the Monte 

Carlo model. From these plots, the two-photon mass 
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resolution is seen to be 7 MeV (standard deviation) at 156 

GeV/c, and 9 MeV at 260 GeV/c. 

Figure 23 shows the total summed energy of the rr- and 

two photons for those events between the arrows of Fig. 22. 

When additional restrictions are placed on the mass of the 

n.- tr0 system (0.46 GeV< Mff·7f• ~ 0. 54 GeV at 156 GeV/c, and 

0. 45. GeV <. M1rn-- <. 0. 55 GeV at 260 GeV/c) and on the square of 

the momentum transfer (t<.. 0.002 Gev'Z. ) , the events in the 

shaded regions are removed from the data samples (see 

Figs. 24 and 25 for a depiction of these cuts) • The events 

with low total energies are predominately due to KJ3 decays 

with missing low-energy neutrinos. To eliminate such 

backgrounds, events in the K:....K·,,.-osignal were defined to 

have a restricted total energy (EJr·n•> as indicated by the 

arrows in Fig. 23. The smooth curves are the Monte Carlo 

predictions normalized to the number of events in the 

unshaded regions. The momentum spread of the beam was ~ 1%, 

hence, the widths of these distributions are determined by 

the resolution of the spectrometer. 

A comparison of the t-resolution for the K-:-lf·n• signal 

for different targets and different beam momenta is 

presented in Fig. 24. Again, the smooth curves are the 

Monte Carlo predictions. (If the resolution of the 

spectrometer were perfect, we would expect all K-decays to 

occur at t=O.) 



600 

en 500 
J-
z 
w 

400 > w 
LL 
0 300 
0:: 
w 
(l) 200 
~ 
:::> 
z 

100 1 

156 GeV/c 
K---7T-7To 

1 

120 

100 

80 

60 

40 

20 

260 GeV/c 
K-- 1T-1To 

l 

140 150 160 170 250 260 270 
ENERGY OF K- (GeV) 

Figure 23 

.. 

I ..... 
CJ\ 
I 



N 

~ 
(!) 

0 
Q 
0 
;/)10 
J-
z 
w 
> w 

-77-

~-260 GeV/c 
....--

156 GeV/c 
(Pb- I) 

(Pb-I) 

-156 GeV/c 
(MT) 

0.00 I 0.002 0.003 0.004 0.005 
t(GeV2

) 

Figure ~4 



-78-

The effect of multiple Coulomb 

observed in Fig. 24 and agrees 

scattering is clearly 

well with expectations. 

There is an excess of events, relative to the Monte Carlo 

predictions, at larger values of t. This excess is 

partially due to KR3 decays which were not eliminated by the 

cut on EK·~·. Another possibility for this excess is due to 

deterioration in the resolution when the charged track is in 

the.region of the beam (see Section B of this chapter): this 

effect and, in general, non-Gaussian errors were not 

included in the Monte Carlo. 

Another variable that is quite sensitive to the 

resolution is the n·?I'• mass (Mlt.7Co ) • Distributions of the 

n-no mass are shown in Fig. 25 for events satisfying the 

previously mentioned restrictions on M~~ and E~·~•J in 

addition, in this figure, we required t~ 0. 001 Gev'?.. Once 

more, the smooth curves are the Monte Carlo predictions, 

normalized to the total number of events in the 

distributions. The 7r-Jf• mass resolution is 10 MeV at 156 

GeV/c and 12 MeV at 260 GeV/c. The K-=-,,.-ne signal was 

defined using the , mass limits indicated by the arrows in 

these plots. 

Recalling the remarks made in Chapter II.A, we see that 

the resolution is more than adequate for making a precise 

measurement of r Cj1--1f-n. 

• 
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CHAPTER IV 

DATA REDUCTION 

A. Introduction 

Preliminary off-line analysis was performed using the 

Fermilab CDC 6600 computer system. However, the bulk of the 

data was analyzed using the new CDC CYBER-175 system at 

Fermilab. In addition, Fermilab~s DEC PDP-10 was used for 

making graphic displays of individual events. Because the 

amount of data collected during this experiment was quite 

large ~2xlo6 events), it was important to establish 

standard procedures for performing the analysis. 

The first step was to assure that a complete set of 

chamber and LAC calibration constants was available for each 

data run. The events from each data tape (written on-line 

at 800 BPI) were reconstructed (the same version of the 

reconstruction program was used for analyzing all events), 

-and the resulting information was written onto a "summary 

tape" (with a density of 6250 BPI). The summary tape 

contained a copy of the input data, and the information 

-so-

• 
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generated by the reconstruction program. This information 

included trajectories and momenta of the charged tracks, 

energies and positions of the photons, and diagnostics that 

provided a check of the performance of the apparatus and of 

the reconstruction program. 

As pointed out in Chapter II.G, three triggers were 

simultaneously accepted during this experiment. Data from 

all triggers were stored on the same summary tapes. 

Subsequently, events from several summary tapes 

(corresponding to a single target material), were sorted 

according to trigger type, and condensed onto a single 

"super-summary tape". These super-summary tapes were then 

used for kinematic analysis. 

The reconstruction program was divided into two 

independent parts: (1) charged-track reconstruction, and (2) 

photon reconstruction. These programs, along with the 

diagnostics used to monitor the quality of the data, will be 

described in the following sections. 

B. Charged-Track Reconstruction 

Using the calibration constants described in the 

previous chapter, digital data from the drift and 

proportional chambers were first converted to spatial 

coordinates. Because of the left-right ambiguity, each hit 
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in a drift chamber provided two possible coordinates for a 

particle's trajectory. Although in the reconstruction 

process both coordinates were treated on an equal footing, 

only one was allowed to contribute to the definition of a 

reconstructed track. 

The magnetic field of the BM109 analyzing magnet 

deflected charged particles horizontally. Because the field 

was very uniform, the trajectory of a charged particle 

passing through the spectrometer could be approximated by 

two straight line segments that intersected at the center of 

the magnet. 

Using the hits from the P2, D3, and D4 chambers, the 

reconstruction program initiated a search for track segments 

downstream of the magnet. The X and U projections were used 

to predict locations of hits in the V projection. Upon 

finding such a predicted hit, fits to straight lines were 

performed using those sets of hits for which at least one 

plane in each doublet (pair of staggered planes) had a hit. 

All possible combinations for which all hits were within 

0.045 inches of the fitted line segment were considered, and 

the fit with the best z_z was chosen as the initial 

downstream track segment. 

Next, a crude definition of the upstream track segment 

was made as follows. The constraint that the upstream and 

downstream segments of a track intersect at the center of 
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the magnet gave one starting point for the upstream segment. 

Another point was obtained from the hits found in the Pl 

proportional chamber; also, because tracks do not deviate in 

the vertical plane, the slope of the trajectory along the 

vertical projection could be extrapolated upstream. 

The upstream and downstream segments were then combined 

to form a five-parameter description. of the track 

trajectory. The parameters used were: the X and y 

coordinates at the center of the magnet, the vertical slope 

of the track, and the horizontal slopes upstream and 

downstream of the magnet. All hits (including ambiguities) 

which fell within a 0.15 inch radius of this initial track 

hypothesis were considered in the next stage of fitting. 

Prior to performing this fit, a weight (w;) was calculated 

for each hit according to the distance (x;-X 0 ) between the 

hit and the track hypothesis: 

w.- ~ 
I 

expL(t; -x.)"-] . 
L 'l s- '1. 

Initially, the procedure used a standard deviation ~ =0.25 

inches for this weight function; the fit was iterated to 

obtain new parameterizations of the track hypothesis, 

reducing CS'" by a factor of 3/4 each time. 

After this process converged, left-right ambiguities 

were resolved by eliminating the hit (from each pair) which 

had the smaller weight. The radius of the search volume 
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around the track was then reduced from 0.15 in. to 0.045 

in., and a final fit was performed using all hits (now with 

equal Wi#s) which fell within this volume. 

In a separate routine, the program used the hits from 

the beam chambers, Jl and J2, to calculate the trajectory of 

the beam track. The vertex for the interaction was defined 

by the point of closest approach between the trajectories of 

the beam and the outgoing charged track. 

The combined efficiency for reconstructing the K- beam 

track and the n- track from K:......)11('-~•events was found to be 

~95%; about 1% of the loss was due to inefficiency in the 

beam chambers and the rest due to the conservative 

pattern-recognition algorithms employed for finding 

trajectories downstream of the magnet. 

c. Photon Reconstruction 

Photon energies and positions were calculated from the 

pulses recorded by ,the liquid argon calorimeter. Applying 

the LAC calibration constants described in the previous 

chapter, the reconstruction program converted the digital 

signals for all strips of the detector to energies deposited 

along those strips. 
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During the initial stages of photon reconstruction, the 

x and y projections of the LAC were treated independently • 

The reconstruction program first searched for "groups" of 

active strips in each projection in the front half of the 

detector. Each peak within a group was then separated from 

other peaks in that group to define a "gamma". Pulse 

heights from the three strips centered on a peak were used 

to calculate the energy and position of the "gamma" in the 

following manner. For pulse heights denoted as Pl, P2, P3 

(with P2 being the largest), the energy of the "gamma" was 

defined by E=b(a(Pl+P3)+P2), where a and b are constants 

which were determined empirically using the 

electron-calibration data. The position of the "gamma" 

relative to the center of the P2 strip was given by 

x=t ( Clt (C2+C3/A~ (L] , where A= IP3-Pl I /P2 - C4, and Cl, C2, 

C3, and C4 are constants determined, once again, using 

electron calibration data. 

Certain minimum requirements were imposed on the found 

"gammas n. Those "gammas" with less than a minimum cutoff 

energy (2.5 GeV per projected view), and those with too much 

energy in the back half of the detector (Eb~k /Ef.,. .. t > o. 67) 

were eliminated from further consideration. The requirement 

on the back to front energy ratio was imposed so as to 

eliminate interacting hadrons: these deposit a far larger 

fraction of their energy in the back of the LAC than photons 

deposit. In fact, < 1% of all photons from K-- If- rre. decays 
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at 156 GeV/c deposit more than half their energy in the back 

of the LAC. 

The next step was to correlate the "gammas" found in 

either projection, and thereby determine the parameters of 

the corresponding photons. Because the detector was finely 

segmented along the Z-direction and the read-out planes 

alternated between X and Y, a photon striking the detector 

should have deposited an equal amount of energy in each 

projection. Consequently, a photon was defined whenever the 

energies, Ex and Ey, of a "gamma" from each projection 

agreed within a tolerance given by 

< o.s 

This criterion was based on an empirical fit to the 

electron-calibration data. 

This correlation procedure worked very well for events 

in which the "gammas" were well separated in both 

projections, but many events of interest contained photons 

that overlapped to some extent in at least one view. For 

cases in which the summed energy of two "gammas" in one view 

agreed with the energy of a single "gamma" in the other 

view, an attempt was made to split the single "gamma" into 

two "gammas" that would correlate with the two distinct 

"gammas" in the other view. 
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After all allowed correlations had been made, the 

energies from the two projections and from the corresponding 

strips in the back half of the detector were added together 

to define the total energy of each photon. The photon 

position was determined only from the projections in the 

front half of the detector. Before this information was 

written onto the summary tape, the photon positions were 

compared with the projected position of the charged track, 

and those photons that matched up with the charged track 

(within 0.75 inch) were flagged as possible electrons or 

interacting hadrons. 

Studies of K-=----~-rr· events, to be presented in the next 

chapter, showed that the efficiency for ff'-reconstruction 

for energies between 20 GeV and 140 GeV was about 80%. 

D. Checks for Run to Run Consistency 

In order to ensure that the apparatus worked in a 

consistent manner throughout the experiment, various 

quantities were examined for every run. Among these were 

chamber efficiency, the scaler rates, the ~-~0 mass from K· 

decays, the neutral pion mass, and the overall yield of 

K-decays. 
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Because of their topological resemblence to ~--..n·~· 

events, K·---~·n• decays served as a particularly important 

monitor. For each processed data tape, a record was made of 

the number of these decays that occurred within the decay 

pipe (25 inches to 225 inches downstream of the target). A 

plot of the yield of K':-.~-n-6 decays for a copper target is 

shown in Fig. 26.a. The low-yield point in the figure can 

be attributed to a known failure in the scalers that were 

used to record the incident beam count. Data runs that had 

severe difficultities of this kind were not used in the 

analysis. About 5% of the data were eliminated because of 

these types of failures. (The variation of the yield of 

K-decays as a function of target will be discussed in 

Chapter V.) 

Figure 26.b shows the variation in the average value of 

the reconstructed t~ mass of the 7t0~s from K decays as a 

function of time. No clear reason could be found for the 

sudden shifts. One plausible explanation would attribute 

these fluctuations to changes in the high voltage that was 

applied to the LAC plates. These shifts are at the 1% 

level, which corresponds to a 2% change in the high voltage. 

Small empirical time-dependent correction factors were 

applied to the data to make the average calculated f{- mass 

agree with the expected value. 



-89-

0 
a) 

".- t= 
I 

t= I 

+ t ~280 

' 1 ~ ' 
I I-
~z 

+ ' ' ~~240 
I- -OU 
::> z 200 
a: co 156 GeV/c I- 0 
(/)- (Cu-2) + z ~ 160 
0 a. u 

118 120 133 135 137 w 
a: DATA TAPE No. 

- b) > Cl> 

~ - 138 0 

I ff fft +1 
I=: 

136 f ~ 

13.4 + f ft 0 ft+ f f~ tf tt ++ +tf tJ tff + tt+ w 
132 I- •t .. ... •• + 

u 
130 • t ft t• ::> + ft ff •• a: 128 t , t f • t . I-

CJ) 
126 

f t 
z 
0 
u 100 120 . 140 160 w 

DATA TAPE No. a: 

Figure 26 



CHAPTER V 

NORMALIZATION 

A. Introduction 

The partial width r Y'--11-r') is directly proportional 

to the Coulomb production cross section for the ;1- . 

Consequently, prior to extracting a value for r ~--K-() , it 

is essential to demonstrate that the absolute normalization 

of the cross section is reliable. Because it was difficult 

to determine the absolute efficiencies of certain parts of 

the spectrometer, and, moreover, because these efficiencies 

varied somewhat with time, kaon decays, collected 

simultaneously with~- events, were chosen to establish the 

normalization of the data. 

In Section B, we discuss correction factors that are 

independent of any specific reaction kinematics. The Monte 

Carlo model of the spectrometer acceptance, used to 

extrapolate efficiencies from K-decays to similar processes 

(e. g. /'--+1l-1f0), is described in Section c. In Section o, 

the normalization procedure is checked through a comparison 

-90-
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of the observed cross section for A+(l232) production with 

expectation from the Primakoff process. 

B. corrections Independent of Kinematics 

Certain efficiencies, such as those related to 

performance of the electronics, were expected to be 

ind~pendent of the kinematics of any particular reaction. 

corrections to account for these effects have been divided 

into the following categories: (1) beam related corrections, 

(2) target-dependent corrections, and (3) those factors 

related to the nature and performance of the spectrometer. 

These multiplicative correction factors are described below. 

(1) Beam-related corrections 

The procedure used for measuring the incident beam flux 

has been described in Chapter II. Corrections were applied 

to account for decays and interactions of beam particles, 

and for misidentification of particles by the Cerenkov 

counters. 

Pions and kaons can decay before they reach the target. 

A Monte Carlo program was written to generate decays along 

the beamline of the type 'Ir~·;:; and K~,l'l·;. • It was found 

that the decay muon would be accepted by the beam defining 

elements only a small fraction of the time. Such decays 
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reduced the effective kaon and pion fluxes at both momenta 

by -:::::o. 4%. 

Beam particles that interacted upstream of the target 

generally did not satisfy the strict beam definitions of the 

experiment. Also, because there was very little material in 

the 4 m upstream of the target { ~ 2. Oxl0-3 proton absorption 

lengths), the correction for such interactions was estimated 

to be·~ 0.1%. 

Another beam-related correction resulted from 

misidentification of particles in the Cerenkov counters. 

This was partially due to electronic noise, but mainly due 

to angular divergence of the beam. The efficiency curves 

shown in Figs. 6-8 were used to estimate the overall 

correction factors. The most significant problem occurred 

in the signal from the Cerenkov counter used to identify 

pions {K3). It was estimated from pressure curves that 

kaons caused a 0.1% background to the pion count at -156 

GeV/c, 0.3% at +156 GeV/c, and 1.2% at -260 GeV/c. In 

addition, it was estimated from previous measurements37 that 

the 156 GeV/c beam contained -0.5% electrons and muons {the 

Cerenkov counters would record these as pions). 

The above correction factors for different beam 

particles and incident momenta are listed in Table II. 



--

-93-

Table II Correction Factors for Beam Flux 

Beam Momentum (GeV/c) 

Particle -156 +156 -260 
type 

K 1.005 ± 0.002 1.005 ± 0.002 1.009 ± 0.003 

p 1.015 ± 0.005 1.001 ± 0.001 1.11 ± 0.05 

'If 1.010 ± 0.003 1.012 ± 0.003 1.017 ± 0.003 

Table III Target-Dependent Correction Factors 

Absorption Charged-track absorption 
of photons 

Target o-ray veto* from a ~ 1T K p 

C-1 1.063 ± 0.02 1.086 ± 0.0005 1.042 1.038 1.062 

Al-1 1.043 ± 0.02 1.090 ± 0.0005 1.020 1.018 1.028 

CU-1 1.026 ± 0.02 1.089 ± 0.002 1.008 1.008 1.011 

cu-2 1.043 ± 0.005 1.188 ± 0.003 1.017 1.016 1.022 

Pb-1 1.026 ± 0.02 1.243 ± 0.007 1.008 1.007 1.009 

Pb-4 1.015 ± 0.02 1.116 ± 0.005 1.004 1.004 1.005 

•This was measured for only cu-2 and extrapolated to other targets, assuming 

that the effect scaled with target thickness in qrn/cm2 • 
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(2) Target-dependent corrections 

The yields were corrected for absorption of charged 

tracks and photons in the target, and for triggering losses 

caused by f-rays produced in the target. (Refer to Table I 

for a summary of properties of the targets.) 

The effect of losses due to i-~ays was measured for 

only one target (Cu-2), and the results were extrapolated to 

the other targets. To estimate vetos due to this source, a 

beam particle was required to pass through the target and 

strike the BA counter, located at the downstream end of the 

spectrometer (see Fig. 12). The rate at which the counters 

Vl-V4 registered in coincidence with this signal was 

interpreted to be the level of vetoing of desired events due 

to i-rays produced in the target. (A small correction of 

0.5% was made for random firing by these counters.) The 

measurement for the cu-2 target indicated a 4.lt0.5% veto 

rate. Owing to the multiple Coulomb scattering of the 

&-rays, extrapolation to the other targets was somewhat 

uncertain. However, because the taigets were all of similar 

thickness, the correction factors to account for (-ray vetos 

(summarized in the second column of Table III) were 

estimated to be accurate to ±2%. 

A correction for loss of photons caused by conversion 

to electron-positron pairs was calculated using the 

approximate formula, N(t)=N.exp(-7t/9), for pair production 



-95-

by a photon passing through t radiation lengths of 

materia1.38 For interactions occurring in the target, t was 

taken to be half of the target thickness. The third column 

of Table III lists the correction factors to be applied to 

events for which two photons originated in the target. 

In order to account for differences in the nuclear 

absorption cross sections for different types of incident 

particles, the data of Allaby et al39 were used to calculate 

the correction factors for charged-particle absorption in 

the targets. These factors are listed in Table III for 

different beam particles and different targets. 

(3) Spectrometer-related corrections 

The remaining kinematics-independent correction factors 

are briefly described below. 

a) Absorption in the 

(0.21 ±0.02 gm/cm 'Z. Of 

provided the following 

factors: 

pion absorption 
kaon absorption 
proton absorption 

s-counter 

polystyrene) 

correction 

absorption of photons from a n° 

Correction Factor 

1.002 ±0.0002 
1.002 t0.0002 
1.003 t0.0003 
1.008 t0.0006 
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b) Material in the chambers, counters, 

etc. amounted to -z 3.3 ±0.2xl0 

proton-collision lengths and 
-~ 7.6 t.0.4xl0 radiation lengths. 

following corrections apply: 

pion absorption 
kaon absorption 

.proton absorption 

The 

electron Bremsstrahlung (for Ke3 decays) 
absorption of photons from a tr• 

c) A measurement was made of losses 

caused by random firing of any of the 

counters Vl-v4, H, Al, A2, AM, and the 

U/D counters. This required a 

correction of: 

d) An upper level discriminator 

threshold CS.ca.r ) was applied to the 

s-counter signal. The correction due to 

losses of triggers with large pulse 

heights (high energy tail of the Landau 

energy-loss distribution) was estimated 

from a pulse-height spectrum obtained 

with the Sm•t requirement removed from 

the trigger. This provided a correction 

1.020 ±0.002 
1.019 t0.002 
1.035 t0.002 
1.037 ±0.005 
1. 060 ±0. 003 

1.010 t0.003 

of: 1.027 t0.005 
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Additional small losses were caused by inefficiencies 

in the chamber and trigger electronics, but because such 

losses affected all processes in the same manner, no major 

effort was made to quantify these corrections. (Such 

factors would be divided out in the process of normalizing 

to the K-:..-.~-"· yield.) It was seen in the previous chapter 

(Fi~. 26.a) that fluctuations in such efficiencies were at a 

level of ~ 10%. 

c. Kaan Decays 

In addition to the correction factors listed in the 

previous section, it was necessary to calculate geometrical 

and trigger-related acceptance factors for all processes of 

interest. This was accomplished using a Monte Carlo model 

of the spectrometer. The parameters of this model were 

determined, as indicated below, from a comparison of 

predictions with data. 

1) The spatial resolution of the chambers, and the spatial 

and energy resolution of the LAC were determined from the 

studies of resolution described in Chapter III. 

2) Values used for the magnetic field and the effective 
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length of the analyzing magnet were determined from the 

calibration of the BM109 magnet (see Chapter II.C). The 

magnet-aperture limits were determined by observing sharp 

cutoffs in the distribution of reconstructed 

charged-particle positions at the downstream end of the 

magnet. Other limiting apertures, such as the edges of the 

D4 chambers, and the edges of the LAC and the hole through 

its center, were also included in the Monte Carlo. 

3) The transverse dimensions, angular divergence, and focus 

of the beam were determined from data on reconstructed beam 

tracks. 

4) The transverse positions of the BV, BA, and VE counters 

were established from sharp cutoffs observed in spatial 

distributions of reconstructed charged tracks. 

5) The logic signals MBV~ and TC,..o (see Chapter II.E) were 

simulated. For this purpose, efficiencies and noise levels 

observed in the proportional chambers were used to generate 

patterns of signals produced by charged particles passing 

through these chambers. 

6) In order to simulate the response of the (-logic (see 

Chapter II.E and Fig. 14), an nuP/DOWN" energy correlation 

was imposed on the Monte Carlo events. The energy deposited 

• 

' 
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by a photon in the LAC was distributed according to the 

measured shower shape. To this, a random energy level due 

to amplifier noise was added. Finally, a minimum energy 

requirement was imposed on the vertical sector of the LAC 

opposite the charged particle's trajectory. 

7) Hadrons that interacted in the LAC could cause confusion 

in ·photon reconstruction. As indicated in Chapter IV.C, 

photons that were reconstructed within 0.75 inches of the 

projected charged-track position were rejected. In 

addition, events that had a photon within a 4 inch radius of 

the hadron were weighted assuming a loss that varied 

linearly with separation distance. Finally, the VE•E'•~t 

logic requirement (see Chapter II.E) was imposed in the 

Monte Carlo by randomly vetoing 40% of the events in which 

the charged track struck the VE counter. 

8) In analyses of the data and of the Monte Carlo events, 

it was required that each photon deposit at least 10 Gev of 

energy in the LAC. This minimized problems encountered in 

the reconstruction of low energy photons. 

Comparisons were made between Monte Carlo predictions 

and data for a number of kinematic variables associated with 

the K-=--n-~ decay. Several of these comparisons are given 

below for data at 156 GeV/c and at 260 GeV/c. :Except where 

noted, the cuts applied to the data were the same as 
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indicated in Chapter III.D. 

Figure 27 shows the reconstructed decay-vertex 

distributions for K-=--~·~· decays. The sharp falloff at the 

downstream end of the decay pipe was caused primarily by the 

MBV~ requirement in the trigger. In order to avoid any 

problems associated with this logic circuit, only those 

events for which the decay vertex occurred between the 

arrows (25"-125") were selected for further analysis. The 

Monte Carlo prediction was normalized to the number of 

events within this cut. Losses near the origin (first bin) 

were caused principally by vetoing in the counters Vl-V4; 

such losses were not considered in the Monte Carlo model. 

Plots of the reconstructed radial positions of the 

charged pions at the Pl chamber are shown in Fig. 28. For 

these plots, an additional cut was made, as indicated, on 

the energy of the ~~. It was found (see below) that there 

was an excessive loss of high energy ~·~s; because there is 

a correlation between ~· energy and the transverse position 

of the~-, such a loss would bias the above distributions. 

Agreement with the Monte Carlo predictions shows that there 

was no excessive loss of events caused by chamber 

inefficiency in the region of the beam. (In fact, at 156 

GeV/c, most of the events within the acceptance of the 

spectrometer pass outside of the ( ~0.3" radius) region of 

the beam.) 
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Figure 29 displays distributions of the separation 

between the pion and the nearest photon, calculated at the 

position of the LAC. Good agreement between the Monte Carlo 

predictions and the data indicates that the model used for 

handling hadronic interference with photon reconstruction is 

reasonable. 

Helici ty decay-angle distributions for K._ n·n• decays 

are ·presented in Fig. 30. The angle e is that of the 

charged pion relative to the flight direction of the kaon, 

as measured in the rest frame of the kaon. Because the kaon 

has no spin, its decay angular distribution should therefore 

be isotropic. Poor acceptance in the region of large cose 

corresponds to losses due to vetoing of the charged track in 

the MBV~, BA, and VE counters, as well as losses due to 

vetoing of low energy ~ 0 's in the AM counters, and due to 

the threshold imposed on energy deposited in the LAC. The 

disagreement between the Monte Carlo prediction and the 260 

GeV/c data is largely due to additional loss of high energy 

~0 's. For events which did not reconstruct, the LAC energy 

distributions for the two photons tended to overlap 

somewhat, and the reconstruction algorithm employed did not 

properly separate the two photons. 

Further evidence of problems associated with photon 

reconstruction is indicated in Fig. 311 here we show 

distributions of the energy asymmetry, \E(I -Er..zl/ (Erl +E1z), 

• 
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for the two photons from ,,.... decays. In plots (a) and (b) 

the standard cuts used for defining K-:.- !f- n-e events have 

been applied, whereas in (c) and (d), an additional cut was 

imposed (as indicated) to eliminate high energy Jt" 0~s. In 

all cases, the Monte Carlo predictions were normalized to 

the total number of events in the distributions. As can be 

seen, somewhat better agreement is obtained when high energy 

?('o~s are eliminated. It would appear, therefore, that the 

losses observed in the decay-angle distributions tend to 

corr es pond to asymmetric n • decays. 

The Ke3 decay process (K-:....- rl i) ft'•) was also studied in 

this experiment. Electrons were identified by requiring 

agreement between the LAC and the drift-chamber measurements 

of energies and positions of the charged tracks. The 

electron momentum spectrum and the decay-vertex distribution 

for Ke3 events are shown in Figs. 32.a and 32.b, 

respectively. The same acceptance model used for K=-..~-"· 

decays produced good agreement between the Ke3 data and the 

Monte Carlo predictions. The matrix elements listed in the 

recent Particle Data Tables36 for Ke3 decay were used in 

generating the Monte Carlo events. 

In order to verify that any remaining corrections 

(particularly those related to reconstruction efficiency) 

could be accounted for through normalization to K-decays, a 

small sample of K-decay candidates were analyzed in detail 
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using a visual display program. Approximately 600 triggers 

from each of two data runs were studied. For each event, a 

kaon signal was required to be present in the Kl Cerenkov 

counter and the reconstructed decay vertex was required to 

fall between 25 inches and 225 inches downstream of the 

target. Corrections for reconstruction 

efficiency and electronic 

charged-track 

triggering losses in the 

track~counters and in the 1-logic system were estimated 

from these data. The correction factors described in 

Section B were also applied, and, in addition, the Monte 

Carlo model was used to estimate the acceptance for the 

trigger. 

The distribution of energy in the LAC was examined for 

each event with the aid of the graphical display program. 

For K-decay candidates which had not been uniquely defined 

by the reconstruction program, it was usually possible to 

observe one or more low energy photons which the 

reconstruction algorithm had failed to identify. This 

information, along with the kinematic quantities calculated 

by the reconstruction program, was used to determine, on an 

event-by-event basis, the type of kaon decay process that 

had occurred. The observed number of decays of any type was 

compared with the expected number based on the known K-decay 

branching ratios.36 The excellent agreement shown in Table 

IV reenforced our confidence in the normalization procedure. 

on the basis of these studies, the single rr• reconstruction 
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Table IV 

Results from an event-by-event examination of K-decays occurring 

in the decay pipe 

TAPE 138 (Pb-1) TAPE.155 (Empty) 

K-beam count 1.291 x 10
6 1.100 x 10

6 

efficiency coITUT1on to all 
single~track decay modes 

0.795 ± 0.024 0.854 ± 0.019 

total efficiency 0.40 ± 0.03 0.43 ± 0.02 - - 0 
K -+ 1T 1T 

observed/expected 0.96 ± 0.08 1.01 ± 0.00 

total efficiency 0.30 ± 0.02 0.32 ± 0.02 

K 
-- 0 

-+ e vir 
observed/expected 0.92 ± 0.11 1.00 ± 0.12 

total efficiency 0.28 ± 0.02 0.30 ± .02 

K- -+ 1T-1To1To 
observed/expected 0.89 ± 0.23 0.92 ± .25 
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efficiency was estimated to be - 80% at 

efficiency was calculated for only those 

photon energies > 10 GeVi in order 

156 GeV/c. This 

events that had 

to be considered an 

acceptable n°, the two-photon mass had to be within the 

limits, 0.11 GeV<Mn < 0.16 GeV, as indicated in Chapter 

III.o. The primary cause of the 20\ loss of genuine ~~~s 

can be attributed to the lack of sophistication in the 

reconstruction algorithms employedi revised versions of 

these routines yielded better than a 95% reconstruction 

efficiency. 

A test of the target-dependent correction factors is 

indicated in Fig. 33, where the ratios of observed to 

expected K-decay rates are plotted as a function of 

collision lengths of target material. Agreement among the 

yields for different targets was found to be good to ~5\. 

In calculating these ratios, the correction factors listed 

in Section B as well as the Monte Carlo acceptance were 

taken into account. Electronic triggering losses and 

charged and neutral reconstruction efficiencies were not 

considered. The absolute value of this ratio for K=....~-~· 

events is consistent with the 80% estimate for the 

reconstruction efficiency of a Jt• {the remaining ""10\ losses 

can be attributed to charged-track reconstruction and 

electronic triggering inefficiencies). The somewhat lower 

Ke3 detection efficiency can be attributed to the fact that, 

in addition to a ~·, an electron must also be reconstructed 
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in the LAC. The very low efficiency for K:-..~-"·n° events 

indicates the difficulty encountered in reconstructing 

photons with overlapping energy distributions. 

The normalization procedure outlined in this section 

should be reliable for events that have kinematics similar 

to those for kaon decays. The largest uncertainties result 

from extrapolation of the preceding Monte Carlo estimated 

efficiencies to different processes, and from differences in 

the cuts applied to the different data samples. 

As was shown in Chapter IIJ.o, we imposed only loose 

requirements on the mass of the two photons, and on the 

total energy of the reaction products in K=-n-- n• decays. 

Consequently, because the same liberal cuts were applied in 

the analyses of other processes (e.g. ,l'-=-fr-n• events), the 

normalization to K-decays would be expected to take proper 

account for small overall losses imposed by such cuts. 

A small correction (l.014t0.006 at 156 GeV/c, and 

1.023±0.008 at 260 GeV/c) was made to account for the cut 

imposed on the Tr-11° mass distribution defining the K~Jlt~ rr• 

decay sample. Also, from a Monte Carlo analysis, the 

background to the accepted K=--K-K• signal caused by Kk3 

decays, was estimated to be about 1.5%. 
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The most noticeable difference between K-decays and 

data from interactions originating in the target is in the 

observed vertex distribution. To minimize any biases that 

this difference might introduce, the normalization procedure 

was carried out using only those K-decays having a. vertex 

relatively close to the target (25 inches to 125 inches 

downstream). It was shown earlier in this section that the 

Monte Carlo predictions for these distributions from K~~-n· 

and Ke3 decays accurately reflect the observed data. Other 

tests of this question will be presented in the following 

section, where we will discuss ~~(1232) production. Data 

on _,,4- production will be described in Chapter VI. 

o. A~(l232) Production 

In order to obtain sufficient statistics to study 

coulomb production of the A(l232) resonance, several data 

runs were taken using a positively charged beam. The 

results from this study were compared with predictions of 

the Primakoff formula based on input from the well-measured 

h d i . r •• 'Io,, Cf I h i p otopro uct on reaction p-p,.. • T e cross sect on 

for the latter process is dominated by the A•(l232) 

resonance. 
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The study of coherent production of (pn°) systems on 

nuclear targets is complicated somewhat by the presence of 

background from diffractive production. The Coulomb 

process, which is our primary concern, dominates at small 

momentum transfers (t). But just as in the case of I° 

production, where other exchanges ( w and A'I.) contribute at 

larger values of t, diffractive production of low-mass (p7t"0
) 

systems contributes to coherent production for incident 

'n '13 'f '4 protons. ' ' The diffractive process, which involves 

no isotopic spin exchange, can, in principle, be separated 

from resonant P33 Coulomb production by means of a partial 

wave analysis, but this requires substantially more data 

than we had available. 

The t-distribution for the,production of (pn°) systems 

on lead, for a reconstructed interaction vertex at the 

target, with the standard requirements for total energy 

balance, and for two-photon mass consistent with that of the 

~0 (see Chapter III.O), is shown in Fig. 34. When the mass 

of the (p7(«>) system is restricted to the 6. region 

(1.14 GeV< Mpft• < 1.28 GeV)' the slope in the forward 

direction is seen to increase somewhat. In order to enhance 

the Coulomb contribution, the remaining analysis was 

per formed using only those events that had t < 0. 001 GeV'&. 
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The (pn•) production cross section was normalized to 

the K+- K+1'• yield, in the manner described in the previous 

section. In order to best match the kinematics of the 

6.+-... pn• process, only those kaon decays for which the 

energy of the 1t0 was less than 70 GeV were used in 

calculating the normalization factor. Using all kaon data 

yielded a (pn-0 ) cross section that was 10t7% lower. Because 

the A• - plt"D kinematics differ substantially from those of 

K+- 7t• 1f0 decays (the proton always carries away more than 

half of the total energy), this is an excellent check on the 

Monte Carlo model. 

Figure 35 shows the distribution of the reconstructed 

interaction vertex for (p~0 ) events with tc 0.001 GeV~. (A 

background subtraction has been performed using target-empty 

data. The level of this background was 10%.) The smooth 

curve in the figure is the Monte Carlo prediction based on 

the same parameters as were used to describe K-decays. The 

arrows indicate the vertex limits used for analysis of the 

(p~) data. On the basis of the Monte Carlo curve, as well 

as the shape of the data, the correction for events falling 

outside these limits was estimated to be 4.0±2.0%. 

The measured cross section for events at t c. 0. 001 Geva.. 

is shown in Fig. 36.b as a function of mass. Figure 36.a 

shows the mass dependent acceptance for the decay of a J=3/2 

state produced at small t through photon exchange (that is 
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"Stodolsky-Sakurai" decay 

in the Gottfried-Jackson 

distribution 

frame) •45 The 

solid curve was obtained by substituting the cross section 

er., ( t p--. P'rt6 ) measured by Fischer et al'fC) I into Equation ( 3) 

of Chapter I, and integrating over t. In performing this 

integration, it was necessary to account for the resolution 

of the spectrometer. owing to uncertainties in the 

parameters of the resolution function, the accuracy of the 

prediction was judged to be no better than ±5%. (The 

resolution was determined by extrapolating the t-resolution 

from K-decays to A+ production.) 

up to a mass of 1.25 GeV (A production should dominate 

in this interval), the expected yield agrees with our data 

to better than 10%. If the predicted cross section is 

subtracted from the data, the residual exhibits a broad peak 

at about 1.25 GeV. This is consistent with what might be 

expected for the diffractive contribution· to (pn•) coherent 

production.'f~, '-'3 

The decay-angle distribution of the A+ signal is shown 

in Fig. 37, along with the Monte Carlo prediction for 

A+(l232) decay. The data selected for this plot were 

restricted to the mass interval 1.14 GeV< M~~·~l.28 GeV, and 

to t< 0.001 GevZ. For pure A+ production, ignoring 

acceptance, the distribution should have the form 

l+ ( 3/2) sin? e . Background from an Sn term should yield a 

• 
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flat distribution, and background from diffractive 

production has a form which depends on mass and momentum 

transfer .'l.2,&f3, 'f'f As was just noted for the (pn•) mass 

spectrum of Fig. 36, these results are also consistent with 

A.,. dominance of the data and with negligible diffractive 

background for t<0.001 GeVz and Mp~·<l.28 GeV. 

· This check has therefore provided further confidence in 

our normalization procedure. Even for the kinematically 

sensitive region of A+ production and decay we have obtained 

results which are consistent with expectations to better 

than 10% accuracy. 



.. 

CHAPTER VI 

THE RHO DATA 

A. Introduction 

In this chapter we will check the reliability of our 

normalization procedures for the /J- data by comparing 

results of our Monte Carlo model with these data. 

Subsequently, we will normalize the cross section for 

Reaction (1) to the rate for K 7-.....-""' 7t- n• decays. We will then 

present the mass and t-dependence of r' production off 

several nuclei, and discuss the extraction of the radiative 

decay width of the jO • 

The evidence that Reaction (1) is dominated by ;:> 

production is given in Figs. 38-40, where we display the 

observed 7't"-n• mass distributions for the different nuclear 

targets at the two energies. The events contained in these 

distributions have production vertex near the target (see 

next section), and restrictions on E(, E~-rr~, and Mtf 

identical to those chosen to define K:..-..K-rr• decays (see 

Chapter III.D). All spectra display prominent peaks at the 

-123-
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mass of the ,,4. The distributions for the Cu-1 target at 

156 GeV/c and for all the 260 GeV/c data show an additional 

peak at .4 O. 5 GeV caused by K-:........7f-~ events for which the 

incident K- was improperly tagged as a r.· by the Cerenkov 

counters. To avoid this background, in the following 

sections when we speak of ;1 'data, we will impose a cut on 

the ,,.-Tl11 mass between 0.55 GeV and 0.95 GeV. 

B. Comparison of 4 Data to the Monte Carlo Model 

The model of the spectrometer described in Chapter v.c 

was also used to study the process~-=-,,- 1(1> • In the Monte 

Car lo program, 1r events were generated at small t ( ~ 0. 001 

Gevt~ the acceptance was found to be essentially independent 

of t for t ~ O .1 GeV1 ) , and with a mass spectrum 

characteristic of the Primakoff process (see Chapter I.C and 

Section D of this chapter). The decay I'--... ,r- ff 0 was then 

generated according to the angular distribution, sin16sin~f 

in the Gottfried-Jackson frame, expected for coherent 

production of thefJ- (see Chapter I.B). For each event, the 

reaction products were traced through the apparatus to 

determine whether that event would be accepted, and the 

trajectories and energies were then smeared out to account 

for the resolution of the spectrometer. we compare below 

the predictions of this model with the data for Reaction 

( 1) • 
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Figure 41 shows distributions for the reconstructed 

interaction vertex for ,/'·candidates from Reaction (1) on a 

lead target. In addition to the requirements stated in the 

previous section, these data were restricted to t< 0.002 

GeV~: this emphasizes the coherent Coulomb production of the 

fJ- (see Figs. 47-49 for t-distributions for 11- events). 

These data have also been corrected for target-empty 

background (present at a level of ~3% for the Pb-1 target). 

Predictions from the Monte Carlo (solid curves) are in good 

agreement with the data at both energies. On the basis of 

this comparison, data selected to define Reaction (1) were 

required to have a vertex position between the arrows 

indicated in these plots (±10 in. at 156 GeV/c and ±20 

in. at 260 GeV/c). Losses due to these cuts were estimated 

from the Monte Carlo curves to.be 3.0tl.5% at 156 GeV/c and 

2.5tl.5% at 260 GeV/c (the numbers of events appearing 

outside these limits are consistent with these estimates). 

Studies of K-decay data presented in Chapter v 

indicated an apparant n• reconstruction efficiency of -80%. 

To determine whether these losses were different for 

;>--tr·rr• events, we investigated the dependence of the fr 

data and of the K':-.~n-~• events on several kinematic 

variables. To assure that there were no biases inherent in 

the normalization of Reaction (1) to x-=--... K-~ events (due to 

the slightly different kinematic properties of the two 

processes), we compared the observed data for each process 

• 
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with the predictions of our Monte Carlo model. 

Figures 42.a and 42.b show the asymmetry in the photon 

energies for n•~t~ decays from Reaction (1) on a lead 

target at 156 GeV/c, and 260 GeV/c, respectively (the 

corresponding distributions for K-=--+~R
0 decays were 

presented in Fig. 31). The restrictions applied to these 

data were the same as described in Section A, with an 

additional requirement that t<0.002 GeV~. The Monte Carlo 

predictions are indicated by the solid curves. In 

Figs. 42.c and 42.d we show the ratio of the 

acceptance-corrected /'- data to the corresponding K:.-~·~· 

data. The constancy of the ratio indicates good internal 

agreement between the I'- and K- processes. 

Further confirmation of the self-consistency of the 

normalization procedure is provided by the decay-angle 

distributions shown in Figs. 43.a and 43.b. Restrictions on 

these data were the same as for the asymmetry plots, and the 

data points have been corrected for target-empty background 

and for geometric acceptance. The results are in excellent 

agreement with the sin2~ dependence expected for the decay 

of coherently produced I'- mesons (see Chapter I.B). At 

small values of t, the ¢> dependence is dominated by the 

resolution of the spectrometer. Thus we do not observe the 

expected sin7~ form: a result consistent with the Monte 

Carlo predictions. Figures 43.c and 43.d show the ratio of 
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the acceptance-corrected 1- data to the corresponding 

K-_.~·~•data. once again, the observed ratio is consistent 

with being constant and indicative of the reliability of our 

normalization procedure. 

Agreement of the angular distribution with a sinr9 

shape is also an indication that there is very little 

inelastic background present in the data at small t. The 

most likely source of such background would be coherent 

A~ -f{·rt 0~\) production in which one of the 7f C) ... s was not 

detected or was improperly reconstructed. The background 

from Aj production would be expected to yield a large cos~e 

component due to the presence of contributions from the 

1t -exchange Deck diagram."f 6 The good energy resolution of 

our apparatus allowed us to eliminate most of this 

background. Distributions of the reconstructed energy of 

the 1rn° system are shown in Figs. 44.a, and 44.b for 

carbon, and lead targets, respectively. The upper data have 

no t-restriction, while the shaded area contains only those 

events for which t 4:. 0. 002 Gev': Coulomb production dominates 

in this region. Inelastic background is evident in the low 

energy tail of the distributions. Most of this background 

was eliminated by requiring that the total energy for a 

candidate for Reaction (1) be between the arrows indicated 

in Fig. 44. From studies of these distributions, we have 

estimated that, for the worst case (carbon target), the 

inelastic background is 1.2% of the coherent signal for 
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t.c.O. 002 GeV~. 

c. Calculation of Cross Sections 

The cross section for one interaction can be written as 

follows: 

'Z3 
where N0 =6.02xl0 is Avogadro~s number, and _,4t is the 

thickness of the target in gm/cm 2 • The incident flux was 

determined using the scintillation and the Cerenkov counters 

described in Chapter II.B. The correction factor (C. F.) 

includes the geometric acceptance (averaged over any 

particular range of kinematics, e.g., an-~· mass interval) 

and the normalization factor from the yield of K-decays. 

These correction factors are tabulated.in Table v, along 

with the values of the cross section per event, for the 

different targets and different energies. In this table, 

the geometric acceptance has been averaged over the mass 

interval o.ss GeV.c Mn-n• c 0.95 Gev. (The differences in the 

geometric acceptance between the two targets at 260 GeV/c 

are due to small changes made in the trigger used for 

accumulating data.) 



ll:nertf (GeV/a) 

Tal'l)et 

Correction• 

- to It-decay 

Mo11ctrption in 
s-counter 

Table V 

Correction factor• to be aPPlied in detenainin9 the croaa eection for the proces• 
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------- l.010 t 0.001 -------------

+156 
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The major source of error in the cross section per 

event was due to the normalization of the I" data to the 

yield of K-decays. To further probe this uncertainty, we 

varied several of the cuts applied to the data and observed 

the extent to which the resulting cross sections were 

modified. For instance, changing the requirement for the 

minimum value of the energy of a reconstructed photon from 8 

GeV to 12 GeV, or restricting the energy of the 7(t> to <-130 

GeV, resulted in ±3% variations in the cross section at 156 

GeV/c. 

Results at 260 GeV/c were found to be somewhat more 

sensitive to changes in the cuts applied to the data, 

however, the statistics for K-decays at 260 GeV/c were poor. 

Using events for which the ?t0 energy was < 160 GeV, yielded a 

cross section for ;'- production that was 10t7% lower for the 

lead target, and 20±15% higher for the copper target, than 

when no such energy restriction was imposed on the data. 

Thus the cut on the lf 0 energy does not appear to have any 

systematic effect on the/"- yield. 

D. The 7\- lt"o Mass Spectrum 

Figures 45, and 46 show the dipion mass spectra for 

Reaction (1) for events with t <0.002 Gevz produced on the 

Pb-1 target at 156 GeV/c, and 260 GeV/c, respectively. The 
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data points have been corrected for geometric acceptance of 

the spectrometer assuming a sini.9 sin"a.4 form for/'-:_ l'r ~ 

decay. The acceptance as a function of mass is indicated by 

the solid curves above the spectra. The errors on the data 

points are statistical. 

Integrating Equation (3) over t, and substituting 

Equation (4) for 't<M~) yields 

(8) 

where tmo.~ is the maximum range of integration. F(M~) is a 

slowly varying function which results from the integration 

of the electromagnetic form factor over t, and accounts for 

the mass-dependent absorption of the 7t"7l0 system. It was 

calculated using the optical model described in the 

following section. The value t~~x=0.002 Gev' was chosen in 

order to emphasize the Coulomb contribution to ,,.-

production. 

we have assumed that the T-matrix has the form of a 

p-wave Breit-Wigner resonance:~7,~ 8 

(9) 

where T'~'t' and 'ft-tt are the mass-dependent decay widths, and 

Ma is the mass at resonance. 

a 

• 

' 
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we have used several different phenomenological forms 

for the partial widths. Those which yielded the best fits 

to our data are :41
J 61B 

~~s "' -i:-
«t ~ + Cf:, .... l1 o) 

le. l ~ 1t:- It.. 3 M 
it~(_~) k~+ It" ' r;a( ftf)) Mo 

In these expressions q, and k are the momenta in the rest 

frame of the 70t, and \'?f system, respectively. Values at 

resonance are subscripted with a zero. 

In order to obtain better statistics for a fit of 

Equation (8) to the 1t. ft.• mass, we combined data from both 

energies. According to Equation (8), there should be very 

little energy dependence in the shape of the mass spectrum. 

The two sets of data were therefore first corrected 

separately for geometric acceptance, and then combined for 

the fit. The fits were performed using the data between the 

arrows indicated in Figs. 45 and 46. These are the same 

limits used to define the "1- signal for the rest of the 

analysis (see Section A). As can be seen from the plots, 

the main differences in the fits to the forms given in 

Equation (10) occur in the tails of the distributions, where 

statistics are poor. The solid curves, corresponding to 

rnc = fi.(k/ko)
3 (2k!)/(~+kZ), for example, give a Kt of 16 
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for 18 degrees of freedom. The resulting parameters for the 

p·. Mc,=772±3 MeV and ~ =139±6 MeV, are in reasonable 

agreement with the accepted values. a' 

The correction for events outside of the indicated 

limits on M~-Ko was estimated from the acceptance-corrected 

mass spectra to be 1.10±.05. This is consistent with the 

values obtained using the fitted shapes given by Equation 

(10). The relatively large uncertainty is due to the fact 

that the shape of the (?-spectrum is not well known away 

from resonance.~? 

An additional correction determined by the shape of the 

I'- mass spectrum is needed in calculating the radiative 

width r CtJ--'P'ff-r). This is because equation (5) of Chapter 

I (see also Equation (11) in the following section) was 

obtained assuming a narrow-width resonance that can be 

approximated by a ~-function in the mass. The line shape 

of the f- meson does not satisfy this condition. We 

therefore corrected the value Of rf~ for the assumed 

narrow-width approximation by inserting into Equation (3) 

the parameterizations for the f -line shape given by 

Equations (9) and (10), and integrating numerically over the 

mass range of the (J ( 0. 5 5 GeV' M"."::o. 9 5 GeV) • The 

resultant, essentially, energy independent correction factor 

is 1.14±0.02.419 

I 

' 
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E. Fits to the t-Distributions 

The t-distributions for /) -production from various 

nuclear targets are shown in Figs. 47-49. The restrictions 

on single-photon energy, two-photon mass, and total~·~· 

energy applied to these data were the same as for the 

associated K-- rr- rr 0 decays (see Chapter III. D) In addition, 

as indicated in Section A, to supress background from 

K-decays it was required that 0.55 GeV~ Mn·rt.•< 0.95 GeV. 

These data exhibit the qualitative features expected for 

electromagnetic production of the ~ • The sharp forward 

peak, increasing roughly as Z~ for different targets, is 

characteristic of Coulomb production. The long tail at 

larger values of t indicates the presence of strong coherent 

production of the /0. 

The dashed lines are fits of the data to Equation (7). 

The fitting formalism which we applied to our data was 

develqped previously and has been applied in several other 

experiments.So we therefore give only a brief outline of 

the procedure. 

Assuming a narrow width approximation for the ~ -line 

shape, the cross section given by Equation (7) can be 

written in the form: 
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J~ = r(f--n-rH.fc(-l)jl + Cs I ~sttll'I. 
cit 

_ _ ,·1f1?~{f. e:t~Re.f~sltj-t r~~c.{~~t~(t,t-tJ]}c.DS4> 
t -z Ir ( ~ - ~ r) c, l c: ~ 

+ l r °'\( f c. l '!J '2e[.\>-lt~ -~ ( f< l t-)] r"" f f.s-( "'In s(>1. <\il l ( 11) 

The terms f 5 (t) and fc(t) account not only for the 

nuclear shape but also for absorption of the incoming and 

outgoing states within the nucleus. 

which we used for these terms are:S"O 

The explicit forms 

f 5 (t)=AJd3 r exp(iq·r+il"c<b>] exp(-cr'T(b)/2] .ficlxkJ• ~g(b,z), 
'lT 

where 

--E(r) is the electric field of the nucleus, and ('=(1-ik) ~, 

where er is the total Tt -nucleon cross section, and ~ is 

the ratio of the real to imaginary part of the forward 

scattering amplitude for f( -nucleon collisions (we have 
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assumed the same values for er and .,. for the outgoing r as 

for the incoming 1f ).SI The nuclear thickness as a function 

of impact parameter (b) is given by .... 
T(b) = Af dz3(b,z) 

---where t is the density distribution of nuclear matter. The 

Coulomb phase due to the nuclear charge distribution is 

given by 

where 

is the Coulomb potential of the nucleus. 

Because Coulomb production occurs predominately outside 

of the nucleus, it is not expected that the form used for 

the nuclear density function will seriously affect the 

calculations. Hence, for computing the fc(t) term, we 

assumed a uniform nucleus of radius 

R= [ c?: + ( 7 /3) ( 7t a )"t..J I/'& , where c=l.12A/3 fm, and 

a=0.545 fm • .s-~ These terms correspond to parameters for an 

average radius given by the woods-Saxon distribution, 

~<. r\ = 

Because hadronic production is concentrated at the surface 

.. • 

a 
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of the nucleus, the f.s(t) term is more sensitive to the 

distribution of nuclear matter, and we therefore employed 

the woods-Saxon paramaterization in calculating fs(t). 

The t-resolution of the spectrometer had to be taken 

into account in the fit of Equation (11) to the data. The 

observed cross section, d~/dt, is a convolution of the true 

production cross section, d~/dt, with a resolution function, 
.... 

R(t,t): 

we have assumed that the resolution function can be 

parameterized as a two dimensional Gaussian distribution in 

transverse momentum: that is, 

) 

~ -where qT and qT are the exact and the resolution-smeared 

two-dimensional transverse momenta, respectively, and A is 

the standard deviation of the Gaussian distribution. The 

""' K--n--'X'0 data, for which qT =O, were consistent with this 

choice for the resolution function (see Chapter III.D). The 

value of A used in the analysis of any particular set of I' 
data was determined from the t-distribution for the 

corresponding K-=--~·K0 data sample. For example, the data 

for the Pb-1 target at 156 GeV/c (see Fig. 24) indicate 

Az-12 MeV/c. 
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Folding in the resolution, the t-dependent factors 

fc(t) and fs(t) were calculated and tabulated in t-intervals 

for comparison with the data. The three parameters, 

rc;o~n-~, Cs, and; I were then varied to achieve the best 

fit of Equation (11) to the data. 

Table VI summarizes the results of fits to the data for 

the regions of t indicated in column 3. The errors on the 

parameters are statistical. To check the stability of the 

solutions, we varied the ranges of t used in the fits~ also, 

we performed fits including a background term of the form 

Dexp(-Et), where D and E are constants. In all cases the 

fits yielded acceptable f 1 values, and fluctuations in the 

values of the parameters for any target were within 

statistical error. Fits were also performed using different 

values for the resolution (A ) • It was found that a 20% 

change in A produced a 15% change in the fitted value for 

r <t---1("-'(> . In the global fits (for t < .01 GeV2.) we 

assumed that Cs and q, were independent of target material. 

In the values quoted for r <f°·-n-' ) I we have corrected for 

the finite width of the~ -line shape in the manner described 

in the previous section. 

Although the value obtained for r (f+-?t+'f) is .-2.5 

standard deviations below the value for r <t---,,.-i), owing 

to the limited statistics and the poorly determined 

resolution parameters for this data, we cannot attribute 



-151-

Table VI 
~ 

Results of Parameterization of Data (all quoted errors are statistical) 

rep - ~ 1T-Y) Target t-range 

cs[G:4J 
2 

(GeV2) (KeV) 
X /d.o.f. 

-156 C-1 <0.035 58. 3 ± 5. 5 0.67 ± 0.06 - 4 ± 32 11.0/8 

GeV/c. Al-1 <0.04 67.4±8.1 0.86 ± 0.22 -16 ± 97 5. 22/11 

cu-1 <0.01 54.3 ± 5. 6 0.55 ± o. 26 -28 ± 49 12.2/13 

Cu-2 <0.01 58. 9 ± 5 .4 0.57±0.71 -32 ± 137 11.4/13 

Pb-1 <0.015 72.2±3.7 0.74±0.23 7 ± 17 16.9/12 

Pb-4 <0.006 61.2 ± 8.2 0.67±0.65 7 ± 49 13.9/13 

Global <0.01 62.0 ± 2.5 o. 59 ± 0.07 16 ± 22 79.5/75 
Fit 

Cu-2 <0.02 63. 2 ± 7 .6 0.36±0.25 87 ± 35 17.0/13 
-260 
GeV/c Pb-1 <0.02 76.0±4.6 0.79±0.30 56 ± 29 13.0/13 

Global <0.01 76.0 ± 3. 7 0.52 ± 0.25 82 ± 21 40/28 Fit 

+156 Pb-1 <0.02 43.8 ± 9.3 0.60±0.45 -36 ± 87 1. 74/7 GeV/c 
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Integrated Cross Sections for 

. oos 
Target I dtlrcl

2 

0 

(µb) 

C-1 5.5 ± 0.5 

Al-1 28.2 ± 3.4 

Cu-1 107 ± 11 

Cu-2 116 ± 11 

Pb-1 979 ± so 

Pb-4 833 ± 11 

Cu-2 147 ± 18 

Pb-1 1254 ± 76 

Pb-1 595 ± 126 

Table VII 

Coherent p Production on Nuclei 
, 
• 

.oos .oos 

I atlrsl2 2Re J 
* i~ dt FCFSe 

0 0 

(µb) (µb) 

0.9 ± 0.08 2.3 ± 1.3 

3.8 ± LO 9 ± 15 

6.5 ± 3.1 24 ± 22 

7 ± 7 24 ± 58 

29.9 ± 9.3 8.9 ± 3.9 

28 ± 26 10 ± 9 

4.5 ± 3.1 -3.1 ± 2.9 

30. 8 ±11. 7 26.6 ±15.9 

26 ± 20 65 ± 99 

t 

i 
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much significance to this result. Further data on the 

reaction rt+A-An+n& has recently been collected by our 

group, and will be analyzed in order to establish 

In Table VII, we tabulate the integrated values of 

IFc.ll., I F5 J
2 

and of the interference terms, for t< 0.005 

Gev 2 • These values were calculated from integrations over 

the fitted curves. 

F. Conclusions 

Based on a weighted average of the fitted values for 

r Cf---~-~) for the different targets at the two energies, 

and on the checks of our normalization procedure, we quote a 

new value, p Cf·-.n-'()=67±7 KeV, for the radiative decay 

width of the~-.53 The major sources of the uncertainties 

are the normalization to K-decays (±5%) , the correction for 

the(' -mass cut (±5%), and the parameterization of the 

resolution function (±5%) • The values for C.s and t/J are not 

well determined, but are consistent with extrapolations from 

measurements made at lower energies.s4 

Our result for J"1 'f-_ lt- 't ) is substantially higher than 

that of the previous measurement of 

p <r-~- '( ) =35±10 KeV •3,"I There is less than a 1% likelihood 

that both experiments are correct within their quoted 
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errors. 

At our energies the ratio of Coulomb to hadron exchange 

is greatly enhanced relative to that of the previous 

experiment at 23 GeV/c. This enabled us to obtain stable 

and consistent fits for our individual target elements and 

at both incident energies. In contrast, the previous 

experiment was only able to extract a unique partial width 

after carrying out a global fit to all their elements 

assuming a constant value of C5. Without this assumption, 

only the limits 30±10 <. f' 'f---.r t) < 80±10 KeV could be 

reported, 3~~ a result which is in complete agreement with 

the value we have obtained. In fact, it has recently been 

suggested that a variation of Cs with A could result, 

particularly at lower beam 

contributes to Reaction (1). 

energies, if Az.-exchange 

If our measurement of r 'f-_,r't) is preferred over the 

previous value, it is interesting to note that it is thereby 

possible to obtain a far more self-consistent overall fit to 

vector meson radiative widths.56 

i 
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APPENDIX A 

CONSTRUCTION AND OPERATION OF DRIFT CHAMBERS 

In this appendix we describe the methods employed in 

constructing and operating the drift chambers used in this 

experiment. The system was composed of a total of 24 

chambers, all constructed in a similar manner. 

Figure 50.a illustrates the assembly of a pair of drift 

chambers from the Dl or D2 units (see Fig. 4). Each 

high-voltage or sense plane was supported on a frame that 

was machined from a single piece of aluminum. G-10 

circuit-board material was fixed to these frames. Stainless 

steel pins which fitted through accurately placed holes in 

the aluminum frames were used to align the planes with 

respect to each other. 

through these holes to a 

which wires were wound 

Two frames at a time were pinned 

rotating support structure over 

mechanically at precisely spaced 

intervals. When the winding was completed, the whole frame 

was moved relative to the wires until certain wires lined up 

with a set of accurately placed scribe marks. The wires 

were then glued to the planes using APCO R313 epoxy and, 
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after this epoxy dried, the wires were soldered to copper 

pads on the G-10 circuit boards. A survey made later using 

an optical table showed that the sense wires were positioned 

relative to each other with an accuracy of about ±0.0005 in. 

The sense wires were composed of gold-plated tungsten, 

0.0008 in. diameter, and the high-voltage wires of a 

beryllium-copper alloy, 0.004 in. diameter. The wires were 

tensioned by means of a pulley and weight system as they 

were wound onto the support structure, and the frames were 

pre-stressed before winding to compensate for the force from 

the wires. After the wires were glued and soldered to the 

frames, and the pre-stressing removed, sample planes were 

checked for proper wire tension. The tension on the sense 

wires was found to be "'45 g and on the high voltage wires 

~1so g. 

The dimensions of a single drift cell are shown in 

Figure 50.b: typical operating voltages are also indicated 

next to the field-shaping wires in this sketch.s7 All cells 

in the system had the same dimensions, but those in D3 and 

D4 had half as many field-shaping wires on the high-voltage 

planes (the wires labeled HV2 and HV4 were not present) • 

The high-voltage supply circuit for one drift chamber 

is shown in Fig. 50.c. Both planes in a doublet.were driven 

by the same power supply: consequently the voltage labeled 

HVl was required to be the same for both planes. The lower 
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voltage, labeled HVS, could be varied for each plane by 

means of a resistor divider network. 

The high-voltage cable supplying the HVS voltage had a 

sizeable capacitance, and the stored energy, when rapidly 

released in the form of a spark, could have broken sense 

wires. The 47 K.n. resistor in the divider chain greatly 

increased the RC time constant and thereby served to protect 

against sparking to the sense wires in the event of an 

electrostatic breakdown. 

A ground plane, made of 0.002 in. diameter 

beryllium-copper wires that were spaced 0.2 in. apart, was 

placed between each chamber in the Dl and D2 units. These 

planes served to isolate the chambers electrostatically and 

to provide collection points for ionization produced between 

the chambers. Ground planes were not used in D3 and D4 

because all the chambers in these systems were totally 

independent of each other. 

The doublet system illustrated in Fig. 50.a was 

attached to a cover plate which contained feedthroughs for 

the signal and high-voltage cables. Any doublet in Dl or D2 

could be removed from the gas container without disturbing 

the other two doublets. Doublets were aligned relative to 

each other within the box by means of stainless steel pins 

located at the bottom of the box. To complete · the 

electrostatic shielding of the units, thin aluminum-coated 
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mylar windows were placed on the sides of 

intercepted by the beam. 

the box 

The assembled boxes were placed on tables that were 

leveled and centered relative to the beamline. Pins on the 

bottom of the boxes matched holes in the table for purposes 

of precise repositioning. The chambers did not have to be 

moved during the course of the experiment. 

Each of the 03 and 04 chambers was enclosed with 

aluminum-coated mylar windows. Doublets were aligned with 

respect to each other through pins that rested in common 

V-blocks which were attached to support stands. 

Most of the chambers were tested with an electron 

source before they were placed in the beamline. In addition 

to checking the efficiency and stability of the chambers, we 

also stadied the properties of different gas mixtures. we 

decided to employ an equal mixture of argon and ethane gas 

because of its easy avail~bility, high efficiency, and 

uniform drift velocity.SS The gas in all the chambers was 

maintained at a pressure slightly above one atmosphere by 

means of oil bubblers at the exhaust ends. The entire 

system had a volume of about fifty cubic feet, and gas 

flowed through the chambers at a rate of about two cubic 

feet per hour. 
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A typical efficiency plateau for detecting beam 

particles is shown in Fig. 50.d. For these data, the HVl 

voltage was held fixed at -2.8 KV, while the HVS setting was 

varied. The drift velocity for our argon-ethane gas mixture 

saturates at field gradients of about 0.8 KV/cm,sg which is 

well below where these chambers were operated. 




