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DIFFRACTIVE HADRONIC PRODUCTION OF D MESONS 

William Wallace MacKay, Ph.D.· 
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University of Illinois at Urbana-Champaign, 1980 

This thesis reports on data taken in experiment E369 usin~ the 

Chicaeo Cyclotron Spectrometer at Fermilab. A search for charmed 

D mesons was made using a beam of 217 GeV ,.,-- incident on a liquid 

hydro~en tareet. The trigger required a recoil proton and a 

prornrt muon. A total of 50±12 charged D events were seen in the 

K':t7r~,,..,, channels and were split between the two channels in about 

equal amounts. Cuts were made which selected dlffractive events, 

but when these cuts were removed the signal remained the same 

although the background was greatly increased. The Feynman x and 

angular distributions were consistent with diffractlve production. 

A diffractive model yields a cross section of (6-10)+4,ub. 
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CHAPTER 1 

Introduction 

This thesis is the result of data gathered by an experiment 

C"E369") at Fermi National Accelerator Laboratory CFNAL) during 

the summer of 1977. The experiment was performed by physicists 

from several institutions: Fermilab, Harvard University, the 

University of Illinois, the University of Oxford, and Tufts 

Un Ivers i ty. 

The primary thrust of the experiment was to find hadronically 

produced particles with charm and to measure the cross section. 

To do this we used a 217 GeV1T- beam and the Chicago Cyclotron 

Spectrometer. There were actually three separate triggers in the 

experiment: 

1. the "2MU" trigger with both a Be target and a 
liquid Hi target, requiring the detection of two 
oppositely charged muons, 

2. the "lMUP" trigger using the H2 target and 
requiring the detection of a muon and a recoiling 
proton, and 

3. the low mass proton, "LMP", trigger using the H.2. 
target and a proton recoiling against a low mass 
system. 

The 2MU trigger was basically for the investigation of 

hadronically produced charm anti-charm bound states, and was the 

subject of George Alverson's thesis (Alverson, 1979). The LMP 

trigger was designed to study diffractive production of threen-

states, but due to an error in the trigger setup this was not 

possible at a profitable level. This thesis only covers data from 
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the lMUP trigger, so very little, if anything, shall be said about 

the other triggers. The lMUP data amounted to about 200,000 

triggers. 

The type of reaction I studied was 

1'f-+ p ~ p+D+D+X ~ p+D+p+X 

where the D decays into a charged K and charged pions, the ~ is 

assumed to come from the decay of the other D, and the X just 

signifies an Inclusive reaction. The proton in the final state 

was required to recoil with a low momentum (0.3-0.7 GeV/c) and a 

large angle in the lab frame (60°-75°), so that the mass recoiling 

against the proton was large (3-6.5 GeV/c~) and moving forward 

through the spectrometer. This mass cut removed events with 

recoiling masses considerably below the DD threshold (3.7 GeV/c~). 

I have specifically studied decays into final states with 

only charged hadrons. Dan Bender, in his thesis, will cover 

decays with neutral hadrons In the final state. 
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Theory 
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Since the discovery of the J/~ particle In 1974, there has 

been a flood of literature written about charmed hadrons (see for 

example Einhorn, 1975}. I shall only briefly mention the high 

points of charmed particles. A few of the properties of the u, d, 

s, and c quarks are listed in Table 1 for the standard SU(4} quark 

model. In addition each quark comes in three colors and interacts 

strongly via the SU(3~ color force. This force is propagated by 

eight massless vector gluons which may carry color between quarks. 

The theory of these interactions is called quantum chromodynamics 

CQCO}. 

Charmed hadrons are basically like the old garden variety 

hadrons of the SU(3) theory, except that one or more of the 

valence quarks is now a charmed quark. Mesons are still built 

from a quark-antiquark pair, and baryons from three quarks. The 

resultant combination must still be formed in a color singlet 

state. Table 2 shows some of the expected mesons with bare charm. 

The charge conjugate states with cq combinations should also 

exist. Of these only the Dando* mesons are experimentally well 

verified. 

2.1 Decays of D Mesons 

The Weinberg-Salam (Einhorn, 1975; Gaillard and Lee, 19751 

model of weak interaction~ has incorporated the quark model to 

explain both charm and strangeness changing decays of hadrons. 

This theory Introduces two left handed weak isospin doublets, 



TABLE 1 

Quark Properties 

F 1 avor 13 Charge Strangeness Charm 

u 1/2 1/2 2/3 0 0 

d 1/2 -1/2 -1/3 0 0 

s 0 0 -1/ 3 -1 0 

c 0 0 2/3 0 1 
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TABLE 2 

Mesons vii th Bare Charm 

Meson valence JP ,, c s 
quarks 

o+ - .. 
cd 0 1/2 1/2 1 0 

Do 0 -cu 1/2 -1/2 1 0 

F+ - 0 0 0 1 1 cs 

o*+ - -cd 1 1/2 1/2 1 0 

o•o - 1 cu 1/2 -1/2 l 0 

r•+ -cs 1 0 0 1 1 
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and 

where d' ands' are the orthogonal linear combinations of the d 

and s quarks, 

d ' = - s i n 8c;. d + co s 9, s 

and 

s ' = cos~ d + s I n Be s • 

The angle, ~, is ca 11 ed the Cabibbo angle and has been 

experimentally determined to 0 be about 13 (Perkins, 1972). The 

hadronic charged current can be written as 

J). = cc Li> Y.u.c1-t» ( f). 
When this is coupled to the charged intermediate vector boson 

cur rent, we obtain the four different interaction 

vertices shown in Figure la with their relative coup 1 In~ 

strengths. The decay of a heavy c quark Into an s or a d quark is 

possible by the emission of a virtual w-+ boson. Figure lb shows 

the vertices for the normal leptonic charged current. The virtual 

W boson from the decay of a c quark can produce either a 

lepton-anti lepton pair or a qq pair. The decay of a c quark into 

a d quark must be suppressed by a factor of tan.le. =0.05 relative c 

to its decay into ans quark. This meani we should usually expect 

to see a strange particle from the decay of a charmed particle. 

In order to reconstruct a charmed particle, we must look at final 

states which have only hadrons since a neutrino is undetectable. 

Typical non-suppressed decays are 

D.., ~ K- + 1r-r + 1T+, 

and 
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Fig. la. The weak charged current quark vertices with relative 

coupline strengths. 

Fig. lb. The charged current leptonic vertices. 
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~lote that the decay o+ --> K.,. + fr- + ff+ must be suppressed by 

tan11 Sc: (see Fi11:ure 2). 

Until recently ft was belfeved that the semi leptonic 

branching ratios of o+ and 0° were equal. Recent data show that 

B(D+->;/·x)/BCD"->i' .... X)~S-6 (Kirkby, 1979). One explanatfon for 

this is the W-exchange interaction (Bander et al., 1980) between 

the c quark and TI quark shown in Figure 3. No such diagram exists 

for o+ decay. The partial wfdths for the semileptonic decays of 

o+ and D~ should be equal. The diagram in FiY.ure 3 increases the 

total width of the " D Is; thereby lowering the D0 semileptonic 

branching ratio. Another explanation uses a sextet rlominance 

argument (Rosen, 1980) which basically invokes another SU(4) 

symmetry breakin~. 

2.2 Charm Production Mechanisms 

Hadronfc production models for charm are on much shakier 

ground than the decay models. One of the main reasons, if not the 

foremost, is the lack of data for direct production of charm. 

Most of what we know comes from experiments which attribute excess 

lepton signals to charm production or look at c~ bound state 

production. The majority of the models can be categorized into 

two classes: 

1. central production models, jn which the cc system tends 
to be produced at rest in the center of mass, and 

j 
I 

2. diffractive models, in which there is a small momentum 
transfer to the target, and the charmed particles tend to 
move forward with lar~e rnom~ntum in the center of mass. 
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Fig. 2. The quark decay diagrams for the Cabibbo nonsuppressed 

decay, D.+ ~ l(-1>""+1'1+, and the Cabibbo doubly suppressed decny, 

o+ -7 K.,.. rr- rrt-. 

• 
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Fig. 3. The ~-exchange diagram for De decay. Note that no such 

decay is possible for o+ decay, since there is no quark with a 

charge of +4/3 for the J of the o~cca) to connect with. 



13 

s 

c 
q ' 

.. 
Do w 

-u q 

d 



14 

2.2.1 Central Production 

The two most popular central models are the Drell-Yan like 

model (Roy, 1975) and the gluon fusion model (Jones and 1/Jyld, 

1q78; Carlson and Suaya, 1978). Both these models are 

statistical in nature and use the formal ism of the parton mo<iel. 

The parton model assumes that each hadron is comnosed of 

quarks, antiquarks, and gluons which are lumped together unrler thP. 

name of partons. Each particular type of parton is assumed to 

have a distribution in terms of the fraction of the hadron's 

momentum which is carried by the parton. For example, a proton is 

made up of all types of partons with a momentum fraction 

distribution q1Cxi) for the ith flavor of quarks, a momentum 

fraction distribution q~(x~) for the Jth flavor of antiquarks, and 

a momentum fraction distribution gk(x~) for the kth color of 

p;luons. At high energies it is assumed that all of these partons 

move in the same direction as the parent hadron and that we may 

neglect any transverse momentum of the f ndividual partons. The 

momentum fraction of the ith parton is just 

xi = Pi /P' 

where p, is the momentum of the par ton, and P is the momentum of 
I 

the proton. Another assumption is that all the P.luon 

distributions for a particular hadron are the same, since color is 

not an observable quantum number. 

In considering a collision beteen two hadrons, h, and h~, it 

is reasonable to look at a collision beteen a parton from h, and a 

parton from h
2

• Perturbation theory can be used because the value 
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of the strong coupling constant, ~2 /41r = 0.25 at these energies 

(Jones and Wyld, 1978). 

The Orell-Yan like model (see Figure 4) considers the process 

where one parton is a quark and the other is an antiquark of the 

same flavor. This qq pair then annihilates into a virtual P.luon 

which decays into a new qq pair. 

The gluon fusion model (see Figure Sa) assumes that these 

partons are both gluons. Figure Sb shows the three lowest order 

vertices for the gg-)qq process. One embarrass in~ feature of the 

gluon fusion process is that the gluons carry color away from the 

initial hadrons, leaving a color imbalance. QCD predicts that 

there should be an infinite number of soft gluons near x=O. This 

color rliscrepancy may now be reconciled by assuming that these 

soft ~luons can leak across with a unit probability. 

The narton model writes the cross section for this sort of 

process as 

er= J o-CM
2

) 'JCM
2
-x, x.ls) Fr· ex,) FS"<x:1.> dx, dx2. dM;l., 

where a(Ml.) is the QCD cross 

reaction, M is the mass of 

section for the parton-parton 
h· 

the qij system, and ~~(x·) is the 
t J 

momentum fraction distribution for a parton of type found in 

hadron h~, with a momentum fraction XJ· The delta function just 

requires energy conservation, and s is the square of the total 

center of mass energy of the incident hadrons. 

For the gluon fusion model Jones and Wyld give the gg->cc 

cross section as 
:1 3

2 
2 ~ 

O"CM > = V<w> C-C28+3lr>[1 + Crl.+lfir+l5) ln<!~,.s)]/M 2, 
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Fi~. 4. The Drell-Yan like mechanism. The unlabelled external 

1 Ines signify an inclusive process. 

• 
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Fig. Sa. The gluon fusion mechanism. The unlabelled external 

lines signify an inclusive process. 

Fig. Sb. The three lowest order diagrams for the gluon fusion 

process. 
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where for the c quark in the center of mass of the cc system, we 

have 

{3 = 2P/M, 

P 1.r:.,~ - z. = ·y~-:;=- me), and 

r = 1/y;,. J. 
= (2m~/M) • 

They assume the charmed quark mass, me, is 1.65 GeV/c 2
• They use 

a gluon structure function of the form 

g(x) oef<l-x)n, 

with n=S and n=lO. 
.t For our energy, with s=408 GeV, they calculate the total 

charm cross section from the Drell-Yan l Ike process to be about 

400 nb. Their calculations for the gluon fusion process give a 

cross section between 200 and 900 nb, depending on the value of n. 

In sectiqn 6.5, I take the gluon fusion model as a typical example 

of central production, and compare it to my data. 

2.2.2 Diffractive Production 

Cross sections have been calculated (Barger and Phillips, 

1975) to be of the order of 1 nb for D channel exchange, and 60 nb 

for triple Regge processes with D exchange. These estimates are 

at least a factor of 100 smaller than our data Indicates 

(6-lOp.b). These small cross section calculations are the basis 

for the current belief that almost all of the charm cross section 

ls due to central production. 

So ignoring such sophisticated dlffractive processes, I use a 

naive parameterization for the differential cross section, 
·o12.1t:. - b I ti 

dt .JMa. oe::: e 1 
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where t is the invariant momentum transfer to the proton, and M is 

the mass recoiling against the proton. The parameter, b, Is a 
~ 

function of M and has essentially nos dependence (Albrow, 1976). 

More Is said about this model In section 6.4. 



3.1 Apparatus 

CHAPTER·3 

Experimental Setup 

22 

The experiment was performed using the Chicago Cyclotron 

Magnet (CCM) spectrometer fn the Muon Lab at Fermi National 

Accelerator Laboratory from July to August 1977. Most of the 

equipment has been described elsewhere (Alverson, 1979), so I wf 11 

only give a brief summary of those parts. Figure 6 shows the 

placement of the various pieces. Before proceeding, the 

definition of a laboratory coordinate system is required. The 

direction of the beam, pointing north defined the Z-axis, and the 

Y-axis was vertically upward. The tradition of a right-handed 

system defined the X-axis, pointing to the west. 

3 .1. 1 Beam 

The beam was a 217 GeV/c momentum beam of negative ptons from 

the N-1 line in the neutrino area (see Figure 7). A temporary 

modification in the beam line was made by the addition of a 

quadrupole magnet placed through the south wall of the Muon Lab in 

order to focus the beam in as small an area as possible in the 

target region. 

Three sections of the beam pipe were fitted with Cerenkov 

mirrors and phototubes and were filled with helium at a pressure 

just below the kaon threshold. The composition of the beam was 

found to be about 9 7% 11-, 2% K-, and 0. 3% p. 

3 .1. 2 Target 

The two targets used in the experiment consisted of a 2.6 cm 
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Fig. 6. The E369 Apparatus. 
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Fig. 7. The N-1 Beam line from the pion production target to 

the Bl counter shown in figure 8. The lines marked x and y were 

M\'/PC p 1 an es in those projections. The unmarked rectangles were 

hodoscope planes used to define a clean single particle beam. 

Cl02, Cl03, and Cl04 were the beam Cerenkov counters. 1W2 and 

lEti were the bending magnets for momentum se 1 ect ton. 
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beryllium ~arget and a 46.1 cm long liquid hydrogen target. Each 

of these was followed by two thin scintillation counters with 

pulse height discrimination to permit triggering on interactions 

in one target or the other. 

Since one of the objects of the experiment was to measure 

'slow recoil protons coming out of the target at large angles with 

respect to the beam, we wanted the material between the 

interaction and the detecting counters to be as small as possible. 

A cylindrical flask, filled with liquid hydrogen and constructed 

of 5 mil mylar, was made 46.l cm long and 1.59 cm in radius. This 

flask was covered with ten layers of 0.25 mil atuminized mylar for 

thermal insulation. A cylindrical sheath, made from Klegcell foam 

with a wall 3/8 inch thick and an outer diameter of 3 inches, 

surrounded the flask. The sheath was covered with a seal of 2 mil 

mylar and a vacuum was maintained between the seat and the flask. 

All this amounted to an equivalent of 0.15 g/cm2 of liquid 

hydrogen for a proton coming from the center of the target. The 

effective length of the hydrogen target was only 40 cm, since the 

first 6 cm were enclosed in a large aluminum box for mechanical 

reasons. 

There were five scintillation counters in the beam placed 

around the two targets (see Figure 8). Each had an RCA 8575 photo 

multiplier tube with a special emitter follower transistorized 

base (Kerns, 1977) for high rates. The first, and most important 

(Bl), was a 1 inch diameter, 1/16 inch thick scintillator with an 

air light pipe. It provided the timing signal for the start of an 

event, and defined the beam upstream of both targets. The next 
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Ft g. 8. \'Jest recoi 1 arm and target region. The east arm was 

the mirror image of the west arm. Bl-BS were the target counters 

placed around the Be and H.l. targets. \'IF corresponds to the front 

layer of recoil counters which were numbered as shown. The back 

layer, WB, was ignored in the analysis. 
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two (82 and 83) were two inch squares of scintillator placed 

between the two targets. The last two, (84 and BS) five inch 

squares, were placed downstream of the hydrogen target. 

On either side of the target, in planes parallel to the beam, 

were two multi-wire proportional chambers CMWPC) with 176 vertical 

wires and 1/8 inch spacing. Each of the inner chambers had three 

fast sum line outputs covering lS cm sections for use in the fast 

trigger logic. 

Three helium filled bags were placed around the target region 

to reduce multiple scattering. One was downstream of BS and 

upstream of the first lxl m2 chamber, and the other two were 

between the recoil MWPC's and the recoil WSC's on the east and 

west arms. 

3.1.3 Recoil Proton Arms 

In addition to the above mentioned MWPC's, each recoil arm 

had two 2x2 m~ wire spark chambers (WSC) with magnetostrictive 

readouts. Finally came two layers of scintillator separated by a 

half inch of aluminum for energy detection of the recoil particle. 

The front layer of scintillator consisted of five six inch 

wide counters and one twelve inch wide counter. The back layer 

was four one-foot wide counters. Each of the ten counters was six 

feet tall and one inch thick with lucite light pipes. Each front 

counter had an RCA 8S75 phototube on either end, and each back 

counter had a single Amperex 56DVP phototube on the top end. The 

front one foot wide counter was only used in the low mass trigger. 

The positioning of the counters relative to the target is shown in 

Figure 8. 
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3.1.4 The Apparatus Downstream of the Target 

The CCM was a gigantic cyJlndricaJ dipole magnet with a 1.2 m 

gap between pole faces and an effective radius of 2.5 m. It was 

run at a field of 14.047 kG pointing down in the -y direction. 

This field gave a perpendicular momentum kick of about 2.1 GeV/c 

to charged particles. The over all angular acceptance of the 

spectrometer in the lab system was more than 70 mrad in both the x 

and y projections. 

Downstream of the target and just upstream of the CCM were 

four lxl m~ MWPC's, each with an x and a y plane. Then came five 

80 cm square MWPC's leading into the CCM, with another lxl m~ 

chamber In the center of the magnet. Downstream of the CCM were 

~eJve planes of 2x4 m~ capacitive readout WSC's. Farther 

downstream were eight planes of 2x6 m~ WSC's with magnetostrictive 

readouts. 

Between the two sets of WSC's was an 18 cell Cerenkov counter 

with nine cells above the beam and the other nine below the beam. 

The counter was filled with nitrogen at one atmosphere and had a 

1.2 m path length to the mirrors. Figure 9 shows the light 

output for muons, pions, kaons, and protons as a function of 

momentum, with the curves normalized to the light expected from a 

speed of light particle. 

Downstream of the 2x6 m~ chambers were two layers of 

hodoscopes, labelled G and H, which were used for separating 

in-time tracks from out-of-time tracks. Behind the G and H 

hodoscopes were 2.2 meters of steel for stopping hadrons. After 

this absorber came two more hodoscopes, labelled M', and P (see 
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Fig. 9. Calculated light output from the Cerenkov as a function 

of particle momentum. 100% corresponds to a ~=1 particle. 
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Fig4re 10), which were used to detect muons. 

There .was also an array 
' 

of 80 lead glass blocks just 

downstream of the G and H ho do scopes, but this was not used in 

this analysis. 

3.2 Trigger Logic 

3.2.1 High Mass Proton Requirement 

The top and bot tom photo tu be signals from each front 1 ayer 

recoil counter were put into a special adder integrater circuit 

(see Figure 11) to sum their pulse heights during a 20 ns 

interval. The two pulses were also discriminated and fed into a 

chronotron to give a timing signal independent of the position at 

which the counter was hit. The adder inte£rater signal was 

discriminated with a threshold twice that for a minimum ionizing 

pulse, and then put into coincidence with the chronotron sign~l to 

produce a timed sfan~l. The amplitude and time information from 

e~ch tube were also fed into ADC's and TDC's resnecttvely, for 

off-1 ine analysis. 

A 1 i ( 6 0° -7 5 ° ) f o r the n angu ar requ rement reco i 1 oroton was 

made by combining the aporoprfate counters with each sum 1 ine 

section of the recoil MWPC as shown in Figure 12 for the west 

r eco i 1 arm. This resulted in a mass cut between 3 and 6.5 GeV/ci 

for the system recoiling against the proton. The logic for the 

east arm was identical, and the two resulting signals were or-ed 

to nroduce the high mass trigger requirement. 

3.2.2 "lMUP" Trigger 

All timing was done with respect to the start signal from 

counter Bl. Each of the other four target counter signals was put 
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Fig. 10. The P hodoscope, The four sets of counters, 01 Q2, 

Q3, and Q4, were used in the trigger. The dashed line defines 

the area covered by the M''hodos~ooe trigger rea11trement. The 

muon trigger requirement was just the or of the signals from the 

5 sets. 
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Fig. 11. Trigger logic for a typical recoil counter (e.g. 

\·J F2). • 

F: line~r fanout. 

O: discriminator. 

The outputs from the ADC's, TDC's, and latch were \'tritten to taoe 

for off-line analysis. 
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Fig. 12. Logic for the recoil proton trigger, west side. The 

logic for the cast side was identical. 
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throu~h high and low level discriminators (see Figure 13). The 

high level outputs from B2 and B3 were put in coincidence (B23H), 

as were the low level outputs (B23L), in order to distinguish 

whether or not an interaction took place upstream in the beryllium 

target. Similarly the outputs from B4 and BS were combined to 

make the same test for an interaction upstream in either target. 

A hydrogen target interaction was defined by coincidence of B45H 

with the complement of B23H. One of the side effects of this 

requirement was to discriminate against events with three or fewer 

charged tracks besides the recoil proton. 

The beam at Fermi lab is such that there is a bunch of 

particles, called a bucket, about every 20 ns. Since some of the 

timing required gates longer than this, a beam self-veto circuit 

was designed to avoid recording ambiguous events with multiple 

beam tracks. This was done (see Figure 14) by putting B45L into 

an updating discriminator with a width of 32 ns and a 2 ns clip 

line on one output. The clipped output was then delayed by 32 ns 

and put in coincidence with the complement of another output to 

give a signal, unless another input pulse occurred before or after 

within 32 ns. 

A clean hydrogen interaction was defined by a four-fold 

coincidence of the Bl start signal, B45H, the self-veto, and the 

complement of B23H. This Interaction signal was then put in 

coincidence with the muon requirement (see Figure 10), the high 

mass proton trigger, and a requirement to remove halo muons from 

the beam (898) (Hicks, 1978) to give the "lMUP" trigger (see 

Figure 15). 



Fig. 13. Beam logic around tareets. 

F: linear fanout 

L: low level discriminator 

It: High level discriminator 
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Fig. 14. Self veto 1 o.rd c. The discriminator was an undntinp; 
• 

discriminator with a 32 ns width and a 2 ns c 1 i p line on outf)ut 

c. Typical signals are shown for the labelled points for one 
• 

i nr>u t pulse ;:rnd t\'IO in 011 t nulses within 32 ns of each other. 
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Fig. 15. Final "lMUP" trigger logic. 

P is the or of the east and west proton si~nals. 

Ql-Q4 and M' are the si~nals from the P and M' hodoscopes 

shown in figure 10. 
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In addition there was some extra logic to stop the scalers 

and data acquisition If the on-line computer was busy. The on 

line computer was a Xerox Sigma-3 and was programmed by G. 

Alverson and L. Holloway. The data for each event were read in 

from a system of CA11AC crates and written to 9-track tar>es at 800 

bits per inch. 
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CHAPTER 4 

Recoil Proton Detection and Calibration 

The reason for using a recoil proton trigger was to pick out 

events with small momentum transfer and a large missing mass 

(about 3 to 6.5 Gev/c;i.) that would be thrown forward through the 

spectrometer. The purpose of this chapter is to convince the 

reader that the recoil particles were really protons. 

Professor R. D. Sard made a study of Fermilab hydrogen bubble 

chamber data from experiment E154 with a 147GeV fT- beam. For 

particles with momentum less than l.4GeV/c, protons could be 

distinguished from pions by the amount of ionization the track 

made in the chamber. Requiring lab angles greater than 55°, and 

velocities corresponding to flight times between 11 and 30 ns, he 

found 90% of the recoil particles were protons. The largest 

amount of contamination occured for the fast particles, as shown 

in Figure 16. 

By correlating the energy lost by the particle in traversing 

the scintillator with the velocity it had before losine any 

energy, we can decide whether the recoil particle was a proton or 

a Dion. Energy loss per unit length, dE/dx, is a function of the 

ch~r~e and the velocity of a particle but not its mass. A 

frequently used parameterization (Rossi, 1952) is 

;; = -0.153(MeVcm.2/g) 2 .. ~, (9.96 + ln(r-1)] - 1J, 

where x is in grams per square centimeter, and r is the square of 

the ratio of energy to momentum for the particle In question. 
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Fig. 16. The fraction of all recoil tracks with lab angles 

above 55D and which were identified as protons as a function of 

time of flieht over a distance of 2 m. This comes from Sard's 

study of bubble chamber data as described l n the text. 

• 
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Kinetic energy as a function of YC=E/M) for a particle of 

mass M may be written as 

K = CY-1 )M. 

Taking the derivative we get 

dK/d'Y = M, 

or 

)Y = ~K/M. 
For a proton and a pion both starting with the same velocity, an 

infinitesimal distance dx would correspond to the same kinetic 

energy loss for both particles, but the change in 1 would be 

greater for the pion. This means that the pion will stop in less 

material than the proton. 

For a one inch thick scintillator, particles of increasine 

velocity wi 11 deposit a 11 their energy unt i 1 one reaches a 

critical speed at which it just penetrates the back edge. For a 

proton this is about 31% of the speed of light. As the velocity 

increases, the total energy lost by a particle in the scintillator 

decreases, since the integration takes place farther to the right 

on the dE/dx curve (see Figure 17). Calculated energy loss versus 

velocity is shown in Figure 18 for both protons and pions. 

Time of flight measurements were made so that the proton's 

velocity could be calculated. As previously mentioned, each 

counter in the front layer had a phototube on either end, provided 

with both time and pulse height analysis. The time actually 

measured for the top tube was 

Tt = Tof + (Zv-z 61 )/c + T~u + y/V5 + D;-

where Tof is the actual time of flight from the interaction 
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Fig. 17. Enerey loss CMeV cm~/r:,) in scintillator for a sin~ly 

charged particle as a .function of t=E/rn. 
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Fig. 18. Calculated energy loss in the front layer of recoil 

counters by protons and pions as a function of particle velocity. 
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vertex, <Zv-z 81 > is the distance the beam travelled from the start 

sienal (at Bl) to where It interacted, and r 61 Is the delay of the 

start signal from Bl, due to cables and logic. The distance from 

where the track intersects the counter to the top end of the 

scintillator ts y, and Vs is the velocity of signal propagation 

through the counter. Dt is a constant summing up all the delays 

from cables and electronics. 

Similarly we may write the time for the bottom tube as 

Ta, = Tof + Cz,,-z 81 )/c + r61 + (L-y)/V5 + o.,, 

where L is the length of the scintillator. 

If we take the difference of the two times, we get 

AT= Tt - Ta,= 2y/Vs +CD+ - Db - L/V5 ). 

This equation tells us that the position where the track hits the 

counter may be arrived at Just from the time difference. In 

Figure 19 we show, for a typical counter, the difference in y 

determined by this method and by the track reconstruction. The 

half width is less than 2 cm, and using the determined value for 

v5 of about 14 cm/ns, we see this corresponds to an error of less 

than 0.15 ns. (The resolution of the TDC was 0.1 ns). 

If we average the two times, they dependence drops out, and 

we have 

or 

Tof =(Ti-+ Th)/2 - r81 - CZv - z81 >/2c + D 

where D is just the total of all those constants. 
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Fig. 19. The difference in y positions of a recoil track as 

measured by a typical recoil scintillation counter and by 

extrapolation from the recoil wire chambers. 
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During the running of the experiment, we attempted to measure 

o' by moving the recoil time of flight window to accept elastic 

pionsCp=l); however we appear to have failed in lowering the 

discriminator level enough to accept minimum ionizing particles. 

The ~ethod finally used for this calibration was to compare the 

pulse· height measurements with calculated energy loss expected in 

the counter. I us~d momentum range tabl~s (Measday and Serre, 

1969) to calculate the energy loss and plotted this against the 

pulse height average of the two tubes. The constant, D, was 

vriried until the two maxima coincided. This calibration is 

proh~~lv good to about 0.5 ns. Fleure 20, showing the measured 

pulse height of the recoil versus velocity, agre~s nuite well with 

our previous estimates (Figure 13). 

The energy loss for pions and protons travelling faster than 

12cm/ns is about the same, and In this re~lon they become 

indistinguishable, unless we increase the absorber thickness. 

Behind the front layer of scintillator we had a half inch of 

aluminum and another inch of scintillator. The expected energy 

dAposited in the second scintillator is shown in Figure 21 for 

both protons and pions. 

have been too low to 

analysis. 

The efficiency of the back layer seems to 

do us much good. It was Ignored in the 

The square of the mass recoiling against the proton has been 

calculated and plotted in Figure 22. The smooth curve is from a 

Monte Carlo done by G. Ascoli and is normalized to the data. The 

agreement is quite good, except for the missing low mass peak. 

This peak comes from three pion events which have been 
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Fig. 20. Measured pulse height as a function of velocity. 
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Fig. 21. Calculated ener~y loss in the back layer of recoil 

counters as a function of velocity for protons and pions. 

• 

• 



<( 

t-

(/) 

> 
I 
CL 

,----·------·---------·----------, 

D 
0 
··--i 

~ _l DU) (fl 

I 

--

("_) 

r..1 

64 



65 

Fig. 22. Square of the mass recoiling against the proton. The 

histop;ram is a sample of the 11 1MUP11 data and the curve is fro!Tl a 

Monte Carlo using the proton diffractive cross section with no 

muon requirement. The curve is normalized to the data. 
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discriminated against by the trigger. The Monte Carlo us~d the 

recoil proton eeometry and trigger requirement, but it had no muon 

requi rcment. The data, which had required a muon, corresr>ond to 

an acceptance times cross section of about 10 µb, instead of the 

Monte Carlo acceptance times cross section of about 200 µb. 

If we assume that our background trigger rate from the muon 

requirement was 

hadrons punching 

maximum partial 

basically due to pions decayfne in fli~ht and to 

throu~h the hadron absorber, we estimate n 

acceptance for these bogus muon events of about 



CHAPTER 5 

Preliminary Analysis 

5.1 Track Reconstruction 

Track reconstruction of the E369 data was done separately at 

Oxford University and at the University of Illinois; however the 

results of this paper come only from the Illinois version. The 

basic skeleton of both program versions came from the E398 

collaboration (Hicks, 1978), also using the CC~ spectrometer. 

N. Shupe and G. Ascoli revamped and added much of the code for the 

Illinois program, and new sections were also c6ntrtbuted by 

R. Raja, u. E. Kruse, and me. This program was constructed on the 

High Energy Physics PDP-10 and then transferred to the Cyber at 

the Digital Computation Lab. It took about 120 hours of Cyber CPU 

time to reconstruct the data for all events. will give a brief 

description of the program's journey through an event. 

First an event was read in from tape, and the hit positions 

in each chamber were converted from readout propagation times to 

length in 0.25 mm (The reason for these bizarre units is 

historical, and comes from the fact that the original CCi1 

spectrometer analysis routines were written on a 16-bit computer 

in integer format). The 2x6 m2 chamber sparks were then corrected 

for variations in speed of sound along the magnetostrictlve 

ribbons. 

Next we come to the track finding, which was carried out 

independently in the four regions: beam, recoil, upstream of the 

CCM, and downstream of the CCM. 
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The eight upstream lxl m2 M\'/PC planes were scanned separately 

in x and Y for track projections, requiring three out of four hits 

per projection. 

The downstream spark chambers were searched for tracks 

consistent with stale beam tracks, and these hits were removed 

from the spark buffer. This was done because the combinations 

added by stale beam tracks tended to choke the track f lnder. Then 

the twenty planes were searched for tracks with at least three 

hits in each of the x an~ y pr9je~tions. ,These tracks wer~ also 
' ' . 

required to project u~stream into\a wl~dow 2.Sm wide at the center 
I , 

of the CCM(z=O). 

Next we scanned the recoil hodoscopes, looking for hits. If 

one was found we calculated a road through the chambers and 

searched for the track, requiring three out of four x-hits and at 

least one out of two y-hits. When a track was found, we fit the 

track using the nominal beam axis as an additional const~aint in 

y. Then the recoil flieht path length, and the time of flight 

Nere calculated. 

We tried to fit the beam track using the MWPCs and hodoscopes 

shown in Figure 7. If the data was Insufficient for a good fit, 

the the beam track was flagged as bad, and the fit was done using 

the beam envelope. 

Fits of the interaction vertex were done separately in the x 

and y projections using the upstream tracks, the recoil track if 

one was found, and the beam track if it was not flagged as bad. 

The initial flt to the vertex assigned large weights to the recoil 

and beam projections when they existed. Successive fits were done 
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by removing the projection with the largest deviation in the 

previous fit, until all used projections were within a given 

tolerance. If there were less than two tracks left at this point. 

WP did not find a vertex, and the event was suhsen11pntlv removed 

frnm th~ rl~t~ SPt. The removal process was then reversed to allow 

for a ~hf ft in the fitted vertex. This was done by addinP., one at 

a time, any previously removed projection within tolerancP. until 

no n~re could be added. Finally we fit the vertPx in p~rh 

projection with equal weights for all tracks, including the recoil 

and beam tracks. The z for the vertex was calculated by a 

WPirrhted avPraee of the z's from both orojections. 

If we were previously unable to do a good beam fit, but a 

good vertex was found, then we used the vertex information to find 

a better beam track. 

WP then used the vertex to look for track projections comin~ 

from the vertex but with only two hits pPr projection in the 

upstream lxl m2 rn·JPCs. 

Mext we linked the downstream tracks to the uostream 

projections, including those which missed the orimary vertex, 

usin~ a cylindrical hard edge approximation for the magnetic field 

(Pordes, 1976). The MWPC planes in the magnet were scanned for 

hits, and the downstream hodoscopes were checked to see if each 

track was in time. If a downstream track was lacking any upstream 

projection, the missine projection was fabricated by assumfn~ the 

track came from the interaction vertex. These linked tracks were 

then refitted using all hits upstream, downstream, and inside the 

CCi-1, and a parameterization of the CCM field. 
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Any left over upstream projections were projected into the 

cc1.1 planes, which were scanned for hits In order to find low 

momentum tracks that were swept away from the downstream chambers 

by the CC11. 

Finally the tracks, momentum, timing data, scalers, lead 

elass data, recoil, and Cerenkov data were written to magnetic 

tapes. These output tapes were then read into the PDP-10 and 

converted from Cyber 60-bit word format to PDP-10 36-bit word 

format. The results of this conversion were transferred to 

another set of tapes. 

5.2 Particle Identification 

The next step tn the analysis was to feed the reconstructed 

tracks through a program written by D. Bender and E. Smith, 

which looked for neutral particles decayine between the 

interaction vertex and the lxl m~ MWPC's. Their program used the 

18 cell Cerenkov counter to identify charged particles as either 

pions or kaons. The Cerenkov algorithm was developed by Smith and 

Sard, and will be covered in more detail in Smith's thesis; 

however will give a brief summary of its function since it was a 

crucial part of my analysis. 

For a charged particle travelling in a medium with refractive 

index r, the angle, Sc, between the Cerenkov radiation and the 

particles trajectory is given by (Jackson, 1962) 

co s e, = l / ( (3 r ) 

where (Jc is the particle .. s velocity. There is no radiation when 

this cosine is ereater than one. The intensity of the radiation 

is proportional to sin2 C9c>, so we may write the ratio of light 
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intensity of a particle of velocity ~c to that of a particle with 

(3=1 as 
R t- f/c~r):z. 

I - I /r~ 

The avera~e number, ~, of photoelectrons emitted from the cathode 

is proportional to the radiated Cerenkov light. We may write this 

as ii = ii0 R, where n0 is the average number of photoelectrons seen 

for a particle with P=l. 
The number of photoelectrons was assumed to follow the 

Poisson distribution and the gain A, of the photo tube was assumed 

to be Gaussian with mean <A> and variance ~2• These assumptions 

yield a probability distribution, 

col> - 'ff" I 
Pl'J>=£ e-n nf m;!CJA 

n:I 

_ (!j- n<A>l~ 
e .1. n 4'A£ , 

for the expected pulse height, y, in the photo tube. 

For each particle track that was found we identified which 

Cerenkov cell, if any, the track passed through, and then usinr; 

the parameters, <A> , and ~ f o r th a t c e l l , we calculaterl the 

ratio, R(K/ff), of the probability that the particle was a kaon to 

the probability that it was a pion. 

Smith's algorithm also looked at cases where the Cerenkov 

circle fell onto more than one cell, and it calculated the 

fraction of light reflected by each mirror. When more than one 

track went through the same cell the pulse height was calculated, 

using each possible configuration of particle types, to find the 

most probable hypothesis. The ratio was calculated for each track 

usin~ the best identification for all the other tracks hittin~ the 

ce 11 • Figure 23 shows the raw pulse height distribution for a 
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Fig. 23. Raw pulse height distribution for all 1~ cells of the 

Cerenkov counter for a sample of the data. 
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s amp l e of th e d a ta i n a 11 18 ce 11 s. Smith determine0 thC't -n., 

varied between 2 and 4 photoelectrons from cell to cell. A 

scatter plot of track momentum versus RCK/ff) is shown in Figure 

24. We found that requiring tracks to have RCK/iT)>0.25 p.;ave the 

best discrimination between K's andfr's. 

Having transformed the raw data into a usable form of momenta 

and trajectories of identified particles, we were now ready to 

start the actual particle search. 
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Fig. 24. Scatter plot of track momentum versus RCK/rr) for a 

sample of the data. 
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CHAPTER 6 

Final Analysis and Discussion of Data 

In this chapter I describe the cuts used to reconstruct the n 

signals. Then momentum and angular distributions are coMpared 

with diffractive and gluon fusion models. The diffractive model 

a~rees more closely with the results and is used to evaluate the 

cross section. Finally compare the results \·Ii th other 

experiments. 

G.1 Kinematic Definitions 

In order to explain the cuts and the interpretation of the 

data, we need the following definitions. Figure 25 shows the 

basic reaction considered and defines the incoming and outgoing 

four-momenta. The reconstructed D is labelled D,, and 02 is 

assumed to decay semileptonically. The four-momentum of the 

target proton is written as~ to signify that it is at rest in 

the lab. 

The invariant momentum transfer to the proton Ts 
-f> ~ J. 

tp = (mp - Pp) , 

and 
a -+ -+ ~ 1 

MR = ( P1l" + m, - P, ) 

is the square of the mass recoiling a~ainst the proton. Our 

tri~ger required that 

3GeV/ci<MR<6.5GeV/c 1 and 
a 4 

-0.lGeV >tp>-0.4GeV • 

For a real DD event, MR should be greater than 3.7 GeV/c 2
, the 

rest mass of a D pair. The mas~ squared left over after the 

momenta from the recoil proton and D1 have been subtracted is 
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Fig. 25. Schematic dia~ram definin~ four-momenta for the 

reaction 

-1T + P ~ P + 01 + o~ + x. 
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2 ·::-f- -+ _,. _,. 2 
M._ = ( Pfr + mp - Pf> - P

01
) , 

and M~ should be at least as large as the D mass. Since the 

re co i 1 proton time of flight determination has large errors, MR 

and ML will have large errors. The cµts made with them were very 

liberal. The invariant momentum tr9nsfer to D is defined by 

~ :t- l. 
to, = ( p fl' - po, ) , 

which is plotted later to see if the production looks diffractive. 

6.2 Cuts and Mass Plots 

The first cut I made on the data was to require that the 

tri~ger latch tits indicated an interaction in the hydrogen target 

only and that it was a "lMUP" trigger. I also required that there 

be a single reconstructed recoil track. Of the events which 

passed the trigger bit cut, 70% had a single reconstructed recoil 

track and 4% had two or more recoil tracks. The remainin~ 2G~ had 

no recoil track. This low efficiency is indicative of the 

prob 1 ems we h~d with noise from our spark chambers which 

frequently fouled up the signals from many of our chambers, and 

sometimes even zapped the on-line computers. Most of the events 

with no recoil track had other hardware errors. 

The downstream tracks were found with high efficiency (>95%). 

The upstream tracks were not always linked through the magnet 

correctly. The mid magnet MWPC planes were about 50% efficient 

and sometimes gave hits in the wrong places. Consequently, the 

hi ts in the ccr' p 1 anes occasionally to 1 d us to 1 ink the wrong 

upstream x and y projections together. The corresponding 

downstream track would then not link in one projection, and so an 

upstream proje·ction would be fabricated for the downstream track. 
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When an observed up~tr~am x-projection matched the fabricated 

x-projection for a downstream 1 track, we essentially ended up 'with 

two tracks of the same momentum. Thi;; tended to produce funny 

looking spikes in the mass plots. By ignoring the track stubs 

with no downstream links, I was able to make plots with smooth and 

reasonable looking backgrounds. 

I made the following cuts on the data: 

1. 

2. 

3. 

:2. 
that MR > 0, 

that the proton momentum Pr< 0 .G 3 GeV /c, 

that any downstream track with a momentum above 200 GeV/c 
should be ignored, 

r~. that the number of final in-time tracks be between 4 and 
10 tracks includin~ the proton, 

5. that the sum of the do~nstream track momenta be between 
100 and 230 GeV/c, and 

G. that the primary interaction vertex be inside the target. 

Cut 1 removed events with recoil particles which could not be 

protons due to energy momentum conservation. Cut 2 required that 

the invariant momentum transfer to the proton, t,, be greater than 
i 

-0.3G(GeV) • This corresponded to a minimum time of flight cut of 

about 14.3 ns with more than 90% of the recoil particles hein1; 

protons as can be seen from Figure 16. The third cut essentially 

removed any stale beam tracks. Cut 4 required the minimum number 

of final state particles to reconstruct a D event. Events with 

more than 10 tracks had large combinatorials and showed no signal 

enhancement. Cut 5 vrns not very stringent. It required that at 

least half of the energy of an event be accounted for, and that 

this did not exceed the beam energy. 
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In addition to the above cuts# I required: 7) that the net 

charge s~en in thP event be zero, and 8)that there were no track 

stuh~ (without downstrP~m linksl in the event. These two cuts 

WPrQ rather stringent and picked out events which were rliffrartivP 

in nature. A ninth cut was made for the charged K1T'il channels 

which reauired the square of mass recoiling against the proton and 

K7r17'combination to be non-negative, M~>O. 

Figures 26 and 27 show, respectively, the K+1T-1T- and K·rr·,..,.,.+ 

lilass spectra ''"th all the above cu ts. Note the peaks in both 

channels at the known D mass (1868 MeV/c~)~ No such signal can be 

seen in the two non-exotic channels shown in Figures 2n and 29. 

These channels =orrespond to the Cabibbo suppressed decays. The 

combined o• a~d D- data are shown in Figure 30 alon~ with a 

maximum likelihood fit to a Gaussian signal plus a back,f;round 

r; i v en b y a con s tan t p 1 us an ex pone n t i a l • The vJi d th ( 3 G • 6 r1eVIc 1 
) 

is consistent with the resolution of the spectrometer. The mass 

(1877+4 MeV/c~) agr~es with the known mass within the tolerance of 

our alienment. Similar fits for the individual channels with the 

mass and width constrained are shown in Figures 31 and 32. 

Figure 3 3 shows the sum of the D" and t? ch anne 1 s, K-tr+ and 

The la=k of signal in this plot corresponds to an upper 

limit of 3.7 events at a 90~ confidence level. 

If this is really diffractive production, almost everything 

should go throu~h the spectrometer to the downstream chambers. We 

should not expect cuts 7 and 8 to make much difference in the 

sir:nal if the production is diffractive. On the other hand, if 

the production is central we should expect to see more si~nal when 



Fig. 26. The D~(K+1)"'-ffJ channel invariant mass plotted in 

40 MeV/c• bins with no stub events and net charge of zero. 
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Fig. 27. The n+cK-..,,..·~?r .... ) channel invariant mass plotted in 

.2. 40 MeV/c bins with no stub events and net char~e of z~ro. 



tD 
----~----_;_~~~~~~--~~-~~--r 0 

~ 
co ..----.... 

~ 

N 
LO u 
...... -0 > 
(\J <I.> 

~ 

l-.~~~~~~~~~~~~~~~~__..~ 
0 
0 
N 

0 

87 



88 

Fig. 28. The non-exotic K+tr7t"' channel invariant mass plotted 

in 40MeV/c~ bins. 
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F i y,. 29. .. + -The non-exotic K r ~ channel invariant mass olotted 

in 40MeV/ci hins. 
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Fig. 30. The invariant mass for both charged D channels 

(Kjr~w~ plotted in 20MeV/c 2 bins. The curve is the maximum 

lik~l ihood fit. The fit gave the mass ~nd width to be 

M=1877±4 MeV/ci and r=36.6±8.8 MeV/c~, respectively. The amount 

of signal was determined to be 50±12 events. 
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Fig. 31. The D"'(K-1T+ff+-) channel invariant mass in 20 MeV/c:l. 

bins with a maximum likelihood fit. For the fit, the mass and 

full width were constrained to be M=1877 MeV/c 2 and 

P=3R.R MeV/ca, respectively. The area was determined to be 23±8 

events. 
• 
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Fig. 32. The D-CK+-17"-,,.-) channel invariant mass in 20 MeV/c:l. 

bins with maximum likelihood fit. For the fit, the mass and full 

width were constrained to be M=1877 MeV/c~ anrl r=36.6 MeV/c~, 

respectively. The area was determined to be 26±10 events. 
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Fig. 33. Both neutral D channels, 0° (K_1T_.) and fi6 CK .. .,.-), 

plotted in 20MeV/ca bins with a fit of the background. This plot 

has an upper limit less than 3.7 events at a 90% CL. 
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these cuts are relaxed. The K.t1r~1T•data are plotted in Fip;ure 31~ 

with cut 8 removed. Note that the number of back.i:rround events is 

doubled while the signal remains the unchanged. In Figure 35 cut 

n is removed and cut 7 is relaxed to allow net charr;es of .t.l in 

the final state. Here the number of events is quadrupled without 

increasin~ the signal. 

The results of these plots are summarized In Table 3. 

are two things to note: 

1. 

2. 

... -the almost equal amounts of the D and D , and 

the lack of neutral D sir,nals. 

There 

This 1 ooks as though the D mesons are produced in a neut ra 1 ra i r, 

e ·1 th"'r (D+D-) or (De1015
). Si th · 1 t . b ~ i t• c • nee e semi ep on1c _ranc11 n~ ra 10 

~ for D , 

BC o• -?~X) = 23±6%, 

is considerabl~· larg;er than for o" (Kirkby, 1979), 

B(D"'-7,a..-X) < 4?G, 

our muon tri~ger requirement would suppress the detection of 

neutral D mesons. The ratio of the hadronic decay branchin~ 

ratios, 

(Kirkby, 1979) together with the semileptonic ratio, ~Ives an over 

al 1 suprression of more than Cl factor of 10 in tri.<>;ger ~fficiency 
. ' 

of (0°0°) relative to (O+D-) pairs. 

The production of a 0°0- pair can not he rulerl out in the 

type of diffractive model disc~ibed in section G.4. The 
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Fig. 34. Both charged D channels CK*1T'~,r) in 10 ~"'eV/c2 bins 

including events with track stubs. For the flt, the mass and 

full width werP constrained to be M=l877 MeV/c 2 and 

r=36.6 MeV/c1
, respectively. The area was determined to be 

55±22 events. 
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i:tg. 35. Both charged D channels CK*-n-+1tlJ In 10 MeV/c 2 bins 

Including events with track stubs and allowing a charge Imbalance 

of ~1 in the final state. For the fit, the mass and full width 

were constrained to be M=1877 MeV/c2 and r=36.6 MeV/c 2
, 

respectively. The area was determined to be 49~27 events. 
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TABLE 3 

Sumnary of D Meson Data 

Events with no stubs and net charge of 0: 

Channel * of events 

o+ and D - 50:.t.12 

o+- 23:1:8 

o- 2C:tl0 

-Do and Do < 4 at 

Charged D Events 

Net Charge 

0 

+1, 0, -1 

Mass 

1877±4MeV/c 

constrained 

90?G 

with 

II 

Cl 

Stubs: 

:ft of Events 

55±22 

49~29 

\·Ji d th 

37±9MeV/c 

constrained 

II 
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+ -the 0 0 mode. Usinr. the relative acceptance and branchinf, ratio, 

we should expect to see something like 6 D0 events, if o0 ~ 

production occurs at a similar level to o+o- production. 

6.3 Kinematic Distributions 

Using the data from the signal bin in Figures 2G and 27 And 

the data in the bins to either side of the signal as back~round, I 

am able to make plots of relevant kinematic variables to test 

different production mechanisms. There is an excess of 40 events 

from both plots in the signal bin over a background of about 80 

events. 

The scaling variable, Feynman x, is defined by 

* * xF = P11 Ir,., .. ,, , 
where r: is the longitudinal component of momentum of the D in the 

center of mass system, and 
.. 

P.,.d is the maximum center of mass 

momentum that the D can have which is consistent with quantum 

numbers. This maximum occurs when the final state contains only a 

D meson and the lightest charmed baryon. I have used a mass of 

2.285 ReV/c~ for the charmed baryon. This scaling variable can be 

written in terms of lab variables as 
(l:ff' + ..,,,. ) p,,._ - ,.. E: o, 

XF = J.A/, !t z , 
A(S, M 0 , 2.l'fS' ) 

where A(x,y,z)=xi + y 2 + z 2 - 2(xy + yz + zx). 

with s=408.1 GeV
2

, the approximation 

..... Et"'"tE I•& 
XF - 01 1r 

At our ener~ies 

is very good. Figure 36 shows the xF distribution for the 

background subtracted D signal. Figure 37 shows the xF acceptance 

of the apparatus as calculated with a flat xF distribution in a 
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Fig. 36. · Feynman x distribution for the background subtracted 

charged n data. 
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Fig. 37. Feynman x distribution of Monte Carlo events showing 

the acceptance of D's generated with a flat Feynman x. 
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Monte Carlo. This Monte Carlo assumed no correlation between the 

two D's. Note that the data peaks around x~=0.4 which is 

considerably higher than the acceptance peak around 0.25. 

If a pair of D mesons is produced diffractively, we should 

expect the pair to carry off most of the beam's momentum. One of 

the D mesons should have about half the momentum of the pair, or 

an xF just under 0.5. 

The angular distribution in the lab is shown in Figure 38 for 

the D signal •. The small angle peak also agrees with a diffractlve 

interpretation. Figures 39 to 44 show the distributions for t1R, 

t 0 , ML, the charged track multiplicity, and the square of the 
' 

2 perpendicular momentum component, ~, of the D. The recoil mass, 

MR, is quite sensitive to errors in the proton time of flight 

measurement and has an uncertainty of about 500 MeV/c~. The M R 

distribution is consistant with masses greater than or equal to 

the threshold for D+D-~- production. The tp distribution fits to 

a form of e-bl
1
,.
1 with b=16~~ and is consistant with elastic ff-p 

data (b=9 (Perl, 1974)) as would be expected in a diffractive 

model with pomeron exchange. The t~ distribution shows a small 

momentum transfer to the D and indicates a diffractive process. 

Figure 42 shows the distribution of masses M~ recoiling against 

the proton and the reconstructed D. The minimum va 1 ue of M c.. 

should be 1860 MeV/c2
, but the proton time of flight measurement 

has systematic and statistical errors each of order 0.5 ns. 
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Fig. 38. Distribution of lab angle for the hack~rounrl 

subtracted charF,ed D data. 
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Fig. 39. Mass M~ recoiling against the proton for the 

background subtracted charged D data. 
• 

• 
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Fig. 40. Distribution of the invariant momentum transfer to the 

proton, t,, for the background subtracted charRed D data. A fit 

to the form, Ae-b/t,I, is shown with b=l~~i (G~Vf 2 
• 
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Fig. 41. Distribution of the momentum transfer squared to the 

D, t~, for the background subtracted charged D data. 
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/ 

Fig. 42. Mass M~ recoiling against the D and the proton for the 

backp,round subtracted charged n data. 

t 

• 



121 

1.() 

. 
' 

. 
I 

,. 

. 
I 

. 
I 

. M 
......... 

C\l 
I u ... > Q) 

<9 ........ . 
' _J 

. C\l 
2 

I 
I 

. 
.. 

. . 

1 I I 1 0 

0 1.() 0 lf) 
~ I 

Cc=> I/\ a ll'J O og) I ~q.u a A 3 



122 

Fig. 43. Charged multiplicity distribution for the hackRround 

subtracted charged D data. • 
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Fig. 44. Pt distribution for the background subtracted charged 
2. 

D data. A fit to the form, Aebfi , is shown with 
+1.2 -2 

b = -1. 7 -I.If ( Ge V) • 

.. 
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G.4 Diffractive Model 

One of the models I have studied is a diffractive model for 

the reaction 

tr + ~p n+ D - 'fr~ p + + + 
~ K+ + 1r- + ·rr-

) µ"" + K + ~-

and also the reaction with the D meson decays reversed. Figure l~ 5 

shows a schematic of this reaction. The D mesons were assumed to 

decay isotropically with phase space. 

The recoil proton was generated by using the formula for the 

proton differential cross section as given in the E3G9 proposal 

(Ascoli et al., 1975): 

o/ 2 - b(M:) I t,,I 
g- 6C e 

Jtp JM; ' 

is given by 
.a 

b = C4.C + 7.0 e""
311

'
7 ""A/-s> Gev-.:i. 

Using the ~enerated proton, I calculated the four momentum of the 

+ - -DD 1T system recoiling against the proton. + ... -tlext, the D D 1T 

system was allowed to decay according to 3-body phase space. 

Finally, ·1 let the D mesons decay and propagated the tracks 

through the apparatus. Figures 46 and 47 show the xF nnd angular 

distributions calculated for MR of 4.0 and 4.4 GeV/c2 in this 

model. The agreement with the data in both cases is very good. 

Of the generated events, 15-20% satisfied the recoil proton 

trigger requirement. About 50% of these events passed the muon 

trigger requirement to give a combined trigger rate of 7-10%. 

More than 94~ of the chargPd tracks recoiling against the proton 

were detected by the downstream soark chambers. The Cerenkov 
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Fig. 45. Schematic for the diffractive model described in 

sect ion 6 • 1~ • 

.. 
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Fig. 46. Monte Carlo xF distribution for the hadronjcaJly 

decaying D's of the diffractive model of section 6.4. 
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Fig. 47. The lab angle distribution for hadronically decaying 

D's from the diffractive model Monte Carlo of section 6.4. 
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identification of charged kaons also limited the acceotance. The 

momentum band for K identification was abn11t R-24 GeV/c. The 

f i n;:i 1 acceptance for reconstructed D's was about 1.2-1.R~ 

depending on MR• This acceptance is shown in Figure 48 as a 

function of M~. 

The same Monte Carlo, with a constant b=9 instead of the 

values 5-6.4 used above, gave identical x~ and angular 

distributions. The acceotance had the same MR dependence but was 

decreased everywhere by about 0.2%. 

6.5 Gluon Fusion Model 

The gluon fusion model is a typical central production model. 

Jones and Wyld have calculated charm production for s=450 GeV~ and 

a geometry similar to ours but without the same trigeer 

requirement of a recoil proton and a prompt muon. Their model 

gives a total cross section for cc production of about 0.2-0.9 µb, 

and an xF distribution much lower than my data. They also predict 

a much wider angular distribution. 

Does the requirement of a recoil proton trigger change this 

model so that the distributions are more forward? To answer this 

quest I on, have modified their model to include a slow proton in 

the final state. Figure 49 shows a schematic of this modified 

gluon fusion model. The basic idea is that the gluon from the 

proton just carries off the momentum transfer from the proton as 

the pomeron does in the above diffractive model. The eluon from 

the pion has a distribution just as in the Jones-Wyld model: 

g (x ) = -!!.!:L(l-x >" 
' 16)( ' , ' where I have used n=3 to give a somewhat flatter distribution than 



134 

Fig. 48. Acceptance for the reconstruction of charged D's as 

calculated by the diffractive model Monte Carlo of section 6.4. 
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Fig. 49. Schematic for the modified gluon fusion model 

described in section 6.5. 
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Jones and Wyld. The longitudinal momentum fraction of the beam 

momentum carried by the gluon g Is x1 , and the fraction of the 

tarr;et momentum carried by gluon~ is x .... 
~ 

Momentum conservation 

in the high_ energy limit gives us 
:t 

M6 = x, x11 s 

for the mass of the central D+D- system. The lnte~ral for the 

total cross section is 

o=f g(x,) h(xb)~{M~) ~(x3 x~s-f·1~) dx, dx~ dM;, 

where hCxs> is the proton gluon distribution function, and 
.2 o-cr.1 6 > 

is the stren~th of the gluon-gluon interaction as given in section 

2.2.1. For hi~h energy and small t,, the ~-gluon fraction becomes 
:1 

x~ er MR/ s, 

and the r,-eluon fraction becomes 
2 l 

xj ~ M8 /Mft-

The delta function in the above integral allows us to inte~rate 

over x
1 

before proceeding to the Monte Carlo: 

<Y oc:::: (M,"t f a-<Jlfi) ( 1- ~)3 h 01 1 Is) dM 2 dt': s1 • 
}M 1 llf:z. /11 a '"'ti'" R It 

~ •1~ 6 

The limit t\ is just twice the D mass, and Mc is a cut off for 

which I used a value of 7 GeV/c2
• 

Figures 50 and 51 show the xi= and lab angle distributions for 

the hadrontcally decayin~ D meson in this ~~nte CArlo with the 

acceptance folded in. The distributions do not agree with the 

data. They are essentially the same as for the unmorlified 

Jones-Wyld model. This is because the g:luon distribution function 

ff.(X) peaks at x=O and falls off rapidly. The small momentum 

transfer requirement also forces the momentum fraction xi to be 

near zero. The x~ for the blob is Just x9-x, which is still near 
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Fig. 50. Monte Carlo x~ distribution for the hadronically 

decaying D's of the modified gluon fusion model. Our acceptance 

is folded into this plot. This figure should be compared with 

Figure 34. 

t 
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Fig. 51. The lab angle distribution for hadronically decaying 

D's from the Monte Carlo of the modified gluon fusion model of 

section 6.5. 
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zero. This model gives an acceptance at least a factor of 10 

smaller than the diffractive model. 

G.G Cross Section 

To calculate a cross section use the formula, 
I 
I 

ABO"'TF = n, 

where n=50±12 is the number of D events, F=l.lxl0
10 

is the flux 

of beam particles, and T=l.7/barn is the leneth of the target 

times density times Avogadro's number. For , have used the 

acceptance calculated for the diffractive model in section 6.4, 

and B is the over all branching ratio, 

B = B ( o+~ K-n-•n-•) B ( o-~ ~-x) + B ( D ... _,., .u.+ x) B ( o-__,. K +1t_ 1l"_) 

= (2)(4.5t0.8%)(23t6%) (Kirkby, 1979) 

=2.1±.0.7%. 

This gives A~=l30:t 50 nb. For the diffract i ve model the acceptance 

is between 1.2% and 1.8% depending on the value of MR (see Figure 

This yields a total diffractive cross section for + -pl') D 

production of (7-10)±4 Pb. 

Contamination in the muon trigger by nonprompt muons would 

lm1er this cross section estimate. There are two sources for this 

contamination: 1) in-flight decay of pions and kaons before 

reEching the muon detector, and 2) hadrons punching through the 

steel absorber and firing the muon ho dos copes. I looked at data 

from the LMP trigger which had no muon trigeer requirement to ~et 

an estimate of this contamination. Of a sample of 2105 downstream 

tracks, only 14 were identified as muons by the M' and P 

hodoscopes. This gives a bogus muon rate of about n.007 muon per 

track. We should expect about 10-f prompt muons per track from 
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charm production (Ritchie, 1980). If we assume an average charged 

track multiplicity of 7 downstrea~ tracks per D event, we may 

expect to observe a non-prompt muon in 4. 9.% of the events. This 

is consistent with the nonprompt muon partial acceptance (5~) 

estimated at the end of chapter 4. This 4.9% should be added to 

the 23~~ branching ratio BCD+~µ'tX) to yield an overall branching; 

ratio B=2.5%. Our previous cross section estimate is lowered to 6 

to 9 p.b. 

6.7 Comparison with Other Data 

Recent experiments (Brovm et al.,, 1979; Diamant-Berger et 

al., 1979; Ritchie et al., 1980) look at prompt muons from p-Fe 

interactions at 350 GeV and 400 GeV. Their apparatus wa~ ~ l~rrre 

calorimeter target and muon identifier. They used central 

production models and assumed that all of the muon Pxcess over 

back..!!;round came from semileptonic decays of 0 mesons. They 

arrived at a total cross section for DD production around 

10-4 O pb/nuc l eon which is highly mode 1 dependent. My cross 

section of 6-10 ~b is smaller, but this should be exoected since 

it is only for the dlffractive region includine a recoil oroton. 

Three other experiments were performed at the CERN ISR with 

co 11 id i ng pro ton beams and VS of about 5 2 and 6 2 GeV. One shm·Js 

evidence for D~ production in the K* 0 1T+ channel (Drijard et 

a 1. , 19 7 9 a ) a n d A~ prod u c t i on ( Dr i j a rd et a 1 • , 19 7 9 b ) i n th e K*0 p 

and K-~++ channels. The other two (Lockman et al., 1979; G i bon i 

et al., 1979) see I\~ production in the K•t)'"+p and l\0 rr+ff*ff-

channels. All three experiments indicate substantic:il forwCJrd 

production. 
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The Giboni group required a proton In the final state and 

used a diffractive model to calculate their acceptance. They 

obtained a branchin~ ratio times cross section of 

s B <A! ~ K - p tr") = 0 • 7 - 1 • 8 p.b • 

If one uses the Mark I I estimate for this branching ratio of 1.5~ 

(Hitlin, 1979), the above result implies a total cross section of 

50-120 ,.iCLb for I\: production. Si nee di ffractive cross sections 

have essentially no s dependence (Albrow et al.,1976) and the A! 
mass is not very different from the D mass, my cross section 

should remain the same when scaled to their energy. The large 

difference may arise form the use of a pion beam rather than 

proton beams. A mechanism such as Gustafson and Peterson propose 

(Gustafson et al., 1977; Peterson, 1980), which assumes that a 

proton has a nonneglfgible uudc~ contribution to Its wave 

function, might give a larger cross section for a proton than for 

a tr- beam (with a duce contribution). I say this since the rion 

has a much smaller mass than the proton and therefore the 

contribution from heavy quarks is probably smaller • 
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CHAPTER 7 

Conclusion 

-I see production of charged D mesons In ~ -p interactions 

with a recoil proton and prompt muon trigeer. The xF and angular 

distributions indicate that the production ts dtffractive. A 

total of 50tl2 charged D events are seen in the K:t1r~11":i channels 

and are split between the two channels In about equal amounts. :\n 

upper limit of 4 is placed on the number of neutral D events in 

the K.:tr channels with a 90% confidence level. If we assume that 

the cross 0 -section is about the same as for D D , we should 

only expect to see about 6 0° events. 

The measured total diffractive cross section for + -pD D 

production is about 6-10,ub. This assumes that all my sir;nal was 

from DD production and ignored any o* production. This result 

docs not exclude central production of charmed mesons, since we 

had a diffractive trigger, but it does indicate that diffractive 

processes are large enough to be competitive • 
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