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Abstract 

Pi-mu atoms consisting of a charged pion and an oppo-

sitely charged muon in a Coulomb-bound state can be formed 

in K~ decay. A sample of 216 pi-mu atoms collected during 

an experiment performed at Fermilab provide the first measure-

ment of the rate of formation of these atoms. Using a subset 

0 
of 140 atoms, the ratio of pi-mu atom decays to KL +~µv decays 

has been measured to be (3.73± o.~o)x 10-7 . This is to be 

compared to the theoretical prediction of (4.40±O.1Q x 10-7. 

xii 



I. Introduction 

Pi-mu atoms consisting of a charged pion and an oppositely 

charged muon in a Coulomb-bound state can be formed in either K~ 

d . . 1 ecay or µ-p 1nteract1ons. These atoms were initially predicted 

by Nemenov
2 

and were first detected experimentally by Coombes 

~ al 3 in an experiment performed at Brookhaven National Laboratory. 

The properties of these atoms depend upon the nature of the n-µ 

interaction. Specifically.the rate of formation is predicted to be 

-7 0 about 10 of all KL decays and depends upon the value of the pi-mu 

atom wave function at the origin; i.e. at the point of formation. 

A measurement of this formation rate can be used as a probe of the 

short range interactions between pions and muons. Any deviations 

from the expected rate could indicate anomaous n-µ interactions. 4 

Also, if the standard electro-weak interaction between the pion and 

the muon is assumed, the rate of formation can be used to determine 

;, the ratio of K~~nµv(Kµ 3 ) form factors f_ and f+. 

This paper describes in detail an experiment performed at 

Fermilab in which the first measurement of the rate of formation of 

pi-mu atoms has been made by detecting two body K0~(nµ} v decays 
L atom 

while simultaneously measuring the K~ flux through the decay 

0 
KL~nµv. The measurement of this rate is then compared to the 

current theoretical prediction for its value. 



11 . Theory 

Pi-mu atoms are an electromagnetically bound state 

of a charged pion and a muon, and can be described using'the 

same formalism as the hydrogen atom. The properties of these 

atoms have been discussed elsewhere5-7 with some of them 

being given in Table 1. As the binding energy of the 15 state 

is 1 .6 keV, these atoms are a good approximation of a non-

relativistic system. 

The partial width rnA for K~ decay into the pi-mu atom 

state of principal quantam number n, (~µ) , is given by
8 

n 

where 

M=<(~µ) vlHIK0
> 

n L 

and P.= (p. ,p?) is the 4-momentum of particle i with dw = 
I I I 

d 3 p./(2~)2p~. The matrix element M has been calculated in two 
I I 

ways. The first, initially described by Nemenov9 , consists 

of first integrating over a complete set of states in the 

variable q', the relative momentum between the pion and muon. 

This gives 

2 



3 

Table 1. Properties of Pi-Mu Atoms 

Reduced 60. 13 2 mass MeV/c 

Radius 4.5 x 10 -11 cm 

2 Binding energy (1.6 keV)/n 

Lifetime -8 
( T ) 2.6 x 10 sec 

7T 



But <(TIµ) vlTIµ(q 1 )v> 
n 

-/: 
= 1/Jn(q 1

) so that 

... 
The wave function 1/J~(q 1 ) is only non-zero over a small range 

in q 1 (<q'> is about 400 keV/c). If it is assumed that the term 

involving the interaction Hamiltonian varies slowly over this 

range, then it can be taken outside the integral giving: 

The last factor is the Fourier transform of 1/J*(r=O). This yields 
n 

The square of the wave function evaluated at the origin is 

due to the point-like nature of the decay and has as its con-

sequence that all atoms are formed in S states (with P states 

contributing less than 1%).Using the Kµ 3 Lagrangian 

L ~{(PK+ P ) f + (PK - P ) f }~ y !(1-iy5)v TI a + TI a - v a µ 

and integrating over phase space, the partial width becomes 

rA = ~ rnA = BB x (2m TI 

4 



with 

BB = 

and 

2 am m 
3 L: I$ ( r=O) I = 1 . 2 ( 'IT µ ) 

n n mATOM 

The Kµ
3 

form factors have the standard definitions: 

with 

2 
f+(q) = f+(O)(l 

- - 2 
"( 2) - f_(q ) 
<, q - f (q2) 

+ 

2 2 2 q = (PK - P 'IT) = 0.091 (GeV/c) for atom formation. 

Recently, Ching, Ho and Chang have used the approxi-

mate solution of the Bethe-Saltpeter equation for the pi-mu 
10 

atom wave function to calculate M to the next order in a.. 

They calculate M directly, without inserting a complete set 

of states in q'. Their results for rA are: 

m'IT(aR-bR) }2 

(1-o,-G1mATOM) 
2m 

rA = BB x A2 x {2m + m + E;,(q 2)m -'IT µ µ 

with 
µ 

5 



µ 

D1 = !:..(1-lna.-lnµ -µ ln ~) 
TI a b µb 

Gl 
a.µa µa 

= ln(-) 
TimATOM µb 

m mrr µ 
µa =-- µb = 

mATOM mATOM 

Using this second more exact calculation and normalizing to 

the partial width for K~ + TIµv decays 11 

r(K~+TIµv)=4r0sin
2 ecf!(o){0.7728+4.2474\+ + 0.0223~2 (0) + 

with 

r = 
0 

the ratio 

R :: 

0. 1828~2 (0)\_ + 0. 1492~(0) + 0.5234~(0)(\+ + \ )} 

x 10-2 

2 5 
GF (mKo+mK-) 

64TI3 

(K~ + {TIµ)ATOMv 

( K~ + TIµV 

is obtained. Three small corrections to the value of R have been 

calculated. The effects of the finite size of the pion and va­

cuum polarization lower R by 0.37% and 0.19% respectively~ 2 

Radiative corrections to the K~+TIµv width lower R by 2. 1%~ 3 

Including these, the ratio R is plotted in figure 1 as a func-

tion of ~(O) and \+· Using the current world averages of 

6 



~{O) = -0.14 ± 0.11 and A+= 0.034 ± 0.005! 4 the predicted 

value of R is 

-7 R=(4.40±0.16)xlO . 

The error is completely determined by those on the form 

factors and is discussed in Appendix A. This value of R is 

1% lower than that found using Nemenov's technique. 

7 
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II I. Experimental Technique 9 

Any experiment which measures the branching ratio R 

is dominated in its design by the size of R, 10-7. A technique is 

needed which can detect atoms at a reasonable rate and simultaneously 

collect normalizing events from other K~ decays. 

The technique utilized in the present experiment consisted of 

forming a hot "beam" of pi-mu atoms by constructing an intense K~ 

beam followed by a long decay region. In order to maximize the 

kaon production, this beam was produced by protons. The primary 

component of the beam was neutrons and, in order to reduce sec-

ondary particles from beam interactions, the beam travelled in un-

interrupted vacuum outside the detection apparatus. The pi-mu 

atoms were then formed in K~ decays and those with sufficient trans­

verse momentum with respect to the K~ direction emerged from the 

beam and were detected. 

The detection apparatus (figure 2) consisted of a magnet 

which deflected charged particles vertically (MAGV), followed by 

a horizontally deflecting magnet (MAGH), a thin aluminum foil 

between these magnets and a magnetic spectrometer which measured 

the properties of charged particles. In order to identify the 

atomic constituents, the atoms were ionized in the foil. Calcula-

tions show that 0.32 mm of aluminum will ionize all atoms 

(see Appendix B). After this, the pion and muon remain spatially 

close to one another; the average multiple scattering in the foil 
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Figure 2. A schematic of the experimental apparatus used to 

detect pi-mu atoms and Kµ
3 

events (with examples of the foil 

and beam topologies). 

10 
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being less than 10-4 radians. These particles were then passed 

through MAGH which separated the particles. This arrangement of 

foil and magnets produced two distinct classes of event topology 

(Refer to figure 2; Section VI l-D-1 also discusses these two classes 

in greater detai 1). States which were neutral when they passed 

through MAGV and then ionized (pi-mu atoms) or converted (y rays) 

in the foil produced tracks in the spectrometer which, due to the 

effects of MAGH, lay in a plane whose normal was perpendicular to 

the transverse horizontal axis of the beam. This yielded two track 

projections in the top view with an apparent vertex in MAGH 

but only one in the side elevation view. Events with this topology 

were called "foil events••. States consisting of separate charged 

particles (such as ordinary K~ decays upstream of MAGV) were 

separated in both projections by the combined effects of MAGV and 

MAGH. Such events, with two or more projections in each view, were 

cal led 11 beam events••. 

Hodoscopes of horizontal counters were able to separate the 

two classes by requiring only one struck counter for a foil event 

while allowing more for beam events. Also, MAGV served to sweep 

unwanted charged particles out of the apparatus and to lower the 

acceptance for Kµ
3 

decays. These effects combined to allow trig­

gering on both atoms and Kµ
3

•s at an acceptable rate (described 

in Section IV-D). 
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The experimental technique then consisted of simultaneously 

collecting foil and beam events and then identifying pi-mu atoms 

and Kµ
3

1 s from these. A Monte Carlo calculation was then used to 

determine R. 

While following the prodedure just described, it was also 

possible to identify e+e-pairs arising from K~~YY where one of the 

gammas converted in the foil. These events were topologically 

similar to pi-mu atoms. A measurement of the ratio (K~+yy)/ 

(K~+~µv) provided an overall check on the experiment. Also, as 

the branching ratio for K~+yy is 1000 times that expected for 

pi-mu atoms, this mode served as a monitor of the quality of data 

over the course of the experiment. 



13 
IV. Experimental Setup 

A. Beam and Decay Region 

The M3 neutral beam, located in the Meson area at FNAL, is 

depicted in figure 3. The beam was formed by 400 GeV/c protons 

incident on a 30 cm beryl! ium target. The angle at which the pro­

tons were incident on the target (targeting angle) varied from 

0.75 milliradians to 1.25 milliradians. The beam was defined by 

a fixed hole 1.8 cm wide by 1.2 cm high in a primary steel colli­

mator located 15.4 m from the target. 15 Variable horizontal and 

vertical collimating stations were located at 117 m and 200 m from 

the target. These could be used to vary the beam size up to the 

limit imposed by the primary collimator. A magnet string following 

the primary collimator served to take the diffracted proton beam 

into another beam line and to sweep out other charged particles. 

Magnets located after each collimation station provided additional 

sweeping. From 2.54 to 7.62 cm of lead was placed in the beam at 

113 m to convert photons. A vacuum region was provided between 

127 m and 190 m to eliminate additional interactions in air. 

The vacuum decay region began at 210 m and the neutral beam 

travelled through interrupted vacuum to 535 m. At 460 m the decay 

region ended but the neutral beam continued, running underneath the 

spectrometer in continuous vacuum. All pipes which ran through 

magnets were constructed from stainless steel. The region from 
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210 m to 460 m was held at a pressure of approximately 12 microns 

of mercury throughout the data taking period. Neutron interactions 

in the residual air did not contribute to either the pi-mu atom or 

Kµ 3 signals. 0 They did provide a small background for KL+yy events. 

This is discussed in reference 16. 

The maximum aperture as defined by the primary collimator 

was 0.9 µster. A settling of the pipe at 280 m (seen in figure 3) 

reduced the usable size to 0.1 µster. This produced a beam size 

2 of 26.7 X 6.2 cm at 400 m from the target. 

The primary components of this beam were neutrons and K~'s. 

The K~ flux was approximately 2.4·107 K~/10 12 protons on target/ 

12 
~ter which at normal data taking conditions of 5·10 protons/ 

-2 t 6 0 pulse and 6.8·10 µs er gave 8·10 KL/pulse. The flux of neutrons 

depended on the targeting angle and the n/K ratio varied from ap­

proximately 50/1 to 125/1 .17 

The principal features of the M3 neutral beam line as used 

in this experiment are summarized in Table 2. 

B. Vacuum Window 

At 460 m from the target the decay region ended. In order to 

minimize the amount of material traversed by particles emerging from 

the decay region, a special window was constructed. The window was 

approximately D-shaped, filling the upper 5/8 of the 81 cm diameter 



Table 2. Properties of the Fermilab M3 Neutral Beam 

targeting angle 

solid angle 

length decay region 

vo I ume deca Y region 

decay region vacuum 

0 12 KL/pulse/5x10 protons 

0 average KL momentum 

neutron/K~ ratio 

0. 75 - 1 .25 mi 11 i radians 

1 x 10-7 steradians 

250 m 

125 m3 

12 microns of mercury 

8 x 10
6 

65 GeV/c 

(75 - 125)/1 

16 
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pipe. The design and fabrication of this window was performed by 

the Physical Science Laboratory of the University of Wisconsin. 

The window system had three components: a main window, a 

backup window and a metering membrane. The main window was made 

from 0.019 g/cm2 Kevlar biaxial woven fabric (Reeves #15726) with 

a urethane coat on both sides for a total weight of 0.068 g/cm2 . 

The backup window was an uncoated 0.024 g/cm2 440 denier polyester 

triaxial woven fabric (N.F.Doweave #BP44P). The metering membrane 

consisted of a urethane coated 

(Reeves #3906) of total weight 

(one side) 0.007 g/cm2 nylon fabric 

2 
0.017 g/cm . A 3.2 cm bleed hole 

was cut in the center of this membrane to allow a 200 CFM flow at a 

pressure difference of one atmosphere. This was to lessen the 

effect of a catastrophic failure of the window. The total thickness 

of the window system was 2.5 X 10-3 radiation lengths. 

Due to the size of the vacuum region (125 m3), a series of 

safety tests were performed upon the main window. These consisted 

of hydrostatic pressure tests at 30 Psig and long term (120 hrs) 

creep tests at 1~ times operating pressure (22 Psig). 18 

C. Spectrometer Magnets 

There were three magnet systems used in the spectrometer: 

MAGV, MAGH and MAGA. As mentioned above, MAGV was used to deflect 

particles in the vertical plane. MAGH and MAGA deflected particles 



in the horizontal plane. These two magnets were operated with 

magnetic field integrals equal in magnitude but with opposite 

polarities. 

MAGV was formed by placing two 0.84 m X 0.99 m X 1.12 m 

magnets end to end. These magnets were normally run with a com­

bined field integral of 2, 79 kG·m. The magnetic field of each 

magnet including the fringe fields had been previously measured 

with a calibrated flip coil in a 5.08 cm X 2.54 cm X 2.54 cm 

grid at an integrated field of 3.77 kG·m. 19 These measurements 

were used to form an approximate field map; further calibrations 

based on special data sets will be discussed later. 

1 8 

Two more magnets identical to those used in MAGV were used 

to form MAGH. These magnets were rotated 90° relative to MAGV and 

run at a combined field integral of 5. 7okG·m. The determination 

of the field map of MAGH was the same as for MAGV. 

The main spectrometer magnet, MAGA, was used to measure the 

momentum of each particle. It had an aperture 2.5 m wide x 1 m high 

x 1 m along the beam. Magnetic shunt plates were attached to both 

sides of the magnet to reduce the fringe fields. The direction of 

the field was opposite that of MAGH with an integrated field of 

5.54kG·m. The three components of the magnetic field integral 

have been previously measured at a magnetic field integral of 

12.6 kG·m. 20 Each component was measured at 36,000 points within 

the field region in a 10 cm x 2.5 cm x 2.5 cm grid. Line integrals 
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!Bydz were also taken through the magnet at each point within the 

same 10 cm x 2.5 cm grid. These were consistent with the grid point 

measurements. The field map was checked at the data taking condi­

tions in the present experiment of 5.25 kG·m and, except for the 

overall normalization factor, found to be adequate. This checking 

procedure is described in Section VI 1-C. 

D. Ionizing Foil 

Midway between MAGV and MAGH was placed a thin aluminum foil. 

It was located in the vacuum which terminated after MAGH. The foil 

was used to ionize pi-mu atoms and convert gamma rays. Two different 

thicknesses were used, 0.51 mm and 0.89 mm, with approximately equal 

amounts of data being collected with each. Each foil was approxi­

mately D-shaped, matching the terminating window. 

E. Counters and Trigger Logic 

The elements of the spectrometer are shown in figure 4. 

There were six scintillation counter banks: W, A, G, H, Band MU. 

The W counter bank was placed immediately after the vacuum window 

and consisted of 7 horizontal counters, each 0.16 cm thick and 

5.3 cm high. The active area approximated that of the D-shaped 

window. The H bank was formed from eleven 122 cm x 5.4 cm x 0.95 cm 
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scintillators mounted horizontally and located about 5 m after the 

last wire chamber. The A, G, Band MU banks all consisted,of verti­

cal counters. The A bank, twenty-two 5.4 cm x 122 cm x 0.95 cm 

counters, sat immediately after the last wire chamber and was fol­

lowed by the 24 G counters, each 5.1 cm x 61 cm x 0.32 cm, and the 

B bank, twenty-two 5.4 cm x 61 cm x 0.95 cm; with about 5 m sepa­

rating each pair of banks. The 22 MU counters, each 1 .3 cm thick, 

were located behind a 3 m thick steel wall and had a total active 

area of 1.6 m x 0.7 m. Each counter was connected to a single 

photomultiplier tube. The signal from each tube was discriminated 

and then those signals from each bank were logically added together 

to determine a specific requirement; e.g.= 2A if two and only 

two A counters were struck,~ 2A if two or more were struck, etc. 

A shower counter bank was located just before the steel 

wall. Each of the 7 elements was made from 15 layers of lead, 

each 6.4 mm thick (17.3 radiation lengths total), interleaved with 

acrylic sheets. A light guide collected the Cerenkov light from 

the sheets and was viewed by a 12.7 cm phototube. The dimensions 

of each counter were 20 cm x 61 cm x 20 cm. Adjacent counters had 

a 2.5 cm overlap. The pulse from each tube was passively split into 

two signals. One of these was added to the signals from the other 

six tubes, with the resultant signal being discriminated at 40 mV. 

The counters were approximately balanced such that this level cor­

responsed to an electromagnetic energy deposition of about 3 GeV in 
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the bank. The other signal was integrated and digitized in an ADC 

and the value stored for later analysis. The behavior of these 

counters will be described in Section VI 1-B. 

The pattern of the hits in the A and B bank was used to aid 

in reducing rates from unwanted triggers. A signal, TC, was formed 

if the pattern of struck A and B counters corresponded to that 

formed by two closely parallel tracks (asMAGH and MAGAwere run 

with equal but opposite fields, most foil and beam topologies both 

satisfied this requirement). This signal was determined by requiring 

the pattern to be the same as one of a set of patterns residing in 

electronic memory. The technique used to determine this signal has 

been described previously. 21 

Three different basic triggers were defined. The KMU3 trig-

ger was a general trigger for two track events with a muon. The 

more restrictive ATOM and EE triggers were designed to favor trig-

gering on foil topologies over beam topologies. The logic signa-

ture for Kµ
3 

events was: KMU3= ~ 1w·=2A·~ 2G· ~ 1H· > 2B· ~ 

~1MU·TC. (The restrictive trigger on the A and B bank aided in re-

ducing the total trigger rate without biasing the pi-mu atom to 

Kµ
3 

determination.) The ATOM trigger was a subclass of KMU3 and 

. f + was: ATOM = KMU3· = 1W· = 1H. A separate trigger or e e 

events consisted of removing the MU requirement from the ATOM trig-

ger and requiring greater than 3 GeV deposited in the shower counters 

giving: EE=::: 1W· = 2A·~2G·=1H·:?2B·,5s.TC· > 3GeV. Under normal 



data taking conditions, the KMU3 trigger was prescaled by 32 and 

then events satisfying any of the three triggers were recorded 

simultaneously. When any trigger was satisfied, latch units re­

corded which counters had fired and the ADC's recorded the pulse 

height in each shower counter phototube. 

F. Wire Chambers 

23 

Particle trajectories were measured in multi-wire propor­

tional chambers (MWPC's) whose use has been described previously.
22 

Each of the 5 modules contained two orthogonal signal planes. 

Modules 1, 3 and 4 (see figure 4) had sets of vertical and hori-

zontal wires which measured positions in the top and side view 

respectively. Module 2 had wires at ±45° to the vertical, whereas 

Module 5 was rotated by 41 milliradians relative to l, 3 and 4. 

Module 3 was split, with separate readouts for the left and right 

halves of the horizontal wires. The first three modules had 

61 cm x 122 cm active areas while modules 4 and 5 were each 

99 cm x 140 cm. The chambers had 1.6 mm wire spacing with a 4.8 mm 

gap between the anode and cathode planes. The working gas was 

Ar-co
2

-Freon in the ratio 0.8:0.2:0.005. They were typically 

operated at 3500 V with a 300 V plateau and a 50 ns wide load pulse. 

The cathode wires were connected through a l Megohm guard resistor 

to the high voltage power supply to safeguard against catastrophic 
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failure. This limited the dark current which the chambers could 

draw to about 10 microamps (which would occur at a flux of ~5 x 106 

particles/sec in the chamber). The efficiencies of the chambers de­

pended upon the dark current and varied from 88% to 99% in the dif­

ferent planes. The effect of these inefficiencies is discussed in 

Section VI I-A. 

G. Data Acquisition System 

The data acquisition system was controlled by a PDP 11/45 

computer. There was also an additional auxiliary memory consisting 

of 64K 16-bit words which was used as an interface between the com­

puter and the readout electronics of the proportional chambers. 

Whenever a trigger occurred, the data acquisition program 

residing in the PDP-11 began the readout sequence. During this, 

the chamber hit information was written directly into the 64K 

memory. The trigger counters hit information was interfaced 

through coincidence registers which were directly read by the PDP-11 

and then stored in the 64K memory. The pulse size information from 

the shower counters was digitized by LeCroy 2249 10-bit ADC 1 s modi­

fied to be directly readable. This information was also deposited 

in the 64K memory. The entire readout sequence for one event re­

quired 250 microseconds, with each event being typically 50 words. 

No new trigger was accepted during this time. All of the data from 
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one beam pulse was temporarily stored in the 64K memory and then the 

accumulated contents were transferred to magnetic tape between beam 

pulses. 



V. Data Collection 

Data was collected during a period from July to December 

of 1979. Various calibration sets were collected at intervals 

throughout this time. 

A. Main Data 

The majority of the data was collected with the trigger 

previously described, a 24.3 cm x 4.5 cm beam at 400 m and a 

vacuum of 12 microns. The nominal flux of 8 x 106 K~/pulse and 

from 4-10 x 108 n/pulse produced a trigger rate of about 250 

triggers/pulse. This yielded about 0.002 pi-mu atoms /pulse or 

about 0.5 atoms/hour. The beam intensity was limited by the 

singles rate through the spectrometer which in turn was domina­

ted by the neutron flux. A rate of about 5x 106 particles/ 

pulse in the first chamber was maintained by either varying the 

size of the beam or the amount of lead at 113 m. All data was 

collected with one of three different beam sizes at 400 m: 

2 2 2 
24.3 x 4.5 cm , 14.5 x 4.5 cm or 26.7 x 6.2 cm . 

A total of 242 magnetic tapes were recorded at 800 bpi 

with an average of 160,000 events on each tape. 

26 
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B. Calibration Data Sets 

Various calibration data sets were collected with special 

single track triggers. Single muons were collected by placing a 

3.7 m steel beam stop in the beam. The trigger required one or 

more hits in each of the six scintillation counter banks. Muon 

data collected with MAGA turned off served to align the MWPC 1 s 

and counters. During the data taking period, chambers 1 and 2 

each had to be removed for repairs and the chambers were realigned 

following each such disturbance. A total of seven alignment sets 

were collected, interspersed with normal data collection. Sets 

with MAGA on were used to study the resolution of the chambers. 

Additional data using both single and two track triggers were 

collected with each counter bank removed in turn from the trig-

ger. These counter studies were used to measure counter efficien-

cies and to determine the pattern of extra hits in each bank due 

to delta rays. 

Two sets of magnet calibration data were collected; one mid-

way and one at the end of the data taking period. During these, 

a 9.5 mm thick aluminum target which covered the beam was placed at 

400 m from the meson target. This was used as an especially well-

defined source of A01 s and single particles produced in neutron in-

teractions. A01 s were collected with MAGV and MAGH turned off and 

MAGA run at its standard current. 0 -Reconstructed A +p~ decays were 
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used to set the overall strength of MAGA's field and also to check 

its field map. Single pions from this target were taken with MAGA 

always on and with MAGV and MAGH in the four combinations of on and 

off. These served to determine the magnitude of each magnet's 

field relative to MAGA and to check their field maps. Also, this 

data was used to locate the position of the beam at 400 m relative 

to the chambers. The results of these calibration sets are de­

scribed in Section VI 1-C. 
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VI. Monte Carlo Calculation 

The primary purpose of the Monte Carlo calculation was to 

determine the relative detection efficiency for pi-mu atoms and 

Kµ
3 

decays. Also, by comparing Monte Carlo generated events to 

data, sources of possible systematics could be found and studied. 

In addition, backgrounds from decays such as K~+rrev (Ke
3

) and 

0 + - 0 
KL+rr n n (Kn

3
) could be calculated. 

The Monte Carlo calculation included standard Dalitz plot 

distributions for Kn
3 

and Ke
3 

decays plus the first order radia­

tive corrections for Kµ
3 

decays. The particles were tracked through 

the spectrometer with the effects of multiple scattering and chamber 

resolution included. The reproduction of the trigger counter per-

formance included the inefficiencies and extra hit frequencies de-

duced from the calibration runs. 

A. K0 Decays 
L 

0 The input KL momentum spectrum used to generate events fol-

lowed the measurement of Skubi~ ~ ..§..1. 23 above 60 GeV/c. Below 

60 GeV/c, the K~ momentum spectrum was determined using Kµ
3 

events 

in the data. The input momentum distribution used is shown in 

figure 5. Decays were then generated using this spectrum over the 

length of the decay region, 210 m to 450 m, in an exponential 
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Figure 5. The K~ momentum spectrum at the production target 

used as input to the Monte Carlo calculation. 
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distribution using the K~ lifetime of CT= 15.5 m. The transverse 

beam components of the decay point were distributed isotropically 

over the same dimensions as the data; i.e. a pyramid determined by 

the primary target as a point source and the collimators. Three 

beam sizes of 14.4 x 4.5 cm2 , 24.3 x 4.5 cm2 and 26.7 x 6.2 cm2 at 

400 m corresponding to the major data taking conditions were gene-

rated. 

Events from four decay modes were generated: pi-mu atoms, 

Kµ
3

' Ke 3 and Kµ
3

. The events were generated in the kaon center-of­

mass system with the particles then transformed to the laboratory 

system along the direction of the K~. Pi-mu atoms were generated iso­

tropical lyin the K~ frame with a momentum of 189 !ieV/c The atoms 

were then tracked as neutral particles to the stripping foil where 

they were immediately considered ionized to their charged compo-

nents and then allowed to multiple scatter in the foil. 

The ETI and Eµ for Kµ
3 

events were generated on a Dalitz plot 

which included the first order radia ~ve effects calculated by 

Ginsberg. 24 This gave25 

r (E , E ) = r (E ' E ) + r d (i:: , E ) TI µ o TI µ ra -rr µ 

2 2 2) 2 2 
ro (ETI, Eµ) = f+ (q ) (A + B~(q- + c~ (q ) ) 

A = mK (2Eµ Ev - m e• ) + m
2 ( E' / 4 - E ) KTI µ TI "O 

B m
2 (E 
i1 v 

~ 

- E /2) TI 
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E, = Emax - E 
Tr Tr Tr 

where rrad is Ginsberg's virtual term. Ke
3 

events, used to deter­

mine the background in Ku
3 

events from this source, were generated 

using just the r corresponding to the electron mass. 
0 

element: 

where T 
0 

The Krr 
3 

events were generated according to the matrix 

26 

r(T ) = 
0 

1 + 

0 is the rr energy and a = -0.277. 
0 

Pion decays, rr~µv, were included for all Monte Carlo events 

using the pion decay length ct= 7.802 m. The decay muons were gen-

erated Isotropically in the pion center-of-mass. For pi-mu atoms, 

if the pion decay occurred before the atom was ionized, the event 

was considered lost; if not, the pion decay was handled the same 

as other decay modes. 

B. Tracking Through the Spectrometer 

0 Each particle for the KL decay was tracked through each 

element of the spectrometer. The relative location of each element 

to that of the beam was de te rmi ned either by surveying or through 

the data itself. Errors on these measurements were estimated 

and the effect on the relative acceptance studied. All magnetic 
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fields were assumed to be step functions which turned on at the 

magnets 1 pole pieces. The strengths of the fields were determined 

from the field maps of the magnets. Charged particles were tracked 

through each magnet in circular trajectories using these field 

strengths. 

Multiple scattering was simulated in each element using one 

of two techniques. The thin elements (all but the shower counters 

and the steel wall) were treated using the Moliere theory to gene­

rate a standard distribution corresponding to 10-3 radiation 

lengths of aluminum. 27 This standard distribution was then sampled 

at random and the actual deflection obtained by scaling the sample 

8 by the factor: 28 
s 

where x was the thickness in radiation lengths of a given element in 

the spectrometer and E depended upon the material of each element. s 

Each particle was given a 22% chance of striking a chamber wire in 

passing through a MWPC module. If this occurred, x was scaled ac-

cordingly. The transverse scattering was found by: 29 1 
y =l'f 08 

where D is the thickness of the element. The algorithm used to 

determine the scattering in the two thicker elements followed that 

of Rossi . 30 The angular and transverse displacement of the par-

ticles (8 and y) were determined using the probability: 
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P (e' y) 

where p~ was equal to the incoming momentum minus one half the energy 

lost due to ionization in the element. 

The intercepts of the two tracks in the MWPC planes were 

converted to wire hits using the following approximation. The dis-

tance between two adjacent wires was divided into three regions with 

the middle one being equidistant from both wires. If a track passed 

through the central region, both wires were considered struck. A 

track in one of the other two regions struck just the nearest wire. 

The width of the middle region was determined by the observed fre-

quency of one and two wire hit events in the data. 

Particle trajectories were also projected to the locations 

of each counter bank and, using the same dimensions and locations 

as in the experiment, hits were recorded in each struck counter. 

Counter efficiencies caused small differences in the ratio of the 

total pi-mu atom to Kµ
3 

acceptances due to slightly different 

illuminations. The measurement of the efficiencies of all 

counters is described in Appendix C and was also included in the 

Monte Carlo. Also, each track could have associated with it an 

extra hit from a delta ray. Again, the probability and pattern of 

this extra hit were determined in special data sets. Monte Carlo 



events were constrained to pass through the same trigger require­

ments as the raw data and then both Monte Carlo and data events 

were processed by the same analysis program. 

35 
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VI I. Reduction of Data 

A. Track Definition 

The major goal of the track finding method used in this 

experiment was that the measurement of the pi-mu atom rate of 

formation not be a function of the method; i.e. that the re­

trieval rate for atom and Kµ
3 

events be nearly the same with any 

difference small and calculable by a Monte Carlo and that the re­

lative rate be independent of chamber performance. Therefore, the 

algorithm used set fairly tight requirements on all event types 

which , while losing some events, aided in meeting this goal. 

The algorithm used in finding two track events consisted 

of first converting the chamber information into side (nonbending) 

and top (bending) view hit locations, then forming line segments 

from these hits and finally combining the line segments into com­

plete particle trajectories. Segments before and after magnet 

MAGA in the top view were combined by requiring the projection of 

these segments to the center of MAGA to be within 3.2 mm. The cor­

relation between the side and top view segments was accomplished 

by using the information in the two rotated chambers. The side 

and top view hit locations in these chambers were given by 
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s .. = u. sin e + v. cos e 
IJ I J 

T .. = u. cos e - V. sin e 
IJ I J 

where u. and v. are the ith and j th hits in the two rotated planes 
I J 

and 8 is the angle of rotation of the chamber. As s .. and T .. are 
I J IJ 

formed by the same UV combination, a requirement that the side view 

segment including S .. be combined with its counterpart which con­
IJ 

tained T .. was used to determine which side and top view segments 
I J 

to combine together. These segments were then fitted to determine 

the track slopes in the front and back halves of the spectrometer 

and the common coordinate in the center of the magnet in the top 

view and a straight line in the side view to form a complete 

particle trajectory. 

As stated before there were two topologies, the foil and 

beam, which had to be retrieved in an understandable way. The foil 

topology's two side view projections lay virtually on top of one 

another whereas, due to MAGV, the beam topology always had two 

separated side view projections. In fact, 30% of the foil events 

appeared to have only one side view segment when using only the 

information in the unrotated chambers. This required allowing 

events in which only one side view segment was found to be con-

sidered as good events with that one side view segment being as-

signed to both tracks. These events were then easier to retrieve 

as only one of the two segments needed to be identified. In order 
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to minimize this difference between foil and beam events the fol-

lowing procedure was used. Any side view segment was allowed to 

be missing a hit in any one of chambers 1, 2, 3 or 4. Since 

chambers 1 and 2 are close to one another (as are 3 and 4) a miss 

in any one caused little degradation in spatial resolution. 

Chamber 5 was rotated 41 milliradians so that the two tracks in 

a foil type event could be differentiated. Thus, the hit require-

ments in this chamber were the same for the two classes. This led 

to a retrieval rate as a function of the individual wire plane 

efficiencies for the foil and beam classes to be: 

2 2 2 2 2 2 2 
EFFfoil = E5E

7
E9E10 (E3E4 + 2E3E4E1 (2-E3-E4)) x 

EFFb earn 

(E2E6 + E2E8 + E6E8 -2E2E6E8) 

where the planes are numbered as in Table 3. A graph of (EFFfoil/ 

EFFb ) for an identical Eh b for all ten planes is shown earn c am er 

in figure 6. This shows the sensitivity of the retrieval rate 

ratio between the two classes to the chambers' efficiencies. The 

measured chamber efficiencies (Appendix C) are given in Table 3 

and yield an (EFFf . 1/EFFb ) of 1 .024 ± 0.011. 
01 earn 

Beam events had a variety of topologies in the top view 

(see figure 7) whereas foil events always had that seen in figure 7a. 
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Table 3. Chamber Efficiencies 

Wire plane Efficiency (%) 

1. module vertical plane 91.4 ± 3.0 

2. module horizontal plane 93. 1 ± 3.0 

3. module 2 u plane 89.0 ± 3.0 

4. module 2 v plane 91.0 ± 3.0 

5. module 3 vertical plane 95.8 ± 3.0 

6. module 3 horizontal plane 94.3 ± 3.0 

7. module 4 vertical plane 96. 3 ± 3.0 

8. module 4 horizontal plane 96.5 ± 3.0 

9. module 5 vertical plane 98.4 ± 3.0 

10. module 5 horizontal plane 97.5 ± 3.0 

Track retrieval efficiency foil events - 72.6% 

Track retrieval efficiency beam events - 70.9% 

Foil/beam retrieval efficiency ratio - 1 .024 ± 0.011 
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Table 4, Comparison of Kµ
3 

Topology Classes 

Fraction of total events (%) 

Class Data Monte Carlo 

a 58. 1 ± 0.3 60.7 ± 1.3 

b 9.8 ± 0. 1 9.2 ± 0.4 

c 0. 13 ± 0.01 0. 11 ± 0.04 

d 32. 0 ± 0.2 30.0 ± 0.8 



Table 4 gives the fraction of well identified KµJ events in each 

class for data and Monte Carlo events. This agreement shows that 
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any retrieval rate difference between the 7a topology and the other 

types was reproduced in the Monte Carlo. This implies that the 

Monte Carlo also reproduced the relative retrieval between foil 

and beam events. From this, and from a detailed study of indi-

vidual events, the systematic uncertainty on the foil to beam 

track retrieval ratio due to the algorithm used was estimated to 

be less than 2 .5%. 

It was also possible to relax the requirements used to 

identify foil events and therefore obtain 25% more pi-mu atom 

events for use in studies of kinematic distributions. Gamma 

events were used to verify that the shapes of kinematic distribu-

tions were independent of the track retrieval requirements. 

B. Particle Identification 

The spectrometer was able to identify leptons by using the 

lead-lucite shower counters and the MU hodoscope located behind 

3 m of steel. Hadrons could only be identified by the absence of 

a lepton signal. The shower counters were tuned and studied using 

well identified gamma and KeJ events (see Section VI I - D-5). 

An electron deposited about 98% of its energy in the shower 

counters. The pulse height, PH , in the shower counter which the n 
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nth track struck (n being 1 or 2) was converted to the fraction of 

energy deposited by forming a quantity 

FRAC = n 
(PHn - ADCO) x ADC 

p 
n 

where ADC 0 was the offset of the appropriate ADC channel, Pn was 

the momentum of the particle as measured with the spectrometer and 

ADC was a variable proportional to the gain. ADC was then adjusted 

for each counter so that FRAC was distributed about 1 .0 for 
n 

identified electrons from gamma conversions. Figure 8 gives the 

FRAC distribution for these electrons. For particles incident on n 

the overlapped regions of the shower counters, FRAC was determined 
n 

by summing the two adjacent counters. For about 5% of the events, 

it was not possible to separately determine a FRAC for each parti­
n 

cle. A FRAC 1 was then determined by the ratio of the total 
tot a 

energy deposited in the shower counter to the sum of the two 

charged momenta. 

Well identified Ke
3 

events were used to determine the FRACn 

distribution for pions (Note: Pions had about a 40% probability 

of interacting in the shower counters). If the FRAC of one of n 

the particles from these events was greater than 0.85, it was iden-

tified as an electron and the other particle was called a pion. 

Figure 8 also gives the FRAC distribution of these pions. n 
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The shower counter requirements for various particle combi-

nations are given in Table 5. Also, from the distributions in 

figure 8, it was determined that 96% of the pions and 2.7% of the 

electrons had FRAC below 0.7. 
n 

Muons were identified using the information in the MU hodo-

scope. In two track events, the probability for each track to have 

scattered into the area of any struck counter was determined as-

suming a Gaussian shape for the probability of a scatter into a 

given angle in passing through the steel wall. The track with the 

higher probability was labelled a muon. If, instead of doing this, 

the muon was simply identified as being that track closest to the 

struck counters, then greater than 98.5% of the events had identical 

muon assignments. This demonstrated that the muon identification 

was insensitive to the assigning technique. An ambiguous event was one 

where either both tracks had high probabilities to be a muon or 

where there were two or more separated muon counter hits. An event 

was determined to have a good muon identification if both tracks pro-

jected to the MU bank and if the muon identification was unambiguous. 

As the muon from both pi-mu atoms and Kµ
3 

events had very similar 

momentum distributions and MU bank illuminations, any systematic muon 

identification errors cancelled in determining the ratio of 

atom to Kµ
3 

events. 
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Table 5. Shower Counter Requirements 

Particles in event FRAC FRAC t I n to a 

1Tµ both < . 70 < .65 
one < .20 

ee both > .70 > .70 

1T1T' 1Tp both < .70 < .65 



C. Magnet Tuning 

As previously described, the three magnets had had their 

field maps measured at different excitations than those at which 

they were run during this experiment. The overall strengths of 

these magnets were determined and the shapes of their field 

maps checked using data collected with a 9.5 mm aluminum target 

inserted into the M3 beam at a point 400 m from the meson target. 

Two track events taken with this target (with MAGV and 

MAGH off) were used as a source of A01 s. Events with the follow­

ing characteristics were selected: 

1. Two oppositely charged particles 

2. Longitudinal vertex between 395 m and 435 m 

3. Minimum separation of tracks at the vertex < 6 cm 

4. Both tracks identified as hadrons 

5. (Momentum positive)/(momentum negative) > 3 

48 

The positive track was then called a proton and the negative a pion 

and their invariant mass calculated. A peak was observed and the 

overall strength of MAGA was adjusted by 1 .2% so that this peak 

centered on the known A0 mass (see figure 9). A sample of 4000 A01 s 

gave an overall accuracy on the field strength of 0.3%. The map 

was checked by dividing MAGA into four sections and determining 

the field strength for each region. All regions gave consistent 

results. 
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MAGV and MAGH were tuned relative to MAGA using pions pro­

duced by neutron interactions in the aluminum target. Figure 10 

shows the interse~tion of single hadrons with the beam for data 

collected with both MAGV and MAGH turned off. The signal away from 

the peak at 400 m was primarily due to K~ decays and was removed 

by requiring the momentum transverse to the beam to be greater 

than .230 GeV/c. Figure 11 gives the horizontal and vertical 

location of these pions projected to the location of the target. 

The central parts of these two distributions were fit to Gaussian 

shapes to determine their average. The data collected with the 

magnets off was used to determine the location of the beam rela­

tive to the spectrometer at 400 m. 

Single pions from the target taken with just MAGV on and 

just MAGH on were tracked through each magnet using the approxi­

mate field map (see Section IV-C) weighted by BOOST X (1 ± Q) 

where the sign of Q depended upon the pion's charge. BOOST and 

Q were adjusted as a function of position in each magnet so that 

all particles of both sign projected to the known beam locations 

at the aluminum target. The overall strength of MAGV and MAGH 

relative to MAGA were determined to better than 0.3% with all de­

viations from the approximate field map being less than 0.9%. 
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D. Event Selection 

1. General Classes 

There were two basic classes of events looked at in this 

experiment (figure 2). The beam type consisted of Kµ
3

, Ke
3 

and 

K~ 3 events formed in K~ decay. The foil type were formed from 

neutral particles converting to two charged partrcles in the 

aluminum foil. Examples of this type were pi-mu atoms and gamma 

conversions. 

Foil type events had an apparent vertex in the center of 

MAGH. Also, due to the effect of MAGV, beam events had a clean 

separation in the side view. Figures 12 and 13 show the location 
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of this vertex and the maximum separation in the side view for raw 

ATOM,KMU3 and EE triggers. Also shown in figure 14 is the separa-

tion in space of the two tracks at the vertex for EE events. A 

clean vertex centered on MAGH is seen for EE events. Also, 

beam and foil events can be clearly differentiated using the side 

view separation. The requirements that events had to satisfy to 

fall into one of the two classes are given in Table 6. 

The technique used in tracking particles through MAGH and 

MAGV and then determining if the event originated in the beam de-

pended upon whether the event was a beam or foil type. For foil 

types, the two particles were tracked through only MAGH and then 
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Table 6. Requirements for General Classes 

vertex (V) 

distance of closest 
approach (DCA) 

maximum separation 
in side view (S) 

Foi 1 class 

IV-457.191<21 cm 

DCA < 6 mm 

S < 3.4 cm 

Beam class 

I V-457. 19:! > 14 cm 

S > 1.3 cm 
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combined to determine the momentum and trajectory of the neutral 

parent from which it was assumed they originated. MAGV would have 

had no effect upon this trajectory. The intersection of this 

parent particle trajectory and the pyramid of the beam was then 

determined, with the position of the assumed decay point located 

midway between the point where the line entered the beam and 

where it exited (see figure 15). A few percent of the events 

never intersected the beam. This was noted and an alternate decay 

point found by determining the position of closest approach between 

the line of the parent particle and the center line of the beam. 

A plot of the horizontal transverse vertex position determined in 

+ -the second manner is given in figure 16 fore e events from a 

central portion of the decay region. The size of the beam is also 

shown. A foil event was defined to have a good vertex if either 

this transverse vertex fell within the beam or the 1 ine intersected 

the beam. 

Particles from beam type events were tracked through both 

MAGH and MAGV. A vertex was then determined. The location of this 

vertex and the SIZE (defined as (distance of closest approach)/ 

(distance of vertex from MWPC1)) are given in figures 17 and 18 for 

KMU3 triggers. A beam event had a good vertex if the vertex location 

was within the beam and the SIZE was less than 0.0015. 

With the vertex location known, it was possible to calculate 

all necessary kinematical quantities for both event classes. 
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The pt was found by: 

pt = (p2 _ (p·n)2)t 

+ + + 
where p = p~ + pµ and n was the KL direction. Due to the missing 

neutral, there was a two fold ambiguity in determining the KL momen­

tum for ~-µ events. Accordingly, the average of the two solutions 

and a quantity ARG were calculated by: 

(P+ + p_) 

2 

+ 
( 1 /,l!;RG) ( 

(p·n) x 
) p± = ± 

(E2 - + 2 
2 (p·n) 

E = E + E 
~ µ 

x = M 2 +2 + E2 
K - p 

and 

ARG 
( (p.n) 2 - E2) (X 2 - 4E2 m/) 

= 1 - --------------(p · n) 2 x2 

All events were initially subjected to the following require-

ments. First, the counter latch information was checked to determine 

if it agreed with the trigger. Less than 1% of the events failed 

this requirement and they were then removed from the event set. 

Next, all trajectories were projected to the vacuum window and all 

MWPC 1 s and counter banks. Those which lay outside the bounds of 

these apertures were eliminated. Finally, all particles were re-

quired to have a momentum between 5 and 200 GeV/c, 
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2. Pi-Mu Atoms 

Pi-mu atoms were isolated by looking at events with the fol-

lowing characteristics: 

1. ATOM trigger 

2. Foil event topology 

3. Unambiguous muon identification 

4. rr-µ shower counter requirement (Table 5) 

5. Particles of opposite sign 

The FRACtotal for these events before imposing the shower counter 

requirement is shown in figure 19. A clean separation between a 

+ -dominant e e signal (seen in the peak around 1 .0) and rr-µ events 

is seen. + -These e e events were due to normal gamma conversions 

with a randum MU counter struck. The quantity a, defined as 

was then histogrammed for these events (figure 20a). For particles 

with identical velocities, a became only a function of the masses, 

equal to 0.14 for atoms. Figure 20a shows a clear pi-mu atom signal 

centered at 0.14. There is also another peak at -0.14 with 3% of 

the events seen at 0.14. These are events in which the pion and 

muon assignment were reversed. 

The primary source of background was 11 broken 11 Kµ
3

•s. These 
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were everts in which, due to inefficiencies in the side view wire 

planes, only one side view track was found. Evidence for a second 

track could be seen in most of these events. This background was 

simulated by using Kµ
3 

events from the data and disregarding one 

of the side view tracks. Due to a combination of missing one of 

the tracks and not taking into account the effect of MAGV, these 

background events had vertex characteristics and kinematic distri-

butions different from atoms. Figure 21a shows the pt distribution 

for events in 20a. The background 

at higher and lower pt. A plot of 

figure 20b 

moved most 

1. 

2. 

shows the same effect. 

of the atom background: 

p < .210 GeV/c 
t 

Good vertex 

is seen as an excess of events 

the simulated background in 

The fo I lowing requirements re-

Figure 20b shows the~ distribution for these events after all re-

quirements. 

The simulated background was passed through the atom require-

ments and the a for these events is also shown in figure 20b. The 

remnant pi-mu atom background outside the peaks fitted this shape 

well and the resultant background subtraction using the simulated 

shape to extrapolate underneath the peaks gave 140 ± 12 pi-mu atoms 

+ -
with 6 ± 2 background events. Of these atoms, 75 were TIµ atoms 

- + and 65 TI µ • 
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By relaxing the requirements imposed on atom candidates it 

was possible to obtain a sample of 216 pi-mu atoms with il back-

ground events. The requirements relaxed were the track finding, 

the trigger and the particle identification. Comparisons of the 

pt' the longitudinal vertex, the atom's momentum and the atom's 

proper time (using as the path length the distance from the 

decay point to the foil) of these events to Monte Carlo generated 

events are given in figures 22-25. All of the distributions are 

statistically indistinguishable from the Monte Carlo. The life-

time distribution is discussed further in Section XI. 

3. K 's µ3 

Kµ
3

1 s were selected by initially requiring the following: 

1. KMU3 trigger 

2. Beam event topology 

3. Unambiguous muon identification 

4. ~-µ shower counter requirement 

5. Particles of opposite sign 

6. Good vertex 

]. 90 MeV/c < pt < 195 MeV/c 

69 
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In addition, a quantity p~2 , defined as 

where m± represents the invariant mass of the two charged particles 

assuming each were pions, was required to be between -o.047 and 

- 0. 002. 31 This aided in eliminating KTI
3 

events. The horizontal 

transverse vertex distribution of these events before vertex re-

quirements along with the beam size for events from the central 

region of the decay volume is shown in figure 26. In addition, the 

longitudinal vertex and measured K~ momentum distributions are 

given in figures 27 and 28. 

These Kµ
3 

events were used to normalize the pi-mu atom 

events and to verify the Monte Carlo calculation. These events will 

be discussed in greater detail in Section VI I I. 

4. Gamma Events 

Converted gaITTTia events were selected by the following re-

quirements: 

1. EE trigger 

2. Foil event topology 

3. e-e shower counter requirement 

4. Particles of opposite sign 
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5. Good vertex 

The pt of these events is shown in figure 29. There are three main 

regions. Below 137 MeV/c, events from K~+3TI dominate. Between 137 

and 250 MeV/c there exists a shelf due to K~+TI0 TI0 and K~+yy. The 

region above 250 MeV/c is due to TI 01 s produced in neutron inter-

actions in the residual gas in the decay tank. The relevant pt 

distribution for the YY mode and the result of a Monte Carlo calcu-

lation are also shown. The shape of the region above 250 MeV/c 

was determined using data collected with a vacuum in the decay 

region ranging from 900 to 2000 microns compared to the normal con-

dition of 12 microns. Details of this calculation, of background 

subtraction and of the extraction of the number of events in each 

mode are described in reference 16. 

They 

5. K 's 
e3 

Ke
3 

events were used in shower counter studies (Section VI 1-B). 

were selected by the following requirements: 

1. EE trigger 

2. Beam event topology 

3. Particles of opposite sign 

4. Good vertex 

In addition, p~2 was required to be less than -0.025. This eliminated 

KTI
3 

events. 
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V 111. Kµ
3 

Background 

There were two main sources of Kµ
3 

background. The first 

was due to other K~ decays such as KTI
3 

and Ke
3 

with a subsequent 

pion decay. The average path lengths of the pions was about 20% of 

a pion lifetime. Due to the different Q of these reactions, the 

2 
requirements on pt and p~ for Kµ

3 
events lowered the KTI

3 
and Ke

3 

contributions by 70% and 28% respectively. The calculation of the 

size of this background was done by Monte Carlo using the known 

branching ratios for these modes. This calculation gave a back-

ground contribution of 0.76% from K 'sand, assuming 2.7% of e-µ 
TI3 

events were misidentified as TI-µ events, 0.07% from Ke
3

•s. 

The second source of Kµ
3 

background was two random tracks 

from different K~ decays being combined together into an assumed 

single decay and also neutrons in the beam halo and K0 decay 
L 

products interacting in the beam pipe. (The radius of the beam 

pipe increased from 15.2 cm to 45.7 cm at 321 m. This, plus the 

settled pipe at 280 m (figure 3), was the source of the events 

in the 310 m region seen in figures 30-33.) As both of these sources 

did not come from a single K~ decay, they can be considered as 

"non-beam" background. Four techniques, described below, gave 

similar estimates of the non-beam background contribution. 
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The weighted average was then used and gave a non-beam contribution 

of (4.36 ± 0.73)%. 

Figures 30a-33a give the longitudinal vertex distribution for 

the four classes of events described in Table 7 (Class 1 being the 

Kµ
3 

class). These events have passed the first four requirements 

on page 69 and the distributions in figures 30b-33b are for those 

events which also passed the vertex requirements. Also shown is 

the distribution of two particles taken from separate KMU3 trigger 

events normalized using the region between 480 m and 550 m (the 

normalization was done using 30a-33a with this normalization also 

being used in 30b-33b). These agree for the non-Kµ
3 

classes. 

The first technique assumed that the effects of all Kµ
3 

require­

ments on the non-beam background were identical to those on these 

simulated events with the region between 480 m and 550 m being used 

to normalize to the data. 

Figure 34 gives the pt distribution for opposite and like 

sign events following vertex requirements. The Kµ
3 

events have a 

kinematic cutoff at about 195 MeV/c whereas the distribution seen in 

34b is smooth through this region. The distribution in any variable 

for those background events with a pt between 195 and 250 should 

be similar to those whose pt is less than 195. Any difference in 

a distribution's shape as a function of pt was estimated by looking 

at like sign events. Techniques 2-4 each used a different 
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Table 7. Kµ 3 Non-Beam Background Classes 

Class 

1. - particles of opposite charge, pt < 195 MeV/c 

2. - pa rt i cl es of opposite charge, pt > 195 MeV/c 

3. - particles of like charge, pt < 195 MeV/c 

4. - particles of like charge, pt > 195 MeV/c 
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distribution to estimate the total non-beam background. (Note: 

The p 12 requirement eliminated all events with a p greater than 
0 t 

210. The following calculations were done before this require-

ment was imposed and their results were then weighted by the effect 

of the p 12 requirement on Class 3 events.) 
0 

The second technique used the pt distribution itself. It 

assumed that the shapes of the like and opposite sign non-beam 

events were the same and then extrapolated opposite sign events from 

pt greater than 200 underneath the Kµ
3 

signal using the like sign 

distribution. 

The center of the beam was 2.9 cm to the beam right of the 

center of the pipe at 321 m. This caused an asymmetry in the hori-

zontal transverse vertex distribution for events between 310 m and 

325 m. This is seen in figure 35b for Class 2 events. By measuring 

the asymmetry of this distribution in Class 1 events (figure 35a) 

relative to the Monte Carlo and assuming the excess was due to 

background, the number of background events in this region was 

estimated. The longitudinal distribution of Class 2 events shown in 

figure 31b was used to extrapolate to all regions. This is the third 

technique. 

The fourth technique assumed that the number of non-Kµ
3 

events 

removed from Class events by the vertex requirement could be esti-

mated using the Class 2 events. The effect of this requirement 
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is seen in figures 30-33. The random track signal from 480 m to 

550 m provided a means of normalizing to the Class 1 events. 

Quantitatively, if BEFORECn was the number of Class n events with 

a longitudinal vertex position between 480 m and 550 m before 

the requirements were imposed then the number of background events 

in Class 1 was equal to 

(total Class 2 after) 
BEFORECl x BEFOREC2 

The average of these four techniques gave a non-beam back-

ground contribution of (4.36 ± 0.73)% where the error has been 

weighted by a scale factor of (x 2 /DF)~. This gave a total Kµ
3 

background of (5.29 ± 0.75)%. A summary of all Kµ
3 

background 

sources is given in Table 8. 
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Table 8. Sources of Kµ 3 Background 

Source Contribution (%) . 

A. Ko + - 0 fo 11 owed by 1T -+ µv 0.76 ± 0. 10 L 
-+ 1T 1T 1T 

B. 0 
KL -+ 1TeV fol lowed by 1T -+ µv 0.07 ± 0.04 

c. Non-beam background 

Technique 1 - 7.48 ± 0.30 
2 - 4.20 ± 0. 18 
3 - 3.68 ± 0. 16 
4 - 3.30 ± 0.55 

Average non-beam background 4.36 ± 0.73 

Total Kµ
3 

background 5.29 ± 0.75 



92 

IX. Comparison of Data to Monte Carlo 

A. Single Muons 

Single muon events were used to study the resolution of 

the spectrometer. This study also provided chamber performance 

values for input to the Monte Carlo. 

A miss distance,o , in a given MWPC was defined by the dif-

ference between the projection of the line determined by the other 

chambers to that MWPC and the hit in the MWPC. The size of this 

delta depended upon the position resolution of the chambers and 

on the size of the multiple scattering in the apparatus. These 

two effects would add in quadrature. For any given chamber, o was 

centered about zero and its standard deviation a was determined by 

fitting the distribution to a Gaussian shape. Figure 36 shows 

(crP)2 where p is the particle's momentum versus p2 for the third 

module for data events. Both the data and Monte Carlo were fitted 

to the form AP 2 + B. The terms dependent on the chambers and 

2 multiple scattering (A and B respectively) and the x for these 

fits are given in Table 9, with the Monte Carlo limits also shown in 

figure 36. The agreement demonstrates that the Monte Carlo correctly 

reproduced the position resolution of the chambers. This resolution 

was found to be the same for all data taking conditions and particle 

types. 
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Table 9. Chamber Resolution Fit Results 

A 

Data 2.06 ± 0.24 

Monte Carlo 1 .77 ± 0.44 

B x2
/DF 

0.0138 ± 0.0006 3.7/14 

0.0118 ± 0.0011 10.0/14 
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B. K 's 
113 

Comparisons between data and Monte Carlo K
113 

distributions 

were used to determine input parameters to the Monte Carlo and 

then to verify the Monte Carlo calculations of the pi-mu atom and 

K
113 

acceptances. 

The ARG distribution, defined in Section VI 1-D, for K
113 

95 

data and Monte Carlo events is shown in figure 37. The sensitivity 

of this parameter is demonstrated in figure 38 where the fraction 

of events with I ARG I < • 01 (unambiguous events, those whose two 

K~ momentum solutions differed from their average by less than 10%) 

0 is plotted for Monte Carlo events with the position of the KL pro-

duction target used to calculate ARG varied vertically from the 

position used in the Monte Carlo generation. From this sweep, the 

position of the target can be determined to about 1 cm. As the 

target is 450 m from the apparatus, this gives a sensitivity of 

0 about 20 microradians on the KL beam direction. This technique was 

used to locate the target position. Figure 39 shows the target 

sweep for the data compared to the Monte Carlo following the target 

determination. The agreement demonstrates that the quality of the 

magnet tune was sufficient. Though the sensitivity was less, the 

horizontal target position could also be found in this way. These 

sweeps for data and Monte Carlo are given in figure 40. 
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position from its location used in generating the events. (unam-

biguous events have IARGI < 0.0)) 
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Another parameter sensitive to a particle's trajectory was the 

quality of the Kµ
3 

vertex as measured by SIZE. Figure 41 compares 

the data to the Monte Carlo for this parameter. This agreement 

demonstrates that the requirement that the SIZE be less than 

0.0015 had the same effect on both the data and Monte Carlo events. 

0 The KL momentum spectrum at the production target used as 

input to the Monte Carlo was determined from the data for momenta 

below 60 GeV/c. 0 Figure 42 compares the measured KL momentum 

spectrum for Kµ
3 

events with Monte Carlo generated events. It was 

necessary to increase the number of K~'s below 60 GeV/c by 70% 

over the parametrization of Skubic (Section VI-A) to get this agree-

ment. This agrees qualitatively with previous measurement of the 

0 KL momentum spectrum produced at a targeting angle of 7.5 milli-

radians32 (the angle in this experiment varied from 0.75 to 1 .25 

milliradians). Also shown in figure 43 is the data to Monte Carlo 

comparison of the momentum of converted gamma events. The momentum 

acceptance of these events differed from Kµ
3 

events and was similar 

to that for pi-mu atom events. The agreement of both the Kµ
3 

and 

gamma momentum distributions with the Monte Carlo calculation 

demonstrated that any systematic biases on the measurement of the 

K~ momentum spectrum were small. 

Figures 44 and 45 compare the pt and longitudinal vertex 

distributions for data and Monte Carlo Kµ
3 

events. The agreement 
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is good in both cases. Also shown in figure 46 are the energy of 

the pion and muon in the K~ rest frame for those events in which 

the difference between the two solutions for both the pion's and 

muon 1 s energies were less than 10 MeV. The agreement with the 

Monte Carlo is good though no attempt was made to use these dis­

tributions to determine the Kµ
3 

form factors. 

All Kµ
3 

events were required to have a vertex that origi­

nated in the beam. By imposing this, events were lost due to a 

combination of resolution and uncertainties on the size and location 

of the beam. In order to estimate the size of any systematic effect 

of the vertex requirements, the size of the beam in which the vertex 

had to lie was increased up to a factor of two horizontally and 

three vertically. The ratio of accepted data and Monte Carlo events 

was found to vary by less than ± 0.9% over that range. If the effect 

of Kµ
3 

background was included, it was estimated that there was a 

1.2% systematic error due to the Kµ
3 

vertex requirements. 

C. Monte Carlo Studies 

Uncertainties in the values of various parameters could cause 

systematic errors on the ratio of pi-mu atom to Kµ
3 

acceptances. 

The Monte Carlo was used to determine the size of these systematic 

errors. 
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0 The KL momentum spectrum used in the Monte Carlo below 

60 GeV/c was measured using the data itself. Figure 47 shows the 

change in the atom to Kµ
3 

acceptance as the ratio of generated 

Kµ
3

1 s and atoms with momentum below 60 GeV/c to those above was 

varied. This figure demonstrated that the acceptance ratio is not 

very sensitive to the momentum spectrum and, with a conservative 

estimate of a ± 20% error on the momentum spectrum measurement, 

gave a systematic error of 1 .2%. 

The location of the apparatus with respect to the beam was 

critical in determining the acceptance. Appendix D describes the 

measurement of the location of the experimental components. The 

acceptance ratio was calculated with the apparatus' positions 

varied over their measured errors. The error on the target loca-

tion gave a 2. 1% error while that on the location of the pipe at 

321m was a 0.6% error. All other measurement errors contributed 

less than 0.2%. 

The magnetic field strength of MAGA (and from this the 

absolute strengths of MAGH and MAGV) was determined to 0.4% using 

0 A -+p~ decays. The acceptance ratio was found to vary by less 

than 2.1% over that range. The relative strengths between MAGA 

and the other two magnets was measured to better than 0.3%. This 

was studied by analyzing Monte Carlo generated events with the 

strength of MAGA's field 0.3% higher and lower than that at which 

the events were generated. The acceptance ratio was found to vary 
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by less than 1 .8% giving an overall systematic error on the 

relative pi-mu atom to Kµ
3 

acceptances due to the uncertainty 

in the magnetic field strengths of ± 2.8%. 

The Kµ
3 

acceptance had a marked dependence on the values 

of the Kµ 3 form factors s and A+. Larger values of s tended 

to increase the number of events along the Dalitz plot border 

where the pion and muon have a small opening angle. Larger 

values of A+ lowered the average pion energy. Both of these 

effects caused more decays in the region of highest Kµ
3 

accep­

tance. The acceptance varied by ± 3,8% over A+ = 0.034 ± 0.005 

and by± 3.0% over s(O) = -0.14 ± 0.11. Including the correla­

tion between the measured values of s and A+• this yielded a 

a systematic error of 4.0%. The size of this error is compara­

ble to the statistical error on the pi-mu atom sample (8.3%~ 

with both of these being larger than any other errors. Further 

discussions of Kµ
3 

form factors can be found in Appendix A. 

110 



X. Trigger Corrections 

As described in detail in Section IV-0, the ATOM trigger, 

used to define pi-mu atom candidates, was a restrictive subclass 

of the KMU3 trigger requiring one and only one struck counter in 

the two horizontal counter banks (the Wand H banks). In order 

111 

to measure R, it was necessary to know the number of atom events 

which failed this trigger due to more than one hit in either of 

these two banks. This was measured by using Kµ 3 events, where the 

trigger required one or more hits in the Wand H bank, to deter­

mine the probability of an event having extra counter hits. 

More than one Hor Whit in a pi-mu atom event was caused 

either by the pion and muon projections in the side view separa­

ting due to multiple scattering or by having additional particles 

in the event. The multiple scattering caused 4.5% of the pi-mu 

atoms to fail the trigger requirement. This effect was calculated 

by the Monte Carlo. 

There were two sources of additional particles: delta rays 

produced by the pion or muon and random particles from either other 

K~ decays or neutron interactions. The delta ray contribution could 

be measured by using the single muon data sets. The number of 

Hand Whits associated with each muon is given in Table 10. For 

those events in which that number is two, i.e. one extra, the 



Table 10. Single Muon Hand W Counter Bank Distributions 

Number counters struck 

2 

3 

W bank 

98.91% 

1. 07% 

0.02% 

H bank 

97.36% 

2.55% 

0.09% 
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separation between the two struck counters is shown in figure 48. 

The additional counter is clearly associated with the muon. All 

of these events were then assumed to be delta rays formed by the 

muon with the probability for such an extra track being 1,1% and 

2.5% in the Wand H bank respectively. The probability of an 

extra track and its pattern did not vary appreciably with momentum. 

A calculation of the expected size and shape of the delta ray 

contribution agreed with these measured numbers. 33 The effect 

of delta rays was then included in the Monte Carlo generation of 

pi-mu atom and Kµ
3 

events using these results from single muons. 

The probability that an extra counter was struck by a 

random track was found by comparing the number of hits in the two 

banks in Kµ
3 

events to that of Monte Carlo events (which included 

delta rays) and assuming the excess in the data was due to randoms. 

There were two classes of events to consider. The first had both 

particles projecting to the same Hor W counter while the other 

had the tracks project to different counters. This led to, for 

example, atom events having 10 (out of 11) H counters which could 

have an extra hit while most Kµ
3 

events only had 9. So, the prob­

ability of an extra counter was measured for both classes and cor­

rected for the number of available counters. These separate re­

sults agreed and gave an average random probability of (5.8 ± 0.9)%. 

This result was determined by comparing the number of hit counters 
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in data events to Monte Carlo events. As the Monte Carlo included 

the first two causes of extra hits, the error on this number repre­

sents the systematic uncertainty on the percent of pi-mu atom events 

which did not satisfy the trigger due to all causes. 

Figure 49 shows the probability of an extra hit versus the 

single W rate. It is seen to approximate a straight line. This 

supports the assumption that the extra struck counters are due to 

delta rays (the intercept of this line) and random tracks dependent 

upon the rate. Therefore, summing the above three effects, pi-mu 

atom events which satisfied the trigger represented (82.5 ± 0.9)% 

of all atom events. 
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XI, Results and Conclusions 

A. Determination of the ·Pi-Mu Atom Rate of Formation 

There were 140 pi-mu atoms with 6 background events with 

la - 0.141 < 0.05 after all requirements were imposed. Of these, 

75 + - d 65 - + Th 1 . . were rr µ atoms an were rr µ atoms. e norma 1z1ng sam-

ple contained 100,885 Kµ
3 

events with a 5.3% background which 

were collected prescaled by 32 relative to the atom events. The 

ratio of the pi-mu atom to Kµ 3 acceptance was calculated by a 

Monte Carlo to be 126 (where errors on this are included in the 

systematic errors). This calculation included all effects except 

that of pi-mu atoms lost due to a random extra hit in the W or H 

counter banks. This was measured to be 5.1%. Combining these, R, 

the ratio of the rate of formation of pi-mu atoms to that of 

Kµ 3•s, was measured to be 

( K~ -+ ( rrµ) t v) 
R = _____ a_o_m_ = (3. 73 ± 0.40) x 10-7 

(K~ -+ rrµv) 

Table 11 summarizes the errors on this measurement. It is seen 

that the total systematic error was estimated to be 4.9% compared 

to a statistical error of 8.6%. Using the Kµ 3 branching ratio of 

(27.0 ± 0.5)% 34, the rate of formation of pi-mu atoms in K~ decay 

. . -7 was determined to be (1,00 ± 0.111x 10 . 
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Table 11. Sources of Errors 

Source Contribution (%) -
Systematic errors 

1. Chamber efficiency o.6 

2. Track finding algorithm 2.6 

3. Kµ3 background 0,8 

4. Kµ3 vertex requirements 1.2 

5. 0 KL mometum spectrum 1 .2 

6. Apparatus location 2.2 

7. Magnetic field strengths 2.8 

8. Kµ 3 form factors 4.o 

9. Trigger corrections 0.9 

Total Systematic Error 6.3 

Total Statistical Error 8.6 

Total Error 10.7 
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Two different foil thicknesses were used in this exper-

iment; 0.51 mm and 0.89 mm. R was determined for each data set 

and found to be: 

R = (4.02 ± 0.42) x 10-7 
0.51 

R0_89 = (3.27 ± 0.47) x 10-7 

where the errors are statistical only. These consistent results 

demonstrate that all atoms were ionized in either foil. 

The predicted value for R is (4.40±0.16) x 10-7. In 

order to lessen the dependence on the value of Kµ
3 

form factors, 

a ratio of the measured and predicted values 
R • 

AR = Rexper1ment 
theory 

can be formed (see Appendix A). AR is determined to be 

AR = 0.848 ± 0.084 

or 1 .8 standard deviations low. 

Converted gamma events, which were topologically similar 

to pi-mu atoms, were used to verify the measurement of R. A 

separate measurement of the K~ + yy branching ratio (described 

in Reference 15) yielded 

(K~ + yy) 

( K~ + a 11) 
= ( 4.8 ± o.6) x io-4 

in good agreement with the average of previous measurements, 
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( -4 35 4.9 ± 0.5) x 10 • In addition, the ratio of all gamma events 

(uncorrected for particle identification) was used to monitor the 

quality of the data. This ratio was found to vary by less than 4% 

over 33 subsets of the data. This checked the overall consistency 

of the data. 

B. Determination of ~ 

Assuming the validity of the calculation discussed in Sec-

tion II, the measurement of R can also be used to determine the 

value of the KµJ form factor ~ (see Appendix A) giving 

~(O) = -0.93 ± 0.54. 

Table 12 compares this result and its sensitivity to the value of 
36-39 

A+ to the world average and some recent measurements. Passi-

ble explanations of the discrepency seen in this table are pre-

sented in Section D. Detailed discussions concerning these val­

ues can be found in references 40-42. 

C. Determination of the Pi-Mu Atom Lifetime 

Besides the rate of formation, the only other property 

of pi-mu atoms determined in this experiment was their lifetime 

'A' expected to be that of the pion ·~· Figure 50 compares the 

proper time T it took for an atom event to travel from the K~ 

decay point to the ionizing foil. As can be inferred from this 
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Table 12. Determination of ~(O) 

Group ~(O) d~(O)/d:\+ 

Stanford-Santa Cruz37 -0. 11 ± 0.07 -17. 
1974 

UCLA-SLAG-Johns Hopkins38 -0.25 ± 0.22 -5.9 
1975 

LBL39 0. t8 ± 0. 11 0.68 
1977 

Particle Data Group 36 -0. 14 ± 0. 11 -15. 
1980 

this experiment -0.93 ± 0.54 14. 
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Figure 50. Comparison of data to the Monte Carlo prediction 

for the proper time distribution of pi-mu atom events. 
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figure, the sensitivity to this parameter was limited. This was 

due to a combination of the large atom momentum (y being typi-

cally 100) and that low momentum events had short path lengths 

while higher momentum events tended to have longer path lengths; 

i.e. that the average T was independent of momentum. The average 

Twas about 8% of the charged pion's lifetime. Due to this and to 

the limited statistics of the atom sample, only a lower limit on 

the lifetime of pi-mu atoms could be determined, There were two 

ways to determine TA. The shape of the proper time distribution 

was fit (using the sample of events with the relaxed requirements) 

to that of the Monte Carlo. At TA= T~ in the Monte Carlo, this 

fit gave a x2 of 13 for 11 degrees of freedom. Varying TA gave 

a 90% confidence level of TA> 0.24T~ (x
2 

= 17.5). This technique 

was not dependent on the value of AR but only on the shape of 

the proper time distribution. The value of AR could also be used 

to determine TA. The expected number of pi-mu atoms decreased as 

TA decreased. If any discrepency of AR from 1 was assumed to be 

due to the atom's lifetime then the measured value of AR= 0.848 

± 0.084 determined that TA > 0.21T~ (90% confidence) and that 

( +0.19 43 TA= 0.32_0 . 10 ) to one standard deviation errors. 

D. Conclusion 

This experiment has measured the rate of formation of pi-mu 



l 2t+ 

0 ( -7 atoms in KL decay to be 1.00 ± 0'.ll}x 10' . The ratio AR of the 

measured to the predicted rate was 0,848 ± 0.084. This discre-

pency could have been caused by one or more of the following (some 

of which are related): 

1. Statistical fluctuation. There is about a 5% chance to 

be 1.8 standard deviations low, 

2. Underestimation of the systematic errors, The techniques 

used to estimate the errors due to the track finding 

algorithm and the magnetic field strengths were circui-

to us 

3. Values of the Kµ 3 form factors are poorly known; i .e, 

current measurements are inconsistent (see Appendix A) 

4. Only 15 states (which comprise 84% of produced atoms) 

are being detected due to an unknown mechanism 

5. The current theoretical prediction is incorrect 

6, The lifetime of pi-mu atoms is less then that of the 

pion 

Other properties of pi-mu atoms such as the lifetime or the 

energy levels were not measured or were poorly measured indepen-

dent of AR. Resolving the current discrepency or determining 

these properties could be the goal of future experiments and 

experimentalists. 



Appendix A. Kµ
3 

Form Factors 

Both the theoretical prediction and the measured result 

for the pi-mu atom to Kµ
3 

rates of formation ratio R depend 

upon the values of the form factors A+ and ~. Unfortunately, 

current measurements of these values are not consistent ("the 

ever troublesome K ~ ~µv•h4 ); fitting them gives a x2 of 76 for 
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14 degrees of freedom.45Also, the measurements of A+ and ~are 

coupled,with the resultant error ellipse having a slope of 

d~(O)/dA+ =-TS. 46 This is discussed in references 14 and 41-43. 

The statistically best measurement (and probably systematically as 

well) is that of Donaldson et~· who found ~(O)= -0.11 ± 

0.07 and A+= 0.030 ± 0.003 with a slope of -17. The effects of 

these uncertainties on this experiment will now be discussed. 

The predicted value for R (RTH) increases with larger 

values of both A+ and ~ (see Section I I). Quantitatively, to 

linear terms in A+ and~' 
-7 

RTH = 4.40(1.05 + 0.33~(0))(0.86 + 4.lA+)~ 10 . 

However, d~(O)/dA+ is negative so that when A+ increases ~ 

decreases and the error on RTH is reduced. Within the (A+)~) 

-7 
one standard deviation error ellipse, RTH = (4.40 ± 0,16) x 10 

((4.38±0.12)x 10-7 using Donaldson's values). 

The Kµ
3 

acceptance also varies with~ and A+ with 



lar.ger values of both parameters increasing the fraction of de-

caying K~ 1 s in the region of highest acceptance. The effect of 

this variation on the measured branching ratio ratio REX can 

be parameterized as 

From this, REX was found to vary by± 4.o%over the Particle 

Data Group error ellipse. 

As both the predicted and measured values of R have si-· 

milar ~and A+ dependences, it is useful to form a ratio of 

ratio ratios 

AR : REX _ ~,73(1 + 0.2~(0))(0.79 + 7.1A) 
RTH - 4.40(1.05 + 0.33~(0)) (o.86+t.1A+) 

AR varies by± 1 .5% over both limits on~ and· A+ but by less 

than 1 .6% over the error ellipse. The use of this quantity 

reduces the dependence on the Kµ
3 

form factors. 

The form factor~ can be determined by requiring the calcu-

lated value of R to equal REX" This gives 

0.8REX - 4 + A+(7. lREX - 19) 
= ~-=--=-~-=-~~~---:,--,,...,-~~r-=-

1. 25 - 0.16R~X + A+(6 - 1.4REX) 
~(O) 

Using the measured value of (3.73 ± 0.36) x 10-7 (where the 

error does not include any form factor contrbution) ~(O) is 

measured to be ~(O) = -0.93 ± 0.54 using A+ = 0.034 ± 0.005 

with d~(O)/dA+ = 14. 
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Appendix B. Ionization of Pi-Mu Atoms 

.In order to identify the components of pi-mu atoms, the 

atoms were ionized by passing them through an aluminum foil. The 

amount of material needed to insure this has been calculated else-

47 
where by a Monte Carlo · A rough estimate is given here. 

An atom is a bound state with an energy level of 1 .6 keV 

for the lS state. If a collision, or a series of collisions, 

raises this energy level to that of the continuum, then the atom 

is ionized. Detailed Monte Carlo work shows that the most probable 

mechanism is by a series of collisions in which the atom passes 

through a sequence of states with increasing principal quantum 

numbers and then into the continuum. A calculation where the 

transition is directly from the lS state provides an upper limit on 

the amount of material. 

In the rest frame of the pi-mu atoms, the Coulomb field at 

time t generated by a charge center Ze is (figure 51) 

ZcY b E = ------------~ 
x (b2 +Y2v2t2)3/2 

-z~ tv 

( b2 + 2 2 2) 3 I, 
Y'' v t z 

where b is the impact parameter. In order to ionize the atoms, the 

energy transferred must be greater than 1.6 keV. This corresponds 



(.,,.µ..)atom ._.... 
t 
b 

i 

x 

Figure 51. A pi-mu atom passing a nucleus of charge Ze. 
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to a momentum transferred of about 600 keV/c. Th. 1s change in 

momentum is 

where the effects of electron screening are ignored. For aluminum, 

this gives b = 75 fm. So. 

L = ---
2rrnb2 

-2 = 9.1 x 10 cm 

The Monte Carlo calculation indicates that all atoms should be 

ionized by 0.32 nm of aluminum. The actual foil thicknesses used 

were 0.51 and 0.89 mm with the rate of atom formation measured with 

each being the same (Section XI). 
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Appendix C. Chamber and Counter Efficiency Measurements 

It was necessary to measure the efficiency of the 10 MWPC 

planes in order to calculate the relative retrieval efficiency for 

foil and beam topology events (see Section VI I-A). As the ef-

ficiencies depended upon the particle flux, they were found using 

the entire Kµ 3 data sample. 

The efficiencies were measured by reconstructing well iden-

tified Kµ
3 

events without using the information in a given plane 

and then to check to see if there was a wire hit at the correct 

point in that plane. The results found in this manner agreed with 

a similar technique using e-pairs. 48 The efficiencies of the 

10 MWPC planes are given in Table 3. The 3% error shown repre-

sents a conservative estimate on the systematic error on these 

measurements. Figure 52, which shows the uncertainty of (EFFfoil)/ 

(EFFb ) as a function of this estimated error, demonstrates that earn 

precise knowledge of the error was not needed. 

The efficiency of each counter in each bank used in the ex-

periment was measured using calibration data taken with the usual 

trigger requirement in that bank removed. Events where a particle 

was known to pass through the central half of a given counter were 

selected and then checked to see if there was a hit in that counter. 
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The results for the MU bank include the losses due to interactions 

in the steel wall. For the two horizontal banks (Wand H ~the 

efficiencies for events which had one particle hit in a counter and 

those which had two were measured separately. The single-particle 

and two-particle efficiencies are given in Table 13. In addition, 

as the trigger for Kµ
3 

events required one or more hits for these 

banks, the Wand H counter efficiencies were also measured using 

all Kµ
3 

events. These results did not vary over the data sample 

and agreed with those found in the calibration data. 
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Table 13. Counter Efficiencies 

Bank A B H MU w w H H 

Counter one one one one one two one two 

99.8% 90.4% 99.3% 77.% 97.0% 99.9% 98.6% 99.9% 
2 99.8 91. 7 99.6 83. 98.7 99.9 97,3 98.0 

3 99.8 95,7 99.4 87. 97.4 99,9 97.8 98.o 
4 99,3 91. 1 99,8 92. 98.7 99.0 99,3 99.9 

5 92.7 96.8 99,7 95. 94.8 99.9 91. 7 91. 7 
6 95,7 82.9 99.4 94. 93.2 99,9 99.6 99.9 

7 99.7 97.5 99.8 95. 99.2 99.9 98.8 99.9 
8 99,9 94.6 99,7 98. 99.8 99.9 

9 99.5 97.6 99.7 95. 99,5 99.9 
10 99.8 97.5 99.9 97. 99.8 99,9 
11 95.7 97.8 99.4 95. 98.8 99.9 
12 99.8 96.8 99,9 97. 

13 99.6 84.4 99.4 95. 
14 99.6 97.7 99.7 97. 
15 99.8 98. 1 99.6 95. 
16 99.5 97.6 99.7 97. 
17 99.4 98.3 99.8 93. 
18 99,9 98.3 99.6 89. 
19 99.8 98.2 99.8 85. 
20 99.8 66.7 99.8 91. 
21 99. 1 98.8 99.6 83. 
22 77. 1 98.8 99,7 
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Appendix D. Apparatus Location Measurement 

The relative positions of the experimental apparatus and 

beam were measured as follows. First the chambers were aligned as 

described below. Then the counter positions were measured relative 

to the chambers. The location of the chambers in relation to the 

M3 beam line was then determined. Finally, all other apertures 

and apparatus were surveyed relative to the beam line. 

The chambers were aligned using single muons collected with 

MAGA turned off at various times during data taking. Large discrete 

changes occurred twice due to broken wires which necessitated remov­

ing a given chamber, replacing the wire and replacing the chamber. 

Small variations in position occurred throughout data collection 

due probably to a combination of temperature effects and small 

stresses in the chamber supports. 

The procedure used in lining up the chambers consisted of 

first using the hits in MWPC 1 and 5 to form a line segment. A devi­

ation was then defined as the separation between a hit in a given 

chamber and the projection of this line segment to that chamber. 

The size of these deviations measured the chamber locations. This 

procedure was used in both the side (X) and top (Y) views. It 

measured the relative transverse positions of the wire planes to 

± 40 microns. 
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The rotation of a given MWPC relative to the other chambers 

and the non-orthogonality of the two planes comprising each MWPC 

were measured by calculating deviations as a function of X and Y 

position in a given chamber. Measurements of rotations agreed 

with surveying results. The planes of each chamber were found to 

be orthogonal to each other to less than 1 mill iradian. This cor­

rection was added to hits on tracks though no effect upon the re­

solution of any kinematic quantity was found due to this. 

A deviation in a counter was defined by using the fitted 

information from the chambers and measuring the distance between 

the projection of a track to a given counter and the center of a 

hit counter. This measured the center of each counter to± 0.5 mm. 

The position of the beam was measured at three different lo­

cations. The ARG distribution technique described in Section IX-B 

determined the position of the production target to± 1 .5 cm verti­

cally and± 5 cm horizontally. The data collected with an aluminum 

target at 400 m (Section VI 1-C) measured the center of the beam at 

that point to± 0.2 mm in both directions. In addition, a Polaroid 

photograph of the beam was taken directly underneath the W counter 

bank. This gave the location of the beam center at the W bank to 

± 1 .5 mm. These three measurements were consistent with each other. 

The locations of the beam pipes relative to the beam were 

measured using Polaroid photographs taken at 321 m and 400 m from 
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the production target. From these, the distance between the center 

of the beam and the centers of the pipes was determined to± 5 mm. 

The size of the pipe settleling at 280 m (figure 3) was found by 

surveying the pipe. The magnets, foil and vacuum window locations 

were surveyed relative to the W counter bank to better than ± 2 mm. 
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