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ABSTRACT 

THE MAGNETIC MOMENT OF 
THE CASCADE-ZERO HYPERON 

by 

Peter Timothy Cox 

01 iver E. Overseth 

The magnetic moment of the cascade-zero hyperon 

has been measured to be -1.236~0.014 nuclear magnetons <n 

m>. In the Neutral Hyperon Beam at Fermilab a quarter of a 

million =: 0 
.... ti:rr 0 decays were detected, by identifying the 

subsequent A+prr and rr 0 +2y decays in a multiwire 

proportional chamber magnetic spectrometer and an array of 

lead glass. The = 0 's were produced inclusively by 400 GeV 

protons, at angles of Q, ~2, ~4, ~7.6, and ~10 mrad, and 

had momenta between 60 and 380 GeV/c. The measured =o 

polarization is presented as a function of the tranverse 

momentum of the parent =: 0
, for each production angle. The 

average polarization was -0. 108+0. 006. This polarization 

was precessed through angles as large as 3200. 

The helicity of the decay A from the =o+Arro decay 

(CL-:: o ) was also measured, giving the value = 
-0. 264:t_O. 005. 

An independent sample of a third of a million 

inclusively produced A's gave a new value for the 

magnetic moment of the lambda hyperon, -0. 598:t_0.015 nm. 
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CHAPTER 1 -

INTRODUCTION 

-
-

1. 1 Sp in And Magnetic Moments 

- The intrinsic magnetic moment of a particle is a 

static property, closely related to its spin <a purely -
~uantum concept>, which describes how the system interacts 

- with an electromagnetic field. The study of spin 

properties of subatomic particles has been a fruitful path - towards deeper understanding of their structure, as 

exemplified by the highly successful description of the 

~uantum electrodynamic <GED> behavior of the photon and the 

- leptons Cthe electl'on. muon, and neutl'ino>. The classical 

mag,.~!!·~ic moment of a spin system is - 1 
- where -; is a vector representing the angular momentum of 

- the system, m and e are the mass and charge, respectively, 

- 1 



of the system, c: 

proportionality 

is the 

constant 

2 

speed 

known 

of light, and g is a 

as the "g-fac tor". 

According to Dirac theory of spin 1/2 par.ticles, a 

pointlike charged particle should have a value of g=2; a 

neutral one g=O.- The close agreement of the experimental 

values of g for the muon and electron with the value of 2 

is one of the great successes of the Dirac theory. 

Deviations from the predicted g values ("anomalo•Js" val•J~s> 

point to some internal structure or a non-pointlike na~ure. 

By inclusion of the higher order ~uantum electrodynamic: 

corrections, (due to virtual photon loops etc., which give 

the leptons non-pointlfke struc~ureJ the theoretical values 

for the lepton moments agree with the experimental values 

to the precision to which they have been calculated. ih is 

impressive agreement validates both GED and the Dirac 

theory. 

-

-

Magnetic moments are expressed in terms of magnetons, ._, 

units of e'ttl<2mc>. These are intrinsic magnetons when the 

mass of the particle is used <and e is the particle's 

charge), Sohr magnetons <~a> when the mass of the electron 

is used, and nuclear, or proton, magnetons <~,.> when the 

proton mass is used. Table 1 

measured octet baryon, and lepton, 

1978 C1,2J when this experiment 

shows the values for the 

moments, as of 

was conceived. 

April 

It is 

conventional to express barqon moments in nuclear magnetons 

-



-
-
-

-

-

-
-

-
-

-

3 

<n m>. The large anomalous moments of the baryons 

presumably reflect their internal structur9, and should be 

explicable in terms or their underlying composi~ion by any 

theory attempting to e~pla;n this structure. 

Rather surprisingly a simple quark model in IJJh i Ch 

there are three spin 1/2 quarks describes these m~ments 

with some success. The quantum numbers o~ these quarks are 

shown in Table 2 In an SU'( 6 > qua r k mod e L bar y on s a r e 

formed from combinations of three quarks <three Flavors>, 

with wave functions which reflect the color singlet nature 

which seems to be required of observable particles. and 

thus obey the antisymmetric permutation properties required 

of fermions. Like any observable in q,L1antum mechanics. the 

magnetic moment of a baryon is obtained by forming 

= ~ <B I ll\ 113 > 
L 

where IB> represents the wave function of the baryon, 'i is 

the magnetic moment operator For a quark of Flavor i. and 

the sum is over all flavors of q,uar k in the baryon (3J. 

For exact SU<6> symmetry, and with the assumption of 

g=2 for q,uarks, 

::s q,.1r = q." 
l \ ro 

(1.1.1) 

2mc 

for i=u, d, s. the baryon moments can all be related to one 

input number. usually chosen to be the measured proton 



4 

moment. The r,esults are shown .in Table 3; note that the 

predicted neutron moment agrees with experiment to within 

37. < th e r a t i o o f ~ < p > / ~ < n > =-1. 5 ( 4, 5 J > , which is q_uite 

remarkable. However the predictions disagreed with the 

measured hyperon moments. This was further supported by a 

precise measurement of the A magnetic moment C2,6J, 

~A =-0.6138~0. 0047 nm, 

obtained by our Neutral Hyperon Deam Collaboration 

<Michigan Rutgers Wisconsin> at Fermilab. This 

disagrees with the naive prediction by 307.. The 

discrepancy can be reduced by breaking the perfect SU<6> 

symmetry assumed. 

Since the magnetic: moment definition of EQ.. < 1. 1. 1 > can 

be inverted to give a definition of the q_uark "mass", this 

breaking can be implemented by allowing different masses _, 

for u, d and s q,uar ks. The q,uestion of how such a quark 

mass is related to the mass of the hadron of which the 

quark is a constituent is 9till largely unanswered. 

Ignoring this problem. the q,uark moments can be expressed 

where 

2m.c 
l 

m. 
l 

is 

flavor i=u, d, s. 

the mass. and Cl· ·the charge, of a quark of 
' 

-
-

-



-
-
-
-
,... 

-

,..... 

-
-
->. 

-
-

5 

This leads to the predictions 

.. f 

~ ( p ) = l ~- - l ~' 
It 1 

~ < n > = "t ~J - T f 11 

~ </\ > = ~s . 

If it is assumed that mt.&. =md, these can be rewritten to 

define ~"' ~', and ~s. in teT'ms of two parameters, which can 

be taken to be the experimentally determined ~Cp> and µ<A>. 

Notice that ~ < p > I ~ < n ) =-1. S still. Alternatively a 

prediction can be made foT' ~<h> if an estimate of the ratio 

m ~ Im i i s kn awn, us i n g th e r e 1 at i on 

~ < h > =-< m " > fL < p > = -0. 93 ( m " ) 

<ms> 3 <m 5 >. 

Several authors have obtained estimates for this ratio, 

e. g. fir am the simple assumption m =m<p)/3=313 MeV 
II 

and 

m •m<h>-2m •490 MeV, s I& 
which gives the value ~ </\ >=-0. 59 ~"· 

Quantum chromodynamic arguments have led to similar 

predictions C7J, and by Judicious choice of multiplet 

splittings <which can be taken to reflect the amount of 

SU<6>-breaking> the value ~<A>=-0.olµN can even be obtained 

CSJ. Bag models predict similar values C9l. The question 

outstanding is whether or not this agreement is 

significant. Predicted baryon moments are shown in Table 

3; comparison with Table 1 shows that the existing 

experimental values for the hyperons were not sufficiently 

1.11ell known to test these predictions. In simple q_uark 

models. all baryon moments are determined three 
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parameters at most. corl"esponding to three quarks. These 

parametel"s are chosen. to be the three most precisely 

measured moments. A fourth precise measurement would then 

test the model. 

It was l"ealized that we could make a precision 

determination· of the magnetic moment of the ...... 0 
~ 

hyperon in 

our neutral hypel"on beam at Fermilab. This moment had 

never been measured. Although 8° production occurs only 

1 7. as often as A production, with modification of the 

detection apparatus used in the determination of the A 

moment we proposed an expel"iment which would increase the 

world sample of 8° decays by a factor of 20 and would allow 

a determination of the s· moment to a few percent. During 

the design of the experiment a study was made of background 

(\ events from our precision /\ magnetic moment experiment, 

to select.those which could be daughter A 1 s from 8°-.. Att 0 

decays. This separation appeared successful. 

the value 

p. ( 8°>=-1. 201::_0. 06 /AN 

from a sample of 42 000 /\ events ClOJ. 

and yielded 

This measured 

value is over 3~ from the broken SU<6> prediction of -1.39. 

In this first ~~· measurement the analysis was 

complicated by the impossibility of explicit 8' 

reconst'T"uction, since theT"e was no 1r0 detection in the 

-

-
-
-
... 
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experiment. An experiment specifically designed to measure 

LL with r ';!l' high p-recision, and involving diffeT'ent 

backgrounds, appeared opportune. Moreover, since our first 

deteT'mination disagreed significantly with theoretical 

expectation it became particularly desirable to p~rform 

this experiment as carefully and as accurately as possible. 

1.2 Measurement Of A Magnetic Moment 

In the rest frame or a charged spin system moving in a 
~ 

magnetic field a. t.he eq,uation of motion of the system i<=-· 

.. - -.U=gJLsxB 
dt 2mc 

where m is the mass of the particle, e is the magnitude of 

the particle's charge, and the g-factor is defined by this 

expression. The magnetic moment of the system is 

~ =g e/ < 2mc >. A neutral system which possesses a magnetic 

moment has an analogous equation of motion .. - -.U=,!.S x B. 
d t 1\ 

The relativistic q,uantum mechanical treatment leads to a 

much more complicated expression for the general case of a 

paTticle moving in an electromagnetic field in the Lab. 

For a neutral spin system moving in a homogeneous magnetic .. 
field a, the equation reduces to the classical equation of 

motion in which the spin vector t precesses in the Lab: 



- - x ~ ll = s ~.L 

dt 
_. 

with n = 

8 

- _.,A /' 
~CD- ((-1> <B.p>pJ 
~ J 

which can be deduced from the general expression giv~n by 

Bargmann. Michel. and Telegdi C11J. For the special case 

in which the momentum 1' is perpendicular to the field 

direction 8, this becomes: 

d~ = 
dt 

in terms of Lab quantities. For a spin 1/2 particle, this 

means that the spin vector 
_. 
s precesse~ about the field 

direction with an angular velocity ur given by: 

w = 2,..1" 
~ 

For the case in which the motion of the spin is al~ays 

perpendicular to the field this equation may be integrated 

to ohtain the precession angle through which the spin is 

rotated due to its motion through the field: 

( 1. ~- 1 ) 

where the velocity of the particle v is given by v=,, c. 

This equation leads to a direct method of measuring the 

magnetic moment of a neutral hyperon <which is a spin 1/2 

particle>. 

-

-
-

-



9 

- 1.3 Hyperon Beams And Inclusive Polarization 

At energies "'200 Gav a hyperon with a liretime 

-to "'10 sec travels about 10 m before it decays. Hyperons or ,-
these energies are produced copiously in the collisions of 

400 GeV protons with target nuclei. Sy using a magnetic 

field to deflect the charged particles out of the 

neutral hyperons can be sepa~ated from the collision 

fragments, thus intense beams of neutral hyperons can be 

realized U1hich travel significant distances in the 

laboratory before decaying. This forms the basis fo~ the 

Neutral Hyperon Beam facility at Fermilab. 

The Neutral Hyperon Collaboration discovered in 1976 

that lambda ( /\) hyperons produced in such an "inclusive" 

- reaction, p+Be-+ /\ +X U1here X represents ever1~ thing else 

produced in the collision, showed appreciable polarization 

( 12J. An inclusive reaction is one in which only 

- particle tqpe is examined out or the possibly enormous 

number produced in the reaction, ignoring the fact that 

they may have originated in very difrerent processes. 

Polarization of a sample of particles U1ith spin means that 

there is an overall nonzero spin component in some 

direction. This implies a coherent interference between 

the amplitudes describing the competing production -
-
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mechanisms for the particle type under investigation, which 

seems intuitively unreasonable in a cataclysmic process at 

high energies. Presumably this coherence reflects an 

underlying simplicity in the d~namics of the production, 

although no model has succeeded in describing convincingly 

the features of the polarization seen by experiment C13J. 

Subse~uent experiments have established that inclusive A 

polarization is a general property of high energy 

production. up the highest available energies <31 GeV in 

the center-of-mass of the collision>, and is not a nuclear 

effect C14-19l. Polarization has also been searched for in 

inclusive f\ production at 400 GeV/c Cl:5:J; it is consistent 

with zero up to the largest available transverse momenta 

C ... 2 GeV/c> of the hyperans where the polarization 

reaches 207.. Large transverse momentum corresponds to 

short-distance probing of the target <nucleus or hadron> by 

the incident proJeCtile; it is expected that at higher 

values of the transverse momentum the actual constituents 

<~uarks ?> are probed C20J. Experiment seems to show that 

inclu~ively-produced protons are unpolarized tao C21 l. 

However prior to our proposal o~ thi5 experiment it was not -'' 

known whether would be produced polarized oT not. -
-
-
-
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1.4 Hyperon Moment Measurement 

It is clear that hyperons can be produced easily in 

inclusive reactions at high energies, and travel several 

meters before decay. FurthermoT'e if they aT'e polarized, so 

that the polarization can be precessed through large angles 

( "'180° ) by magnetic fields From conventional 

elect-romagnets, the precession angle can be found by 

measu-ring the change in direction of the pola-rization 

vecto-r as a function of the magnetic field. Due to the 

parity-violating weak interaction the asymmet-ry of the 

angular distribution in a hyperon decay reveals its 

polarization. For high energy hyperons ~ =p/E=l veT'y 

c:lose11:1, so that Eq_. C 1. 2. 1 > relating the precession angle 

to the magnetic field integral becomes 

f =< 18. 30 > ~ f Bd 1 

in which f is measured in degrees, jBdl in T m, and 

in nuclear magnetons. 

( 1. 4. 1) 

~ . is 

For a precise measurement of the magnetic moment, 

there are three further requirements: 

1. a large number of particles be available (for good 

9tatistical precision>, 

2. the precessing magnetic field integral be large and 

known precisel1:1, and 

3. control of systematics be possible. 
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These re~uirements were met by our proposal to do this 

experiment in the Fermilab Neutral Hyperon Beam. 

This thesis presents a 1 ;. measurement of! the 

magnetic moment or the cascade-zero <8°>. It also contains 

th e i n c 1 u s i v e p 0 1 a r i z at i 0 n meas u r em en ts 0 r s· , s 0 b ta in e d i n 

the re a c t i on · p + N -. 3• + X at 400 Ge VI c , w h ere th e tar g e t 

nucleus N = Be, Cu, or Pb. A new meas1.1rement of! ~~·, the 

h e 1 i c i t" a r th e A in th e '2: • ..,. /\ rr 0 d e cay i s a l so g i v en. 

-

-
-
-
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CHAPTER 2 

APPARATUS -

,... 
2. 1 Introduction 

- The particular 3° decay mode studied in this 

experiment 1.11as 
~o /1. 1"fO 
.:,. ~ I\ II 

- L401 
prr-

( 2. 1. 1 ) 

The charged proton and pion tracks were detected in a 

magnetic spectrometer, and the gamma rays required the use 

- of same gamma-detecting devices. 

This experiment was one or a series performed in the 

Neutral Hyperan Spectrometer at Fermiliab. Data-taking 

took place during ~uly and August of 1978. The 

-- spectrometer was set up in the diffracted proton beam. the 

M2 line. of the Meson Laboratory. It was basically a 

- 1:3 
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conventional multiwire proportional chamber <MWPC> system, 

used to study decay products of neutral beam components 

produced in a target upstream of a magnetized collimating 

channel <which defined the neutral beam and removed charged 

particles>. Its detailed construction and operating 

characteristics far inclusive production have been 

described elsewhere c22.23.24J. The basic features, shown 

schematically in 

production target, 

magnetic field, the 

Figs.<2.1.1> and <2.l.2) 

the collimator channel 

were the 

through a 

decay volume region, and the MWPC's, 

separated by an analyzing magnet. In this chapter are 

of the magnetic described the various components 

spectrometer, and the experimental running conditions. 

... 

-

-
-

-
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FIGURE (2.1.1) Neutral Hyperon Spectrometer .- plan 
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NEUTRAL HYPERON BEAM ELEVATION 

Showing 1G 8° ~ /\ 7T
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FIGURE (2.1.2) Neutral Hyperon Spectrometer - elevation 
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2.2 The Beam Line 

The Fermilab proton synchrotron was operated at an 

energy of 400 GeV and at intensities of approximately 2 x 

10° protons per machine cycle during the course of the 

expeT"iment. Typically the accelerator delivered protons to 

the experimental areas every 15 seconds. in a burst of one 

second duration <called the "beam spill">. The primary 

accelerated proton beam was split into several subsidiary 

beams for delivery to the various experimental areas. The 

beam delivered to the Meson Laboratory was incident on the 

Meson beryllium target, which in turn produced several 

subsidiary beams for transferral to the Meson experimental 

areas. The diffracted proton beam component <400 GeV 

protons> was transported down the M2 line through a series 

of b end in g ( d i p o l e > and .Po c us s i n g < q, u ad r up o l e > mag n e t s , to 

the experimental area about 450 m downstream. Here the 

experiment's production target <usually 1/2-interaction 

length of beryllium> was aligned before the upstream 

aperture of the collimator, at one focus of the beam 

transport optical system. Typically, about 2 x 109 protons 

per pulse were deliveT"ed onto this target, in a circular 

beam focus of about 2 mm full-~idth-half-maximum <FWHM>. 

(The terms "upstream" and "downstream" refeT" to the 

incident proton beam direction>. The final magnet in the 
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transporting beam-line was a string of three 3 m long 

dipole magnets which deflected the proton beam in the 

vertical plane. Abou~ -two~thirds of the way between the 

Meson target and the experimental production target was 

another vertically-deflecting magnet which was used to 

deflect the incident proton beam from the nominal 

horizontal undeflected position. The beam could then be 

restored onto the center of the production target using the 

final vertical magnet string. By this means the 

"production angle", the angle between the incident proton 

direction and the outgoing hyperon direction <the 

collimator direction>, could be varied through values 

between -10 and +10 mrad. The transverse momentum of the 

produced particles was directly related to the production 

angle used. 

2.3 The Target Area 

Immediately upstream of the production target there 

were three pieces of e~uipment used to monitor the incident 

proton beam. An argon-filled ionization chamber <IC>, 

operated at about one atmosphere pressure, provided the 

primary intensity monitoring. 

proton intensities Cup to 

It was calibrated at low 

5 
about 10 per pulse> by using 

three scintillation counters 50 cm upstream of it, which 

... 
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could be mechanically moved into and out of the beam. 

Between the scintillators and the ion chamber a segmented 

wire ion chamber <SWIC>, with 1 mm spacing. provided a 

check of the beam ~uality <"spot-size") of the protons 

striking the target. The typical FWHM in both horizontal 

and vertical views was 2 mm. The SWIC was used to monitor, 

and define, the production angle. in teT'ms of the deviation 

from the undeflected position of the beam <calculated from 

the known geometT'y of the beam-line magnets. and setting 

the corresponding magnet currents in the final bend string 

from their field-integral map). The target itself was 

mounted in a target "muff", a cylindrical piece of expanded 

pol~styrene foam. which was mounted on a rod attached to a 

motor. ·. Around the c ire umf er enc e of the muff were sever a 1 

hales. into each of which a di-Fferent ta-rget was placed. so 

that any target could be automatically rotated into the 

proton beam. One hole was left empty, so that background 

production from sources other than the targets could be 

studied. Data were taken mainly using 1/2-interaction 

length beryllium <15.32 cm long>. with some taken using 

1/4-interaction length beryllium. 1/2-interaction length 

lead, and 1/2-interaction length copper. The targets were 

all cylindrical, with diameters of 0. 152 cm. 

carefully surveyed in the muff so that they 

They were all 

were aligned 

~ith their long axes along the collimator axis, 

centered on the collimator aperture. 

and 
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2.4 The Collimator 

Downstream of the target muff was the collimator. 

This was a 5.3 m long brass channel between the pole tips 

of a large conventional magnet. This magnet was called the 

"Sweeper" because it swept charged particles out of the 

beam of particles produced in the collision with the 

target. Its field was in the vertical direction. with a 

maximum magnitude 

gravitationally level 

of 2. 5 T. The 

to about 0. 5 mrad. 

collimator was 

The channel was 

composed of six blocks, each with a circular hole of fix~d 

diameter, different for each, ranging from 4 to 20 mm, 

drilled through its center Csee Schachinger C6J ror 

details>. The defining aperture was 4 mm in diameter, 

which implied a solid angle acceptance of 1.2 

microsteradians. At an incident production angle of 

7.6 mrad the proton beam was buried in the second block 

from the upstream end. The blocks were removable so that 

the Sweeper's magnetic field could be measured carefully. 

.... 

These measurements of. the field integral, and field maps of -

the magnet. were obtained for an earlier experiment Cthe 

precision measurement of the ~ magnetic moment), and those 

results were used in this ex~eriment C2,6l. It was 

imperative that the field integral be known precisel~ as it 

was this field which caused the precession of anq 

... 

... 

-
-
-
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polarization associated with particles passing through it. 

The sweeping magnetic field was homogeneous over the length 

or the collimator. and was monitored continuously during 

the experiment by means of a nuclear magnetic resonance 

<NMR> probe which remained mounted in the most downstream 

collimator block, Just below the beam position and about 

110 cm from the downstream aperture. This was always the 

primary field monitor; a certain value of the resonance 

fre~uency defined a particular field integral. Previous 

measurements had proved the reliability and reproducibility 

of this approach; the overall' precision to which the whole 

field integral was known <including fringe fields, whi~h 

were measured with a Hall probe, and cross-calibrated 

directly with a flip-coil> was better than 0.2 i.. (The 

value obtained for the magnetic moment of the A in this 

experiment also 

consistency of 

comparison with 

provided an 

the field 

independent check of the 

integral values used. by 

our previous experiment>. Three 

magnitudes. and both polarities. of the field integral were 

used for the data-taking: 13.64 Tm, 10. 55 Tm, and 

9. 05 T m, corresponding to standard fields of 2. 495 T, 

1.9~9 T, and 1.662 T respectively. 
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2. 5 The Magnetic Spectrometer 

Downstream of the collimator was the decay volume Can 

11 m long evacuated pipe with a diameter of 35 cm) in which 

hyperons produced in the target would decay. Further 

downstream was the magnetic spectrometer, which consisted 

of six MWPC's, three before and three after a wide-aperture 

superconducting analyzing magnet. A 10 cm diameter 

scintillator veto, upstream of the decay volume and 1.9 m 

from the Sweeper face, defined the beginning of the decay 

region for neutrals. The analyzing magnet, known as 

"Avis", was 2. 5 m long, and had a vertical field with a 

maximum field integral of about 2.4 Tm. Operated at this 

field, it had a bending power of 0. 96 GeV/c, i.e. a 

transverse momentum of 0.96 GeV/c was imparted to a charged 

particle traversing it. Positively-charged particles were 

deflected towards -x <in the coordinate system shown on 

Fig. <2. 1. l > >. Downstream of chamber cs, positive particles 

were always in ·the negative x region. and negative 

paTticles in the positive x region. The downstT'eam 

aperture of Avis <61 cm horizontal x 20.3 cm vertical> was 

one of the geometrical apertures limiting the acceptance of 

the spectrometer. <The "acceptance" of a detector is a 

term describing the range of parameters of the particles 

which can be detected in it>. 

.. 
-
-
-
-
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- The MWPC's were of conventional construction C22,23J -

each had two planes of signal wires, oriented orthogonally 

to each other, usually vertical and horizontal, ~xcept for 

- chamber C2 which was rotated at 45 de!rees relative ta the 

others. This chamber provided some ambiguity resolution in 

two-track reconstruction. Chamber Cl had 256V x 12SH 

wires, chambers C2 and C3 320V x 32QH, chamber C4 316V 

128H, and chambers C6 and C7 640V x 192H wires. Chamb~r C3 

had a third plane of signal wires oriented at 45 de~rees 

with respect to the others For additional spatial ambi;~it~ 

resolution. Chambers C2, CJ, and C6 were larger than their 

counterparts in ea~lier experiments. C7 was a new 

addition. The signal wire spacing in all chambers ?J.•as 

- 2 mm. except for the rotated plane in C3 which mm. 

They were operated using a gas mix of about 70 X argon, 

30 'l. isobutane, and 0.3 /. freon 13Bl, bubbled throL1gh 

,... li~uid methylal at 0 deg C, and at a plateau high-voltage 

of about 4. 2 kV. 

-
In the regions between the chambers were placed 

helium-filled polyethylene bags, in order to reduca the 

- amount o-f material in the beam, which could give rise to 

multiple scattering. and, more importantl1.1, to reduce the - errects of 0 -conversions from the neutral beam. These 

conversions could give rise to a large charged particle 

flux which would be a severe limitation on e-fficient MWPC 

-



operation with 

necessary when 

With 

24 

high neutral beam intensities which are 

studying a relatively rare like 

helium bags in position, and the 

thicknesses of scintillators and all other materials in the 

b ea m r e d u c e d t o t h e a b s o l u t e m i n i mum < a b o u t 0. 8 g I c mi. ) • t h e _, 

charged fluxes through the chambers were kept below a rew 

MHz at the highest beam intensities. Even at these levals 

the effect on chamber efficienci~s was apparent. redu-:ing 

them to ~92 % Cat worst> to ~97 % fro~ the typical 97-~9 % 

easily obtainable at low running intensities. 

2.6 The Lead Glass Array 

At the most downstream end of the spectrometer. 40 m 

from the downstream face of the Sweeper. was an array of 

lead glass. This was used r or the de t e c: ti on of 't rays. 

2. 6. 1 Lead glass 

Lead glass is a useful material for the 

electromagnetic 

properties: 

showers because it has 

detection of 

the following 

-

-
-

-

-

-
-
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1. It has high transmission at optical wavelengths 

<which allows good sampling or energy deposited 

within it). 

2. It has high average atomic number <which means 

that shower development is rapid once'an electron 

or photon enters>. 

3. It has high density (so relatively small amounts 

can contain the electromagnetic showers of photons 

at these energies - typically between ~2 and ~so 

GeV> . 

4. It can easily be adapted to modular design, and 

hence to designs in which useful spatial 

resolution information can be obtained. 

Relativistic charged particles in an electromagnetic 

shower emit Cherenkov light which is transmitted through 

the glass ta photomultiplier tubes. where the signal may be 

amplified. The total path length of particles in the 

shower is proportional to the energy of the incident 

particle. so that the total Cherenkov light is also 

proportional to the incident energy. Therefore lead glass 

may be used as an effective calorimeter for gamma rays. 



26 

· 2. 6. 2 The array 

The array used here consisted of 70 lead glass blocks, 

each of dimensions 100 100 x 384 l mm , ar-ranged in 5 

horizontal rows, and 15 vertical columns, with their long 

axes parallel to the beam direction. The alternate rows of 

15 blocks were displac~d relative to their neighbors by 1/2 

a block width (5 cm) to minimize the number of nearest 

neighbors fo-r each block, and the entire array shadowed the 

exit aperture of the analyzing magnet, Avis. These blocks 

were manufactured by Ohara. and by Schott, and were tqpe 

SF2 glass with a radiation length of 32 mm. The ari"ay 

structure, together with the associated counter dimensions, 

is shown schematically in Fig. <2. 6. 1) Three blocks were 

removed from the region in which protons from daughter 

lambda decays would sti'ike the arra14, otherwise hadronic: 

energy could leak into the neighboring blocks and interfere 

with recognition of gamma ray showers. ·At the lead glass 

array. the diameter of the neutral beam was about 10 cm. 

The central block in the array, that centered on the 

neutral beam line, was recessed by 38. 4 cm parallel to the 

beam relative to the other blocks in order to prevent 

similar leakage from showers caused by neutral-beam 

interactions <accidental neutrons and gammas) in this 

b 1 oc k. The fluxes of these neutrals we~e several orders of 

... 
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-
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magnitude higher than those or the hyperons under 

investigation, and so these backgrounds could be severe. 

Each block was wrapped with aluminum roil <to improve the 

light containment> and sealed with light-proor black 

photographic tape except for a 5.08 cm diameter circle on 

the downstream end. Here a rubber 0-ring was epoxied to 

the face of the block, which aided in securely positioning 

an RCA 6342A/Vl photomultiplier tube, itself mounted flush 

against the glass by a spring-loaded tripod framework. The 

whole array. blocks and tubes, was enclosed in a 

light-proof air-conditioned steel box <170 x 60 x 60 cm 3 >, 

mounted on a turntable which itself was mounted on a 

wheeled-frame. This allowed movement of the arra~, 

transverse to the beam direction, on a pair of steel rails. 

Before data-taking the array was carefully centered on the 

beam-line Cthe nominal line defined by the collimator 

axis), and fixed there for data-taking. It was convenient 

ta move the array ta three separate positions during 

calibration procedures <to be discussed later>. 
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2.6.3 The signals 

The anode and first dynode signals from the phototube 

on each lead glass block were separately carried back to 

the electronics room in which all the signals from the 

apparatus were monitored and processed and the on-line 

computer was housed. 

or the fast logic, 

The dynode signals ware F:d into part 

to be described later, for L•se in 

d e f in in g th e 8° t 1 i g g er. The anode signal from each block 

was red through a 16 dB attenuator, the eurrent integrated 

over a 120 ns gate and digitized by an eight-bit 

analog-to-digital converter <ADC> unit <Lecroy model 2248>. 

The attenuation chosen matched the phototube respons~ to 

the available range of the ADC unit. 

to 0.25 pC/count over the range 

The ADC range was set 

0-127 counts, and 

1 pC/count over the range 128-255 <the full-scale maximum 

count>, giving a total range of 160 pC. Since the anode 

signals were typically about 30 ns wide, and the signals 

were fed into son ' the input voltage range was about 

250 mV. An energy deposition Of about 30 GeV <a typical 

mid-range 1- ray energy in this experiment> in a lead glass 

block corresponded to an anode pulse height of about 1.6 V, 

which was attenuated to 250 mV by 16 dl3. All the 

attenuators were set to this value. and the high voltage on 

each phototube adJusted accordingly; this is discussed more 

fully in Section <2. 12. 1>. 

- - - -- ------- - -----------------
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2.6.4 The light pulser 

A piece of Fiber optic light-guide was attached to 

each lead glass block via a small triangle or lucite glued 

<with an optically - transparent epoxy> to the face on 

which the phototube was mounted. The fiber optics were 

divided into four groups, each group being fed into a brass ~ 

sleeve inside which a neon flash lamp was sealed. Each 

block could thus be fed with a light-signal from one of 

four lamps. Although the light was fed in through the face 

on which the phototube was mounted, sufficient light was 

totally internally reflected to be detected. This light 

pulser system provided a method for 

of the operation of each of the 

continuous monitoring 

lead glass block + 

phototube systems. 

run at relatively 

The phototubes had 10 stages, and were 

high negative voltage <around 1600 V> 

which kept the gain linear over a large operating range. 

They were usually linear over a high voltage range of 

300-400 V. The negative voltage allowed de coupling or the 

anode signal. Before the experiment an attempt was made to 

set the high voltage on each tube so that they would all 

have the same response to the same energy deposition in the 

block. This was done by testing each tube on a specific 

test block, with its fibe~ optic connection, light-bulb and 

pulser. under the same conditions. Arter stabilizing the 

.... 
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tubes on high voltage <and in the dark> for several hours. 

the voltages were set to give the same, reproducible dynode 

responses < SOO:::t.40 mV, with rise times 

characteristic of the light pulser>. This procedure was 

repeated three times at intervals of about one week. Only 

7 7. of the 70 tubes varied more than 10 7. between readings· 

of their dynode responses at these preset voltages. In 

practice the signals varied considerably more than this due 

primarily to variations from block to block in the fiber 

optic system <connections, etc. >. The voltages 

finally tuned for the experiment after studying 

response of the blocks to electrons of known energi~s 

were 

the 

<see 

Section <2. 12. 1 > >. The actual calibrated responses of the 

blocks were obtained off-line from data taken with a beam 

containing a large proportion of electron pairs - the 

electron lead glass calibration data. 

2.7 Scintillation Counters 

The incident proton beam-monitoring scintillators. and 

the decay volume veto. have already been mentioned. The 

three-block aperture, where the protons were •xpected to 

pass through the lead glass arra~. was shadowed b~ a 30 x 

10 cm~ scintillator. and phototube. mounted flush on the 

front face of the steel box containing the array. This was 



32 

the proton counter <PC> since the proton from any decay was 

expected, and actually req,uired, to pass through it. This 

counter was used as the basic timing counter in the 

experiment, relative to which the signal timing of all 

other detection eq,uipment was referred. 

Between chambers C6 and C7, 50 cm from the glass, 

there 

51 cm1 

five 

was a scintillator hodoscope composed of ten 5.08 x 

strips arranged with their long axes vertical, and 

10. 16 x 51 cm"2. strips horizontal. This covered the 

region of the lead glass array which could be struck by 

charged pions from daughter lambda decays. The signals 

from these counters were fed to latches. CA "latch" is a 

flip-flop device which can be set to indicate the presence 

of a s i g n a 1 i n t o i t ) . Th i s info r mat i on c o u l d b e u s e d t o 

locate crudely a pion hitting the array and was input to 

the l part of the fast trigger logic in an attempt to veto 

such showers being considered as l showers. 

it was called the "pion-killer hodoscope". 

a?.8 Chamber C7 

To improve the position resolution of a 
detected in the lead glass. a seventh MWPC was 

Conseq,uently 

ray showers 

added to the 

sp•ctrometer, 20 cm in front of the array. This h•d a two 

-
-

-
-

-
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radiation length. thick piece of lead mounted in front of 

its active area. which itself shadowed the aperture of the 

glass array. Mounted immediately upstream. of the- lead was 

a scintillation counter, T, which covered that part of the 

chamber's active area. and that of the lead glass, which 

should be free of hits from charged pions. Both the 

counter and ·the lead sheet had holes 10 x 40 cm~ cut out 

of them in the areas corresponding to the PC region C10 x 

30 cm,. and to the central neutral beam region. Gamma 

rays, or electrons. which passed through the lead usually 

gave rise to a small shower of charged particles which were 

detected in the MWPC as a small cluster of wire hits. The 

counter T was viewed by three phototubes, and operated as a 

charged particle veto. Thus the 

covered by three scintillator 

lead glass was totally 

systems: the hodoscope 

covered the v- side, and the T veto the rest, 

the hole shadowed by PC. 

except ror 

2.9 Chamber C3 

To be detected in the lead glass array. a gamma-ray 

had to pass through the aperture of the analy~ing magnet. 

To improve the gamma ray acceptance of the basic 

spectrometer two scintillator-lead-MWPC-scintillator 

sandwiches <of dimensions 20 cm vertically and 60 cm 
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horizontally> were constructed on chamber C3. 

scintillator and lead of these sizes were mounted an the 

upstream face of C3, covering the regions 60 x 20 cm 1 

immediately above and below the magnet aperture, and 

similar sizes of scintillator completed the sandwiches on 

the downstream face. The lead used here was also 2 

radiation lengths thick. The absence of a signal in the 

upstream scintillator, and the presence of a signal in the 

downstream scintillator, was taken to indicate a l ray 

conversion. As for chamber C7 the conversion was 

recognized in this MWPC as a small shower of charged 

particle hits. The front scintillators were called Al 

<top> and A2 <bottom>, and the back ones A3 <top> and A4. 

2. 10 Data Acquisition 

2. 10. 1 The trigger logic 

A "trigger" is an essential part of a high-rate high 

energy physics experiment, in which thousands of events may 

be occurring per second. <The generic term 11 event 11 is used 

to refer to any example of the specific process being 

studied>. This is a mean5 of re~uiring several crucial and 

-
-
-
-
-
-
-
-
-
-
-
-
-
-

-
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well-defined criteria which are satisfied by the desired 

events of the experiment. but which also serve to 

discriminate against unwanted and background events. In 

this way less time is wasted during data collection 

<"dead-time">. Once an interesting event has been found by 

some means, all the relevant information pertaining to that 

event can be found and processed in some way. 

In this experiment the relevant information was the 

wire hits in each MWPC, the pulse heights from the lead 

glass blocks, and the latched signals from the various 

scintillation counters. This information for each event 

was read into the on-line POP-11/45 computer memory via a 

CAMAC interface. and written onto magnetic tape. These 

tapes were later analyzed off-line on Fermilab's Cyber 175 

computer system, and the reconstruction of the interesting 

deca1:1 chains /\ _,. p'{1-, and Tr'_,. '11' performed. 

The trigger was composed of th-ree independent 

sub-triggers, 

data-taking. 

which were interspersed throughout the 

There were two types of 8° trigger one 

re~uiring two 1 -like showers in the lead glass, and one 

re~uiring one shower in the glass and one in the chamber C3 

scintillator-lead sandwich. A I\ trigger was mixed with 

these to provide a means of normalizing s· 's to /\ 's. ~hic:h 

are much better understood 'rom our previous experiments 
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and provide an independent and continuous monitoring of the 

experiment. Since ~ 's are produced about 100 times more 

freq,uently than 3°'s, the A trigger was automatically 

prescaled b y a fa c tor of 128 b e fore mi x in g, in or d er to 

reduce the number of A triggers on tape to a level 

comparable to that of the iz01 s. 

-
-
-
-
-
-
-
-
-
-
-
-
-
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2. 10. 2 The /\ trigger 

logic is shown schematically in The trigger 

Fig. <2. 10. 1 >. Fast signals from the chamber signal planes 

provided their own triggers. Each chamber generated a fast 

pulse which resulted rrom the combination of a logical "OR" 

-
-
-
-
-

o f th e h or i z on ta l 1.11 i r es and I or an "OR " o f th e v er t i c a l -

wires. In chambers CS and C6 the vertical wires <the 

horizontal coordinate> were "OR"-ed in two independent 

halves across the chamber centers. called "left" C+x> and 

"right" <-x>. A fast-OR was formed at a chamber about 

40 ns after a particle had passed through the active area. 

The A trigger required no signal in the veto counter v, at 

least one charged particle <signal> in chamber Cl, a signal 

from the left side of chamber C5 <which means a negative 

particle>, one from the right of C6 <positive particle), 

and a signal in the timing counter PC. 

L trigger, and written 

L=-V. 1. SL. 6R. PC 

This was called the 

( 2. 10. 1) 

whe-re denotes logical "AND", 

This specified the basic 

and denotes logical 

"NOT". configuration of a 

deca~ in the apparatus: a neutral particle 

entering the decaq volume <no signal in V>, a charged 

particle leaving the volume <signal in Cl>. and two 

separated charged partieles downstream of the analyzing 

-
-
-
-
-
-
-
-
-
-
-
-
-
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magnet <signals in C5L and C6R>. A signal in PC re~uired a 

stiff <high momentum> positive particle, typical of the 

proton from a decay, in which the proton,. being much 

more massive than the pion, 

initial /\ momentum. 

carries away most of the 

2. 10. 3 The 8° triggers 

The 8° triggers were complicated by the fact that they 

had to specify gamma rays in some way. In order to do this 

a special electronic system was designed and built to 

identify clusters in the lead glass, fast enough that this 

information could be fed into the trigger logic. This 

de vi c e Illas ca l l e d th e "Gamma C l us t er Log i c " < GC L > . I t s 

function was to identify the presence of individual 

clusters of energy deposition in the lead glass array. and 

return signals, through separate outputs, according to 

whether there were ~ 1, ~ 2, and/or ~ 3 clusters there, 

within about ~O ns of an event occurring. It Illas necessary 

to remove the lead glass block centered on the neutral beam 

from this logic, since the high rate of neutrals striking 

it caused confusion with real "( showers. 
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Using these signals the two cascade triggers, denoted -Cl and C2, were defined. Both required a A trigger. L, as 

a subsidiary component. Then C2 required no signal in the -
veto T, and a ~2 signal from GCL. Cl re~uired a l -like 

signal from the A-counters on C3 and a ~1 signal from GCL. -
The A-counter signal could be from either the top or bottom -sandwiches. These are written: 

C2=L. G.>2. T. <A 1 +A2 > <2. 10. 2) -
- -Cl=L. G2:,1. (Al. A2+A3. A4> <2.10.3) 

The whole trigger was: 

GE= Cl + C2 + L 
2' 

C2.10.4> -
where "GE" stands for "Good Event", the description of an -
event satisf~ing the trigger re~uirements. 

-
2. 10.4 The fast gamma logic -

-
The GCL was a cluster logic arrangement of threshold -

discriminators and comparators which could count the number 

-af disJoint signal maxima occurring in a list of 70 signals 

fed into it. It wa<s wired in such a way that it -
effectively contained a map of the 70-block lead glass 

array used in the experiment so that this clu<stering could -
be accomplished according to the occurrence of each <signal -
~ithin the 15 x 5 array structure of the gla<ss. 

-
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A simplified block diagram is shown in Fig. C2. 10. 2>, 

and a schematic: of the pattern recognition in Fig. C2. 10. 3>. 

The dynode signals from each phototube on the lead 

glass wel'e fed into GCL, except for those from the two 

blocks nearest to the neutral beam since they experienced 

high accidental rates. To each dynode output used, a 9 ns 

clip line was added in Ol'der to keep the signal into GCL 

about 18 ns wide. With the light pulser-originated 

phototube signals input, the G~l output signal was a short 

"'10 ns pulse, but without the clipping a beam particle 

caused GCL to update many times, 

~150-200 ns long. The input 

giving an output pulse 

threshold signal level was 

adJustable; 45 mV was chosen as a satisfactory level at 

which to set each input line. This level corresponded to 

an energy deposition in that block of about 0.9-1.0 GeV 

<including the reduction due to the clip lines>. It was 

found that there was a time-difference at the G/1 output of 

up to 12 ns between that due to a small ("'50 mV) input 

signal and that due to a large C"'1. 5 V> one. This was 

easil1,1 accounted for by the ,difference in rise times of the 

phototube pulses for signals of these magnitudes. The 

internal coincidence circuitl'y was checked to ensure that 

Jitter of this size would not cause it to fail. Although 

the G~2 efficiency was 100 i. far a 1. 5 V signal on one 

input, and a 50 mV signal on any one of the others, the 
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width of the output was only "'20 ns. and the 

time-difference effect of different signal sizes meant that 

the overlap region ·common to all inputs was only .... 8 ns. 

Since the time-difference from channel to channel varied by 

as much as 9 ns <presumably due to slight differences in 

the threshold settings, wiring, and chip characteristics), 

the output width from GCL was set to 50 ns. 

The relative timing of all the phototubes into GCL was 

checked several times, both with the light pulser system. 

and using electron pairs in the beam <see Section 

( 2. 12. 1 ) ). Using electrons. all the blocks were set to be 

within + 3 ns of each other at the GCL inputs. 

The signals from the pion-killer hodoscope were also 

input to GCL, ~o that signals in the lead glass 

attributable to charged particles detected in 

could be removed from the gamma cluster 

the hodoscope 

logic. The 

pion-veto was not expected to be 100 7. efficient due to the 

effects of geometrical parallax on the comparison between 

hodoscope position and glass position <separated by "'50 cm 

along the beam direction> and because hadronic showers in 

the glass could spread into several blacks. 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
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2. 10. 5 The read-out system 

When a particle passed through a chamber the signal on 

the hit wire <or wires> travelled to an amplifier. one per 

wire, where it was split into two parts, one of which 

contributed to the formation of the fast OR signal from the 

chamber. The other part was delayed electronically in 

order to give the system time for a trigger to be formed 

and examined. If the trigger was satisfied a pulse <the 

"enable"> was sent back to each chamber where. arriving in 

coincidence with the 'delayed signal on 

board. it caused a flip-flop to be set. 

each amplifier 

thus storing the 

wire-hit information for the event. The 

took typically 150 ns to arrive at 

fast OR signal 

the trigger logic 

coincidence electronicsi the internal delay generated was 

about 6:50 ns, and a typical trigger event took about 250 ns 

to be formed. The amplifier electronics and most of the 

readout system used emitter-coupled logic. 

The logic simultaneouslq generated a "busy" logic 

level which prevented the s~stem from accepting more events 

until the latched chamber hit information had been read 

out. A priority interrupt sent to the computer caused it 

to read the chamber hits serially through a CAMAC 

interface. Each hit ~as coded as a 16-bit data word. The 
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read operation reset the rlip-flops as it passed; a typical 

event was read out in 0. 5 ms. A variable number or hit 

wires c ou 1 d be read per event. up to a maximum o.f 156. The 

distribution of the total number of wire hits per event. 

including those due to ~ ray showers in chambers C3 and 

C7, rose to a shal'p peak at about 25 hits, and then slowly 

decreased to the maximum value where there was a negligible 

number of events. The ADC signals from the lead glass, a;id 

the latch information. were also read for each event. The 

computer then cleared the AOC units, and reactivated the 

logic to accept a new event. About 200 events per spill 

<of one second duration> could be handled by the computer. 

Between beam spills, the computer read via CAMAC a set 

of scalers containing data from various scintillators and 

logical combinations of such signals, the ADC signals, and 

the IC data <which was read and reset>. The ADCs at this 

time contained either pedestal values Cthe floating 

base-line of each AOC channel> or signals due to the light 

pulser system <the light pulser flashed on alternate 

spills>. 

The computer read information into core memory, which 

was separated into three buffers. When one buffer wa5 

,illed the information was transferred to disk, while data 

were written into the next buf~er. The core-to-disk 

-
-
-

-
-
-
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transfer time comprised the bulk of the dead-time in which 

no events could be collected. At the end of a spill the 

incomplete buffers were transferred to disk, and the 

information on disk was written onto magnetic tape. 

scaler information for the spill was then written. 
-? 

2. 11 Monitoring 

The 

Several monitors of the behavior and operation of the 

experimental apparatus were used during the data-taking 

period. These were used to ensure proper operation of the 

equipment and to pinpoint specific breakdowns and failures. 

The primary proton beam ~uality monitor was the target 

SWIC the position and size of the proton beam here was 

kept fixed at specific well-defined operating points. The 

SWIC trace was continously displayed on a storage 

oscilloscope in the electronics room. so that" these 

conditions could be kept as stable as possible. Any 

deviations from the expected target position were corrected 

by adJustments of the currents in the various beam-line 

magnets. 

The field of the sweeping magnet was monitored by the 

NMR probe the NMR resonance was displayed on an 
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oscilloscope in the electronics room. Part of the 

circuitry of the probe included a calibrated fre~uency 

monitor. which displayed a digital readout of the resonant 

fre~uency. The magnet's power supply also gave a voltage 

readout from a current shunt. 

Each MWPC had a small 1 ~Ci Fe 5; source attached to 

its frame, aimed at one signal wire which was not in the 

·active region and had instrumentation independent of the 

rest of the chamber. Each radioactive source emitted 

3.9 keV X rays which caused small signals on the wire; 

these were fed into an emitter-follower whose output could 

be viewed on an oscilloscope in the electronics room. The 

signal was a monitor of the chamber operation. including 

the ~uality of the gas-mix, the operatin~ voltage, and 

background noise on the data signals. 

.... 

.. 

... 

... 

... 

... 

The on-line computer displayed histograms of the .. 

wire-hits in the MWPCs. the signals in the AOCs, and other 

related information. on re~uest at a storage oscilloscope. 

These histograms were carefully watched for the appearance 

of misbehavior of the apparatus. in particular bad 

amplifier board circuitry and problems with the readout of 

the chambers. 

.. 

.. 

... 

... 

... 

.. 
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Further checks were provided by the first stage of the 

off-line data analysis. The chamber efficiencies were 

obtainable from reconstructed A d~cays since the trigger 

only re~uired one hit in a chamber although there would be 

two from a f\ decay. 

2. 12 The Lead Glass Calibration P'T'ocedure 

For various calibration purposes, data on electron 

pair events were collected. Electron pairs were produced 

when '6 rays scattered from material in the neut'T'al beam. 

Normally they appeared as Y-like tracks, in which there was 

apparently only one track before Avis. and 

of it (in one horizontal plane>. 

two downst-ream 

To enhance ~ ray conversions. a thin piece of lead 

was placed in the neutral beam Just downstream of the 

collimator exit. The e1-e- pairs passed through the 

spectrometer and produced showers in the lead glass array. 

The incident proton beam was at 0 mrad and at relatively 

low intensity ("'10 5 protons/pulse>. A veto scintillation 

counter, o, was placed on the downstream face of the 

Sweeper, over 'the exit aperture, and the lead fixed to the 

counter's downstream face. The normal decay-volume veto 

counter V was used in coincidence. and Avis was run at 1/3 
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of its usual full field value so that §11 

would not be swept totally off the array. 

the electrons 

At this field 

the electrons satisfactorily illuminated the full width of 

the array. A horizontal-field magnet. U1ith sufficient 

field strength to separate the pairs vertically, was placed 

between the Sweeper and v. so that the electrons could be 

SUlept across the vertical dimension of the array. The 

-

-
-

fringe field of the Sweeper was sufficient to split the -

pairs slightly in the horizontal plane, and the field 

directions of the SU1eeper and Avis were set to opposite 

polarities to increase the resolution of the splitting. 

Each e•e- pair could then be reconstructed as a vee in the 

spectrometer, and hence their momenta. or energies. found. 

The trigger required O. V. l2L. l2R, which was suf.Picient to 

tag the desired conversions. A tape of such data was taken 

at each of three positions of the lead glass array on its 

rails, and five settings of the vernier magnet current were 

used for each tape. in order to illuminate all the blocks 

uniformly. Each calibration thus resulted in three data 

tap es. One set of tapes was taken at the beginning of the 

experiment, another in the middle. and the third at the 

end. This simple and convenient procedure ~uickly enabled 

calibration constants for the conversion o~ ADC signals to 

energ~ units to be obtained off-line. The details are 

discussed in the next chapter <Section <3. 5> >. 

-
-

-
-
-
-
-
-
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the actual data-taking of the first Before 

calibration, the pulse heights from all the lead glass 

blocks were e~amined while they were illuminated with this 

electron beam. The anode pulses were examined directly at 

the phototube bases. The attenuators between the tubes and 

the ADC modules were set so that full-scale on the most of 

ADCs corresponded to the largest energy likely to be 

deposited in one block. This number was chosen to be 

30 GeV, corresponding to a maximum pulse height on the 

anode of about 1.6 v, as mentioned in Section <2.6.3>. To 

do this, electrons of about 15 GeV energy were picked from 

the beam by calculating the approximate position at the 

array to which they would be deflected by the analyzing 

magnet, and mcving the array <and using the vertical 

vernier> to illuminate every lead glass block with 

electrons of this energy. It was found convenient to set 

the attenuators to the same value <16 dB), 

heights were then set to about 0. 7 

adJusting the applied high voltages. 

and the pulse 

0.8 V by slightly 

About 30 blocks 

needed this readJustment, the maximum change being about 

150 V. Once this had been done the high voltages were kept 

fixed for the rest of the experiment . 
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2. 13 Data-taking Conditions 

Data were taken under various combinations of values 

of production angle and Sweeper magnetic field integral, 

and type of production target. Four targets were used, as 

described previously. although most of the data were taken 

using 1/2 interaction length beryllium. 

As mentioned above. three magnitudes of the sweeping 

magnetic field were used, and two signs of the field 

direction: +<up> and -·<down>. The notation for the Sweeper 

field integral condition was: ~1 corresponded to full 

field, 13. b4 T m, ~7/9 to 7/9 of full field. 10. 55 T m. and 

~2/3 to 2/::3 field, 9. O~ Tm. ·rhe va-rying magnitudes 

allowed self-consistency checks of the polarization 

results, and the opposite signs allowed some bias 

-
-

-
-
-

-
cancellation, an important feature also resulting from -

data-taking at two signs (+ and -> of the incident 

p-roduction angle. Data were taken ·at 0 mrad. :!:,2 mra d, 

:!:,4 mrad, :7.6 mrad. and :!:.10 mrad. 

A typical magnetic tape. or run, contained about 

80 000 triggel"s. and took about 2 houl's to complete. In 

all there were 142 data tapes written. The breakdown of 

this total into foul' subgroups was as follows: 

-

-
-
-
-
-
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- 1. There were 111 "=' 0 - trigger tapes. 

-
2. There were 22 so-called "empty" tapes. in which 

there was no target in the beam, for background 

studies. 
,... 

3. Three "straight-through" tapes weT'e taken. Th es~ -
were used to define, and check, the centers or the 

MWPCs, and to relate their inhel'ent ( x y ) 

coordinate systems to each other and to the - z-a xis. The Sweeper and Avis were turned or-fl, the 

- pToduction target removed, and the dil'ect proton 

beam at 0 mrad and low intensity 

- tT'ansmitted through the spectrometer. The 

cooT'dinate system is described in more detail in 

the following chapter. 

-
4. Three sets or lead glass calibration tapes were 

- obtained <nine tapes in all>. 

-

-
-

-



CHAPTER 3 

DATA ANALYSIS I RECONSTRUCTION 

3. 1 The Of.P-line Analysis 

The raw data, on the magnetic tapes written by the 

on-line computer, were processed through several stages of 

analysis o.P.P-1 ine .. Each stage performed some 

data-retrieval and purification of the input sample, 

reduced the amount of spurious and unwanted information and 

compacted the data for convenience and ease of further 

analysis. Data-compacted magnetic tapes were usually 

~ritten during each level o' analysis. There were three 

basic levels of data summary: V-reconstruction Cbasic:ally 

h reconstruction from MWPC hits), and two levels of 2° 

reconstruction. A diagrammatic summary of the analysis is 

sh own in Fi g. C 3. l. l >. 
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3.2 The Coordinate System and Sign Conventions 

The Lab ( x1.p) coordinate system was defined 

fol lows. The positive z-axis UlaS defined as 

as 

the 

undeflected proton beam direction th.rough the MWPC's when 

the sweeping and analyzing magnetic fields were orf, with 

z=O at the exit aperture or the collim~tor. The ::t=:~=O 

origin in each chamber was dePined by the position at which 

this proton beam passed through it. The x and y axes were 

then defined in each chamber by the horizontal and vertical 

signal wires respectively, with a sense so that <xyz> 

formed a right-handed set of axes. Since the chambers were 

gravitationally level. this was equivalent to positiv~ y 

being the upward vertical. and x being horizontal. Al 1 

measurements were referred to these axes. It was round 

that there was less than 0. 5 mrad difference between the 

z-axis and the collimator axis direction. The sign of the 

Sweeper field direction was defined so that positive 

magnetic field was along +y; this was e~uivalent to the 

deflection of a positive particle moving along positive z 

in the positive field being towards -x. The two signs oF 

magnetic field were those with the direction of the field 

along + or - y. 

always along 

-x. 

The analyzing magnetic field dir~ction was 

+y, so positive particles were deflected to 

-

-
-
-
-
-
-
-
-
-
-
-
-
-

-
-
-
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- The sign of the production angle was defined positive 

- in the following sense: 

--+ --+ The production angle was positive when in x out was 

along +x; 

- -The production angle was negative when in x out was 

along -x, where 

,,... 
~ 
1n = the vector direction of the proton beam 

incident on the target, and 

-out = the vector direction of the neutral beam 

<collimator axis direction>. 

,... 

- Previous experiments had shown that the axis of the 

neutral beam at 0 mrad production angle was in the same - direction as the straight-through proton beam within 0. 1 

- mrad, the angular resolution or the spectrometer for A 's. 

The directions of the fields in all the relevant magnets 

- had also been carefully studied C6J. Both the sweeping and 

analyzing magnetic fields showed no significant deviations - from being purely in the y-direction. The magnet restoring 

,... the proton beam onto the target had a small bending power 

in x, as well as its primary bending in the (yz> plane. 
,... 

<This could contribute to a _y-bias, but cannot af.Pect any 

-
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magn~tic moment measurements). 

3.3 The Monte Carlo 

For optimizing the design of a high-energy physics 

experiment a "Monte Carlo" is essential. This is generally 

a software model of the experiment, in which as many of the 

-
-
-
-
-
-

relevant physical parameters as possible are taken into -

account. Typically, hypothetical events are generated 

according to the kinematical laws governing the process 

under study, and their appearance examined in a mock-up of 

the expeT'imental apparatus ( i. e. the 

apertures. bending by magnetic fields, etc.>. 

geometr-ical 

By assuming 

various momentum distributions. and considering more or 

less detailed specifications of the e~uipment, this 

procedure results in information which can be used for 

designing of the experiment and understanding its results. 

A Monte Carlo applied to this 

spectrometer showed that about five times as many 1 's as 

-
-
-
-
-
-
-

passed through the Avis aperture hit the magnet face <and -

would be lost from detection>. Therefore it was decided to 

build the two scintillator-lead sandwiches on the face of 

chamber C3. This was expected to increase the l -
acceptance by about a factor of three. The Monte Carlo was 

-
-
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also used for deciding the optimum size for the proton 

counter. and the hole in the lead glass array. The 

dist-ribution of 't rays from 'O"° decays had greates·t density 

around the center, near the hole. so a th-ree-block hole 

C30 x 10 cm~) was used although about 10i. or the protons 

from the 3° decays would be outside this region in y. 

<The x containment of the protons in the hole was virtually 

to ta 1 >. The design of the pi-killer hodoscope also 

benefitted from these studies. 

Once real data have been obtained, a Monte Carlo 

remains userul in checking that the equipment is behaving 

as expected. according to how well the original Monte Carlo 

actually simulated the experiment. A Monte Carlo is a 

g-ross simplification of the actual situation. but this is 

its utility - it c_an show JUSt what is important. and what 

is less significant or irrelevant. 

In the case of reconstruction or polarization analysis 

programs, like those central to this experiment. Monte 

Carlos can also test the algorithms used. Polarized events 

can be generated by a Monte Carlo, and these analyzed for 

polarization as if they were real data. This can give 

confidence that the program works as designed, and does not 

introduce spurious polarization signals! 



60 -
Monte Carlos can to give ~uantitative information 

about the presence of backgrounds in data samples. on~e -
clean samples of real data are available from which one can 

find the correct momentum and spatial distributions with 

which to generate Monte Carlo events. The Monte Carlo 

method is the easiest way in practice of determining the -acceptance of a complicated spectrometer. 

... 
The acceptance of this spectrometer has been studied 

in great detail for /\ 's; Fig. <3. 3. 1 > shows its momentum 

dependence. The lower curve shows the fraction of A -event5 detected from a "flat" <momentum-independent) 

spectrum of f\-. p1T- decays generated at the target. This -
includes geometrical aperture effects. and resolution 

effects resulting from reconstruction. The upper curve -
shows JUSt the geometrical acceptance, for A...,. pn- decays -occurring in the decay volume. 

-
The overall acceptance is shown in the lowest curve -of Fig. C3. 3. 2> it is much lower than for the /\ case. 

Note that the acceptance drops very rapidly ror A 's o.P -
momenta lower than 100 GeV/c. To refer to cascade 

candidate events with one gamma detected in the lead glass -

and one in the chamber 3 sandwich, the notation "lG" was -used; "2G 11 then referred to events with both gammas 

detected in the glass. For 8° events or momenta ~ioo GeV/c -
-
-
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the Monte Carlo predicted that there would be about twice 

as many lG 8°'s as 2G; at ~200 GeV/c this ratio Falls to 

about 1: 1 <see the middle two curves in Fig. <3. 3, 2> >. The 

sum of these two curves gives the uppermost curve, which 

represents 

subsequent 

the geometric acceptance ror z0~AlTO I and 

A~PTr-, decays occurring in the decay volume. 

This er-feet has been seen in the real data. 

However, rinding the apparatus acceptance to 

sufficient precision to enable polarization usually 

spatial asymmetry - measurements to be made, are usually 

enormous. One or the advantages of the analysis method 

used in this experiment is that it does not require such a 

one-ta-one correspondence between a Monte Carlo-generated 

sample and each real data sample to obtain the result . 
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3.4 Vee Reconstruction 

3. 4. 1 Pattern recognition 

The MWPC wire-hit data were searched for events with 

the basic V-topology characteristic of a f\-. p tr decay, 

i. e. two charged tracks intersecting in one point c the 

vertex> in the decay volume, and which are deflected 

through opposite angles while passing through Avis. A set 

of computer programs searched for such geometries, and then 

attempted tc reconstruct each V according to one of the 

decay h y p oth es es f\ .-. p't1- , ~ ~ pfl'+, K: ~rr+n- The program 

made a reasonable attempt to identify the hits on each 

track by means of a least-s~uares fitting procedure, while 

re~uiring the x and y views to correlate with hits in the 

rotated chamber c2, and the track segments upstream and 

downstream of Avis to intersect approximately midway 

through the magnet. This fit resulted in slopes for both 

tracks in both views, the decay vertex position. and 

momenta for each of the tracks assuming a nominal value of 

0.9~ GeV/c for the field integral.of Avis <the angle of 

bend through the magnet determined the momentum of the 

track>. All these "V" parameters, the error matrix from 

-
-
-
-
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-
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the ,it, the raw wire hit information from chambers C3,C6, 

and C7, and the lead glass pulse he~ght information were 

written to a magnetic tape for those events which satisfied 

the vee criteria. The scaler records were also transferred 

to this tape. These tapes were called "Tapout" tapes. The 

output of the program included diagnostic information 

concerning the chamber wire hit distributions and 

efficiencies, pulse height distribu~ions from the lead 

glass. trigger latches set, and the types. qualities. and 

efficiencies of the reconstruction fits to the data. This 

provided ful"ther monitoring of the running of the 

experiment and was performed concur-rently with the 

data-taking. The trigger latches gave a way of 

distinguishing between the vees associated with the three 

types o~ trigger-event. thus enabling comparisons between 

the samples to be made. 

The trigger latch efficiencies were virtuall~ 100 /., 

as determined from c:ompal"isons of the various 

sub-components of each t'rigger. which were themselves 

late h ed. As expected there was about 2 /. 

cross-contamination of the L triggers by the Cl and C2's, 

about 1~ 7. contamination of the Cl's by the C2's, and about 

10 1. contamination of the C2's by Cl's. Cascade 

reconstruction was attempted on all the cascade trigger 

events. 
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There was some ambiguity in the classification of 

vee-topologies into /\ 's, ~ 's, and K; 's. This was resolved 

as fo 11 OUIS C24J. For events where the positively-charged 

track had the higher momentum the invariant mass was 

calculated assuming this track to be a proton, and the 

other a negative pion. ·rhe identification as a f\ was made 

on the basis of a comparison of this mass with the known A 

mass ( 1. 11557!,0. 00006 GeV/c'l), according to a 

mass-measurement error r:r, which 111as calculated from the 

error matrix of the vee fit. If its mass was within 3~ of 

the known mass the event was called a /\. 

3.4.2 Calibration of the analyzing magnet 

A short computer program examined only the 

reconstructed K; events, and foT'ced the measured K: ~rr•n­
invariant mass to its known value <0.49767!,0.00013 GeY/c~> 

by iteT'ating the Avis flield integT'al. Th is · gave a 

run-by-run calibration of this flield. Its value was found 

to be stable to <0.3 7. over the course ofl a run, and only 

varied within a few percent over the duration of the 

experiment. at 0. 96 !:. 0. 01 GeV/c. 

momentum scale for the experiment. 

This value defined the 

-

-
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3. 4.3 Typical composition of a raw data-tape 

A raw data tape contained about 80 000 trigger events. 

At 7.6 mrad. the trigger composition was about 30 i. lambda 

CL> triggers. 30 i. Cl cascade triggers, and 40 7. C2 cascade 

triggers. About 70% of the lambda triggers, and 60 i. of 

the cascade triggers, were reconstructed to vees. Between 

55 i. and 60 i. of the· vees satisfied the <prr-> mass 

hypothesis to be A-. pn- decays. In both trigger samples 

about 10 7. were vees with very small or negligible opening 

angle before Avis , and 10 i. totally failed to reconstruct 

as straight tracks. This component of both samples 

consisted of spurious. and accidental triggers Cdue to 

backgrounds), as well as real events in which there were 

enough missing MWPC hits <due to chamber inefficiency and 

high-rate saturation effects> to cause a failure of the 

reconstruction pattern-finding algorithms. 

At 0 mrad the relative purity C 8° content> of the 

trigger samples was the poorest of all the production 

angles. As the production angle was increased the sample 

purity gradually improved. This effect resulted mainly 

from the fact that the inclusive neutron and gamma ray <and 

hyperan> production spectra decrease rapidly with 

increasing production angle. These neutral components have 
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much higher rluxes than the hyperons being studied, ar.d can 

give rise to backgrounds, due to interactions with material 

in the beam-line or accidental coincidences in the lead 

glass. At 300 GeV incident proton energy and a prodwction 

angle or 0.6 mrad, yields in this hyperon beam have been 

measured to be: 400 A's, 45 K: 's, and 5 /\ 's detected per 

101 protons on target. Corresponding numbers ;or neutrons 

and gammas are estimated to be ~20 000 and 

respectively C22J. 

3. 5 Lead Glass Calibration 

Before 2 •-.. /\ lT' rec on st r u ct i on c o u l d pro c e ~ d it uia s 

necessal'y to obtain the calibration constants For the lead 

glass ADC signals. These are the numbers, with units 

GeV/count, which convert the signals in counts to energies 

in GeV. This was done in two stages. First, the sets or 

lead glass calibration tapes were analyzed. The events on 

these tapes were mainly electron-positron pairs. These 

were reconstructed in the spectrometer, to give known 

energies and positions in the lead glass, and 

least-squares Fit was perrormed to these energies and the 

clustered lead glass signals <involving the unknown 

calibration constants> corresponding to each electron for 

all the events on the tapes. This involves minimizing the 

-
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q,uantity 

~<Ei-~c.s .. >" 
l ' i L lJ 

( 3. 5. l) 

1&.1here 

J labels events, 

i labels blocks with non-zero signals for event J• 

Ej=energy from spectrometer, 

c:~ =calibration constant for block L and 

s .. =signal in arbitrary counts in block i. 
L} 

This approach resulted in a set of· 70 calibration 

constants, C· , 
l 

one for each lead glass block in the array. 

At the same time the energy and position resolution of 

electrons in the glass were studied. Using thes~ values 

the first stage of 8' reconstruction could proceed and the 

second stage calibration was performed. 

3. 5. 1 The GCL pattern recognition efficiency 

The GCL efficiency was studied by using a software 

equivalent of its pattern recognition logic on electron 

shower data taken during the calibration runs. The 

pion-killer veto inputs to the GCL logic: were turned off 

during these runs, so that the possible problem of veto 

inefficiency in the trigger would be avoided. 
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-
GCL's algorithm was to count as a cluster any signal 

which was larger than that in each Of the neighboring -
blocks (of which there were up to six), considering only -signals above the (adjustable> threshold. The threshold 

used for the data taking was 45 mV. This was modelled by a -
computer program which clustered the lead glass signals 

like this, and the results of applying a sequence of -
increasingly stringent cuts Pound. -

The decisions made by the GCL electTonics had been -

flagged by setting up to three latch bits, one for each of -G~3 decisions. There rol"e these bits 

contained the coded information that Q, or 2:,3 

clusters had been found. This latched information was 

compared with the software decisions, which led to -
inefficiencies in GCL's logic as a function of an arbitrary 

signal threshold cT <in ADC counts above pedestal). The 

inefficiencies were defined -
For G2:_1. N< 1) = no. of GCL says 0 decisions 

no. of software says 1 decisions 

For G2:_2, N<2>= no. of GCL says 0 or 1 decisions 
no. 0;: software says 2 decisions -

The resulting inefficiencies were: 

-Inefficiency ( 7.) 

cr<counts> 10 20 30 40 50 60 70 80 -Er<GeV> 0. 7 1. 4 2. 1 2.8 3. 5 4.2 4. 9 5. 6 
N< 1> 41 32 3. 2 2. 9 2. 7 2. 5 2. 3 2. 1 
NC2> 57 39 5. 3 5. 0 5. 0 4. 7 4.9 3.2 -

-
-
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These numbers were obtained using electrons from 

reconstructed e~e- pairs in the spectrometer. The electron 

momenta ranged from 2 to 60 GeV/c, with a broad peak around 

1 :5-25 GeV /c. About 30 000 events were used. No account 

was taken of possible hardware latch inefficiencies; these 

were expected to be of negligible importance once the latch 

modules had been checked in operation. The lead glass 

calibration constants were typically ~o. 7 GeV/count, so the 

threshold counts could be converted to the approximate 

energy thresholds shown <E7 >. 

For > 2 GeV energy deposition in a one block per 

cluster. these results showed that GCL was over 95 /. 

e.Pficient. 

The pion-veto section of GCL worked by vetoing the one 

cluster whose peak signal was in the block directly 

correlated spatially with the pion hit in the hodoscope. 

This of course could not veto the hadronic shower in the 

glass if the pion caused multiple clusters in surrounding 

blocks, or if parallax effects defeated the hard-wired 

logic matching the blocks with the hodoscope sectors. 
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3.6 1st Stage 8° Reconstruction 

A set of computer programs performed a one-constraint 

ClC> fit to the hypothesis that a particular ~ 0 trigger 

event satisfied the '.:!0
-+ J\iT° decay. mode. The essential 

preliminary problem was the identification of gamma ray 

showers in the lead glass and the 

sandwiches on chamber C3. 

3. 6. 1 ReJection of hadron showers 

lead/scintillator 

Before attempting to cluster the blocks with signals 

in them, the charged p and n- tracks were examined to see 

whether they could cause hadronic showers in the array, and 

-
-
-
-
-
-

-

-
-

conse~uently whether there could be spurious signals there. -

Both tracks were extrapolated to chambers C6 and C7 first. 

If hits in Co could be clearly and unambiguously associated 

with a charged track the calculated slopes were modified to 

force the fitted tracks actually through them. All hits in 

C7 which could possibly be due to the charged tracks were 

deleted from the data. Whenever the proton track at the 

lead glass was not at least ~ mm from the nearest block 

around the edge of the hole a blanking procedure was 

-
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implemented to remove possible hadronic signals from the 

data. Centered on the proJected position a circle of 

radius 7. ~ cm was drawn, and the energy deposited in all 

b 1 o c k s w i th c enters w i th in th i s c: i r c 1 e, was summed . If this 

1a1as less than 2.:; GeV the lead glass data were unchanged; 

if it was above 2.:; GeV a second circle of radius 14.4 cm 

was drawn and the signals of all blocks with centers inside 

were set to zero. If the charged pion was identified in 

the C6 data, and proJected to hit the lead glass Cpions 

1a1ere usually swept totally off the array by Avis> a 

blanking procedure similar to that for the proton was 

applied. If the pion was not uni~uely identified in C6, 

although it was expected to hit the glass, the lead glass 

data were left unmodified until a later stage. 

3.6.2 Lead glass clustering 

The lead glass data for each event were processed by a 

clustering algorithm which reduced them to a set of 

disJoint showers. A cluster was defined to ·be a connected 

spatial region bounded by either the edge of the lead glass 

array or by blocks without signals in them. inside which 

all blocks had finite energy deposited in them. The total 

energy of each shower was calculated using the calibration 
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constants from· the electron calibration analysis. 

and y centers-of-gravity of each cluster were also found. 

From this set three tqpes qf shower ~ere deleted: 

1. Showers with centers within 2 cm of the neutral 

beam line. <A large number of triggers were 

caused by accidental coincidences between a lam:da 

and a stable neutral beam particle <neutron or 

gamma> shower, with or without another gamma-like 

signal. These all had clusters with centers close 

to the neutra 1 beam. > 

2. Showers with centers within a radial distance of 

15 cm from the proJected charged pion hit in the 

glass, -for the cases in which the hit had not been 

can-firmed by the C6 data. 

3. Showers composed o-f such a large number of blocks 

that they were unlikely to be due to a single 

electromagnetic shower of the calculated energy. 

The number of remaining clusters controlled the path 

of further analysis. Ir this number was ~2 the event was 

considered a possible 8' ... i\Tr 11 decay 111ith bath 1 rays 

hitting the glass; only the two most energetic showers 111ere 
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considered. If this number was ~l the event was considered 

a possible 13• decay with only one 6 hitting the glass. In 

the 7.6 mrad data, about 20 Y. of the C2 triggers ended up 

with no useful showers in the lead glass. 30 'Y. with one. 

30 7. with two. and 15 i. with three, and the rest more than 

three. For the Cl triggers, -25 i. had none, and 50 7. one, 

whereas for the L triggers 45 7. had none and all the rest 

one. 

3.6.3 Use of chamber C7 data 

The wire hits in chamber C7 were examined ror each 

event in an attempt to find the x and y coordinates of any 

gamma ray passing through the scintillator lead 

chamber sandwich. A gamma ray passing through the thin 

lead sheet could cause a shower or charged particles which 

would appear in the chamber data. This could improve the 

position resolution or the gamma rays otherwise determined 

from the lead glass data alone. Guite often low energy 

wide-angle electrons produced in the shower caused large 

strings of wire 

where within these 

hits C::>25>. There was 

strings the parent 

no way of knowing 

l ra~ actually 

passed. This effect was reduced by operating the chamber 

at a voltage lower than its plateau voltage (for minimum 
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ionizing particles>. The following treatment was adopted 

in both x and y; x will be considered for definiteness. A 

region of width 4.3 cm on either side of the x value 

obtained from the lead glass clustering was examined for 

hits x. 
J 

in the C7 data. The lead glass array and the 

chamber were sufficiently close in z that there was 

negligible error introduced by this assumption. If no hits 

were found th e l po s i t i on was ta k en d ire c t 1 y r r om the l ea d 

glass data. When there was one hit, its value was taken. 

For more than one hit the ~uantities 

x =< 1/N) L x. . .) 
J 

( 3. 6. 1) 

a-~ =<llN>l:<x~ -x-a> <3.6.2> 
J J 

were formed, with the sums ranging over the hits within the 

window region. For showers with ~~ < 2.25 cm~ the x value 

was set to x. When ~~ > 2.25 cm~ an attempt was made to 

split the hits into two disJoint regions separated by at 

least 9 contiguous wire-spacings where there were no hits, 

and x and ~~ were redefined for these sub-regions. The 

procedure was repeated if possible if rr""- were still :> 

2. 25 cm". If such a division was impossible x was set to 

the lead glass value and the chamber data were ignored. 
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3.6.4 Use of chamber C3 data 

Scintillator-lead sandwiches covered the upper and 

lower thirds of the active area of chamber C3. The middle 

third shadowed the analyzing magnet aperture. through which 

charged particle tracks had to pass to be 

momentum-analyzed. The scintillators vetoed any charged 

particles passing through them, so any hits in the chamber 

in regions behind the lead were associated with showers 

from neutrals passing through it. The wire hits in these 

regions were clustered into diSJOint two-dimensional 

spatial regions. Since there were three planes of signal 

wires in this chamber Cx,y,u>. hits could be spatially 

located unambiguously, and without conTusion with hits due 

to the proton or pion from f\-+ PTT- decay. For each of 

these showers the center-of-gravity in x and y was also 

found. They were each considered as possible gamma ray 

sh ewers. Events with one or more shower in C3, and one or 

more shower in the lead glass were considered as possible 

s·~ J\ifO Candi dates UJi th One gamma hitting the g 1 aSS1 and 

the other converting in C3 <and not passing through the 

magnet aperture>. About 55 Y. of typical Cl triggers had no 

showers here. 25 7. one. and 15 7. three; 80 7. of the C2's 

and 90 7. of the L's had none. 
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3.6.' Measurement resolution 

The measurement errors were req_uired for use in the 

kinematic fitting. 

1. The 2 mm sp~cing of the signal wires of the MWPC's 

corresponded to a measurement of the spatial 

p o·s it ion of a charged particle within a 

root-mean-sq_uare CRMS> deviation 0-=0. 057 cm. 

2. Errors associated with the energy and position 

measurements from the lead glass data were 

obtained from the electron calibration tapes. 

The spatial resolution in the lead glass was 

obtained from the widths of the distributions of 

for electrons reconstructed 

in the spectrometer, where the subscript II s II 

denotes values from the spectrometer data, and "g" 

those from the lead glass data. Values or about 

-
-
-
-

-
-
-
-
-
-

-
-

2.3 cm in x, and about 2.2 cm in y, were obtained -

for the FWHM 'CJ. Similar values were obtained -using ,,~ 's from beam /\ 's. The value <r =2. 4 cm 

-
-
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was u s e d f or ea c h err or , w h er e 2 O" wa s th e FWHM, ' 

since the precise values were not important. 

The energy resolution or the whole lead glass 

was found to 

er =O. 32../Ec GeV) , from 

be 

the 

consistent 

width of 

with 

the 

This was the error used. 

There was also a long non-Gaussian tail in the 

distribution at high E, corresponding presumably 

to energy leaking out of the sides and back of the 

array <12 radiation lengths in depth>. The 

value was actually found from the FWHM of the 

distT'ibution CE~ -E 5 >I~, which should have a 

half-width k related to 0- I according to the 

astJumption (j =k4E. The FWHM of the distribution 

of E, /E5 , for all electrons with momenta £30 

GeV/c, was 167.. 

3. Fol' l ray positions obtained from chamber C3 or 

C7 data, the corresponding o- value 111as used, 

although there was no direct experimental check of 

its value possible. These values ranged from 0 to 

1. ~ c:m with about half in the 0-0. 1 c:m range. By 

examining the strings of hits in chamber C7 due to 
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electron conversions in the lead, and comparing 

with the proJected tracks, the resolution was 

found to be about 0. 7 c:m in x and 0.4 c:m in y. 

<There were usually 1-6 hit wires per string. in a 

range 0-1. 6 cm>. About 551. of the l 's in the 

lead glass achieved further spatial resolution 

from the C7 data <in x and/or y >; about 45'Y. ended 

with <r =2. 4 cm in both x and y. 

3.6.6 Kinematic fitting 

The measurements or the momenta of the charged 

particle v. and -Pn- , with the l ray position and 

<possibly> energy measurements, together with values ror 

the probable eT'T' OT' S in them. were used in an 

over-constrained kinematic fit to the hypothesis that the V 

and the two l -like showers satisfied the decay chain: 

~·---1'n• 
/\ -+pn-
110~ 'lo 

(3.6.3) 

with the initial 3° having been formed at the production 

target. This used all the measured ~uantities, while 

c:onstT'aining the parameters to satisfy the kinematic 

conservation equations appropriate to the above chain. The 

numbeT' of constraints is the number of measured values 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
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minus the number of free parameters. This is 3 in the case 

of a s· decay in which both l energies are measured in the 

glass, and 2 if only one energy is measured. The flit 

information from the original vee reconstruction had been 

carried through, but now the proton and charged pion 

momenta were allowed to vary within their known error 

ranges and the A mass forced as a c~nstraint on the 

A ~ p11- decay. The fit involved the minimization or a 

chi-squared function constructed to satisfy th es a 

requirements. 

The chi-squared used in the ';:: 0 reconstruction was 

c:omplicated by the number of parameters and constraints 

determining Eqs. ( 3. 6. 3). First, this fit U1as performed 

without constraining the gamma-ray energies (if they wer~ 

known from the lead glass data>, and obtaining the energies 

f.!:.2m. the fit. This allowed the -=:.•-events reconstructed 

here ta be used for a direct calibration of the lead glass 

using actual rays from \r0 decays. The programs 

processed tapout tapes, identified topological candidate '2:? 

dec:ays through such a Fit, and wrote the identical 

information ~ram the tapout tape onto a second-stage data 

summar1:1 tape, called a "lC-Tape", for such candidates. 

This was a considerable reduction in the volume or data to 

be analyzed, typically by a fac~or of about eight. as these 

tapes contained only candidate "'=" 0 ...... events. The prcgram~s 
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output for each tape included a set of 70 calibration 

constants obtained in an analogous way to those from the 

calibration, but here forcing the 1T0 
.... 21 decay 

constraint and starting fir om the calibration 

constants, and replacing E5 with E,~ . 

A 

so 000 

typical 7.6 mrad tapout tape, containing about 

vees, yielded about 7500 1C 8° candidate events, 

about 4000 lG's and 3500 2G's. 

3.7 Final Lead Glass Calibration 

The electron calibration procedure was the ideal way 

to obtain the calibration constants which should be used 

for calculating the shower energies from r rays from tr 0 

decays (since the shower development should be independent 

of whether the incident obJect was an electron or a 

photon>. However, these values can change over th~ course 

of an experiment like this one, which lasted several weeks, 

due to gradual changes in the properties of the lead glass 

+ phototube + ADC system Ce. g. due to radiation damage in 

the lead glass), or sudden transitions Ce. g. due to 

replacement of a b-raken unit>. The lC 3° event calibration 

provided a continuous monitor of these effects, at least 

for those blocks which had a sufficiently large number of 

-
-
-
-
-

-
-
-
-
-

-

-

-
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l ray hits per run. The set of calibration constants 

resulting from this approach agreed with that from the 

electron calibrations, where the sets overlapped in time. 

Since they were obtained from l rays directly, they better 

monitored the more important blocks <the l's of interest 

being the-re>. The run-by-run 1C values exhibited larger 

statistical fluctuations than the electron calibration 

constants, since there were fewer ~ events on a '2°-trigger 

tape than there were e~e- pai-rs on an elect-ran calibration 

tape. To enhance the reliability of the values of the 1C 

calibration constants, and check their consistency with the 

electron values, the' lC values were connected with 

information from the light pulser system attached to the 

lead glass blocks. 

3. 7. 1 Use of the light pulser information 

The l i g h t · p u l s er s y stem prov id e d an indl!pendent 

continuous monitor of the gain of the lead glass + 

phototube + AOC system, for each block in the array. The 

ADC signals from the lead glass blocks were written into 

the scaler records between spills during the data-taking, 

alternate records being fed with the light pulser responses 

and the ADC pedestal values. For the light pulser sign~ls 

in a particular block, x., where i labels the scalel" record 
L 
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<spill>, the q,uantities 

x=< 1/N) ~:x~ C3. 7. 1 > 
~ 

~ 111 rr =<c11N>l:<x~> -<x>1.> <3.7.2> 
i. 

were formed. For a typical run there were about 200 to 300 

spills, so the q,uantity 

e=C 11./N> rr Ix (3.7.3) 

which measured the stability of the light pulser signal in 

a particular block over the run was typically ~ O. 57.. Thus 

the light pulser was expected to be a good monitor of 

run-to-run gain changes. As long as the gain and behavior 

of the block+tube+AOC system remained unchanged the product 

of th e l i g h t p u l s er s i g n a l an d th e c a l i b 1" at i on c on st a.n t 

should remain constant for each block. An improved 

calibration constant ror a particular block and run can ba 

obtained from the expression: 

C=CllL><L x C:> (3. 7.4) 

where L is the mean light pulser signal over this run. and 

<.~ denotes the mean over the whole experiment. This 

approach is valid as long as any time-dependent drifts 

inherent in the light pulser system have been removed, so 

any change in the signal is due to a gain change of the 

block + tube + AOC system rather than to the pulser itself. 

-
-
-
-
-
-
-
-
-
-
-
-
-
. -

The 70 blocks were serviced by four light pulser bulbs. -

divided about e~ually amongst them. so that inherent light 

-pulser fluctuations would appear as coherent changes in all 

the blacks serviced b~ a particular lamp. The overall -
-
-
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consistency of the system over the course or the 

data-taking also confirmed its utility. The output light 

spectrum of each of a sample of neon flash lamps was 

studied with a multichannel pulse-height analyzer before 

the experiment, and each lamp used was picked for its low 

noise and high stability characteristics. The resolution 

of each lamp used was better than 27. FWHM. 

The details of the procedure will now be discuss-ed. 

The lead glass signals in the scaler records were 

examined for each block, spill, and run. There should have 

been alternate pedestals 

occasionally 

otherwise bad. 

one or 

and 

the 

l i g ht p u 1 s er 

other might be 

signals, 

missing, 

but 

or 

Windows were chosen over which to average the signals 

in order to obtain a mean light pulser signal. for each 

block and each run. 

Some blocks stopped operating or changed their 

operating characteristics suddenly during the experiment. 

Some blocks showed very weak light pulser signals to the 

extent that the pedestal-signal separation was unclear. 

Various alternative approaches were developed For these 

cases. 
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The light pulser signal distributions were generally 

non-Gaussian; although some were sharp and narrow. others 

were wide and flat, some had low tails, others high 

shouldel"s. The windows were chosen in ordel" to obtain a 

T'easonably accurate mean value. The low tails seemed to 

correlate directly with one of the lamps. 

The signal due to the light pulser <above pedestal> 

was 

s ( i I J ) =g ( i I J ) G ( i ) A ( i ) 

where 

i labels the black <1. ...• 70), 
J lab e l s th e run < 1 , . . . , 133 > , 
ACi>=the constant light pulser input. 
G< i >=the constant gain o.f the system, and 

(3. 7. 5) 

gCi. J>=the time-dependent light pulser fluctuation. 

The Fluctuations gCi, J) depend on the particular lamp: 

g ( i I J ) =g ( k I J ) 

for all blocks i serviced by lamp k Ck=1 •..• 4>. 

values were reduced to 4J values. Defining 

<S ( i) :>=<S ( i I J) ;>= ( 1 /N) L ( s ( i I J) ) 

where N=number o~ T'uns <=133), and 

R ( i I J ) =S ( i I J ) I <S ( i ) > 

=g C k, J > G Ci> A< i > l<S < i > > 

0 ( i I J ) = ( 1 IN It ) L ( s ( i I J ) I <S ( i ) > ) 

=g ( k. J ) ( 1 /N ~ ) E ( G ( _i ) A ( i ) l<S ( i ) :> 

<3. 7. 6) 

Thus 70J 

(3. 7.7) 

(3.7.8> 

<3.7.9) 

-
-
-
-
.. 
-
-

-
-
-
-
-
-
-
-
-
-
-
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where 2: runs over the Nb blocks i on light pulser lamp k, 

the ratios 

r < i , J > =R < i , J > I 0 < i. J > (3. 7. 10> 

were formed. 

In these ratios the gCk, J> factors cancel, and· 

coherent light pulser effects have been removed from t~e 

light pulser signal SCi. J>. <The ratios r(i, J) we-re 

denoted "L" in the earlier discussion>. 

For each block, and each T'un, there was an associated 

lC calibration constant CCi, J>. Th e p r o d u c t s C < i , J } r < i , J > 

were formed and these products fitted by straight lines: 

for a particula,.. block i, 

y < i, J > =m < i > x < J > +c < i > 

where 

y ( i I J ) =C ( i I J ) ,.. ( i I J ) I an d 
x<J>=time-dependent variable 

=-index of run < = 1, . . . , 133 > . 

C3.7.11> 

The linear fit was Justified by its simplicity and by the 

fact that the first order time variation was satisfactorily 

removed in this way. 

This resulted in a set of 70 pairs CmCiLc(i)) which 

carT'ied the calibration information. The calibration 

constant for block i during run J was then defined by 

C ' < i, J > = < m < i > x C J > +c < i > > /r C i, J >. <3. 7. 12> 
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This procedure was quite successful, convenient. and 

consistent. It enabled the calibration constants to be 

interpolated between the electron calibration runs. and 

consistently tied to th~ 1C values where they existed from 

the lC ~a .Pits. 

3. 8 2nd Stage 8° Reconstruction 

With the calibration constants known for each block 

and run, the full-constraint kinematic 8° fit was 

performed. 

both o 
This is a 3C-fit for the r:"' 0 ..... events 

rays are detected in the lead glass. 

identical to that at the lC level except 

in which 

The rit was 

-r or the 

constraints on the measu"T"ed l energies. If a particular 

event showed ~2 showers in the lead glass, and Li in 

chamber C3, both the lG and 2G hypotheses were tried. The 

two largest showers in the glass were used for the 2G 

attempt, and the largest one together with each of the 

possible showers in C3 for the lG. The resulting 

parameters from each fit were saved. and at the end the 

combination with the lowest ~.,, chosen to be the correct 

one. This approach was generally unambiguous; ~70 7. or the 

-
... 

-
-
-
-
-
-
-
-

-
-
-

lG events only had one satisfactory shower in the chamber -

an lJ wa lJ. From the fit resulted several parameters 

each "'="' 0 - -associated with event. <obeying all the 

' '\ -
-
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conservation equations appropriate to Eq,. <2. 5. 3> ), 

1. 

2. 

3. 

Final state momenta fOT' P• 11-, A , rr0 , 01 I '(1.; 

Two 

decay vertex position (x,y, z>... 
.:. 

chi-sq,uared values, r A and ~'1 
'=' ... . X'" A 

described how well the p and 1T- obeyed 

A-+ P. n- h1:1pothesis, and x,. 
"::' 

d-e s c r i b e d how 
.... 

the 

well 

the A with the o data satisfied the ~0 
... J\ito 

hypothesis. 

These fitted momenta were used in the subse~uent 

polarization analysis. This information was written onto a 

third level of summary tape, ca 11 e d a "3C-T a p e ,; , OT' 

"Outdat" tape. The original ~·data on 111 raw-data tapes 

now ~illed six tapes. These data were subJected to the 

polarization analysis. 
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-
3.9 Event Parameters and Event Selection 

-
3. 9. 1 Trigger samples -

... 
An important part or the data analysis Or a -

high-statistics experiment is the clarirication of the data 

sample - an understanding of its purity and contamination -

by backgrounds. "Background" events are those arising from 

sources other than the intended one <the producti.on 

target>. It is particularly important to understand these 

events in an experiment in which polarization er yields are 

being studied, since they are an unwanted conrusion of the 

process under investigation and cause errors in the 

results. 

To ensure that these backgrounds were kept to a 

satisfactorily 10111 level during the ·data-taking, 

interspersed through the experiment data runs were taken 

without a target in position. Any events collected during 

-
-
-

-
-
. -

these "empty runs" must come from the background sources. -

Various effects could contribute to the magnitude of such -contamination, the most important one being mis-steering of 

the incident proton beam onto the pr~duction target in such -
' -
-
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a way that a proportion of the data were produced from 

mater i a 1 o th er than th e tar g et < e. g. 

mag n e t c a i 1 s , e t c . > . 

the collimator walls. 

In fact these backgrounds were kept to an acceptably 

low level. so that their contribution to the final data 

sample. and their effect on the polarization results, were 

negligible. CAt 0 mrad this background contribution to 

the 8° yield was about 10-12 /., but was only ~1 /. at 

4 mrad, and d ecr eased to <1 7. at 10 mrad, before any cuts 

were applied>. 

In the accompanying figures various lambda and cascade 

event parameters have been plotted for comparison purposes. 

It is important to notice that in this experiment there 

were two independent samples of 2° events obtained. This 

is because the acceptances for the events with two gammas 

detected in the lead glass <called the "2G" 2.0 events>, and 

those with one in the glass and one in chamber C3 <the "lG" 

events> were very different. and involved different biases. 

This was useful when checking the consistency of results 

from the samples. Also A tT'igger events were prescaled 

into the raw data so that A events were available 

throughout the experiment for continuous monitoring of the 

behavioT' of the apparatus. In particular this enabled 

comparisons to be made between /\ 's from '2: 0 deca1:1s and 
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those in the original neutral beam <called "beam A 's" for 

convenience>. 

3.9.2 Parameter distributions· 

Typical decay vertex distributions for beam A 's and 

daughter A. 's fT"om the 1G and 2G i;::• samples aT"e shown in 

Fig. <3. 9. 1). The lG and 2G relative normalization in these, 

and the succeeding. figures is arbitrary. The daughter 

~ 's cleaT"ly show the exponential decay chaT"acteristic of a 

parent-daughter two-step decay process of finite lifetime; 

this distribution is of opposite slope to that for the beam 

A 's. 

Fi g . < 3. 9. 2 ) pres en t s t y p i ca 1 1 G an d 2G so vertex 

distributions, showing a one-step decay process modified by 

acceptance <integrated over momentum>. 

The f\ momentum distributions <Fig. C3. 9. 3> > show that. 

as expected. daughter h 's tend to have lower momenta that 

beam /\ 's. 

The -;:::• momentum dis tr i but ions sh ow that 

have higheT" momenta than these in 

(Fig. <:3. 9. 4 > >. Again, this was e. x p e ct e d as 

th e 2G 2: 0 
' s 

the 1G sample 

the 2G events 

-
-
-

-
-

-
-
-
-
-
-
-
-
-
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required both 1 rays to be forward in the Lab. sc that 

they passed through the aperture of the analyzing magnet, 

and this implies higher momentum for the parent8• 's. 

The invariant mass distribution of the < '"11 > pair is 

plotted in Fig. < 3. 9. 5 > for a 2G 3° sample. The FWHi'l of 

this sample is 30 MeV, most or which is due to the energy 

resolution of the lead glass. No background is evident in 

any or these distributions. The ,\tr 0 > mass for typical 

events is shown in Fig. <3. 9. 6). The 1G and 2G sampli:s have 

similar widths, although the 1G sample has a sharper peak 

but longer tails than the 2G sample; this is because the ~· 

mass has to be assumed in the invariant mass calculation 

for the 1G events. The mass resolution on the cascade 

invariant mass can be read From these histograms; the FWHM 

is 32 MeV. For comparison purposes the <pn-> invariant 

mass distribution for beam A events is shown in 

Fig. (3. 9. 7>. The FWHM is 3. 2 MeV after a cut or !,3cr <a rr 

calculated from the errors involved in the fit C24J) on the 

invariant mass. The resolution for the "="· - events r.ua s 

limited by the energy resolution of the lead glass. 

An informative parameter for use in investigations or 

sample purities is the "target-pointing 

"Target-pointing" is the process o-F 

reconstructed momentum vector back 

parameter 

proJecting 

R 'J, II 
A . 

the 

to the z of the 



l l l l l l ) l 

~ 
• 
0 .. 
,... 

0 

~ ,... 

0 

"! 
"' 
0 
'! 

~"' ... 
I 
0 
-o 
.!.o 
ei.:, 
;! 
~ 
:zo 
~ 

0 

~ 

0 

"! 

Q 

'! 

Q 
0 

0
0.00 .10 .20 .Jo .40 .50 

l ) l 

LAMBDA VERTEX 

,eo .10 .ao ... so 
VERTEX (CtU ('"Io- .. > 

} ) l l 

SYMllOL KEY 

. -., 
I 
I 
I 
I 
I 

llEAn 
10 CASCAPE 
20 CASCADE 

1.00 1.10 1.20 1. o 1.40 1.so 

FIGURE (3.9.1) A vertex distributions for beam and daughter A's 

l l 



l I l" I ~ 

0 

~ ... 

0 
N 

r> 

0 ... 
N 

0 
N 

0 .. 

CASCADE VERTEX 

r--,.._., 
r-_..-...1 I 
I a. ... 
I ----: 
I I 

~-~ ~-, 

I I 
I !.-'"I 
I I 

I L-., 
r-...1 L-, 
I I 
I I 

I '"-, 
;-~ : 
I L-., .. _, 
I I 

I L., 
I I 

I L., 
: .1-....r-'--1·-, : 
I ;-' L .• r-·1 I 

J
·- .. _., ! __ r1. ... L .. _l 

I f 1-... L L., : . . .. L, 
r-r· ... r t-.,t I - -., 
I I 

! 1 ... 1 
! 1 
'··-· -i ... 'i 

SY11110L KU 

IG CASCADE 
2C CASCADE 

.. --=--t.~-· 
0 1::·~ 
o L4 
00+.-0~0~.,+0~~.2+~0~~.J+0~~.4+b~~.5~0~~.6;0~~.;7br--~.~80t--~.-9~0~-,-.~00~-,-.. +,-0~l-.+2-0~-,.+.J~0~-,.~4-0~-,4.5-o~ 

VERTEX (Cl'U <• 1o·J1 

FIGURE (3.9.2) ~Q vertex distributions 

l l. l ,. l i l l l l I I l l 



l l l l ) 

0 

~ 

0 
OI 

0 

"! 

0 
t-; 

0 

"' ~. .. 
I 
Q -.!.o a:.., .... 
§ 
z 

0 .. 
0 ,-
~ I 

I 
I 
I 
I 
I 

0 I 
~ I 

0 

.- .. 
I I 
I I 
I I r-.J I 

I 

l 

L-, 

r-.J 
I 

I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 

I 
I 
I 
I 
I 
I 
I 
I L-, 

I 
I 
I 

I 
I 
I 
I 
I 
I 
I 
I --., 

I 
I 
I 
I 
I 
I 

-, 

} l l ) 

LAMBDA MOMENTUM 

ll, 
'l 

l ) l 

SYl180L KEY 

8EAl1 
Ill CASCADE 
20 CASCADE 

) 

g ·~~ 
0o+.-0-0-+-~4~0~.owol.-jr--80~.-0-0--+~-,2+0-.-00-+~l-6+0-.0-0-+-~2-0~0-..~.o~;~·f'""'-2~40~.~0~0..-~28~0-.-00--+~J-2+0-.0-0-+~J-6+0-.0-0-+-~4-i00·00 

tl011t:Nlllt1 (GEV/C) 

FIGURE (3.9.3) A momentum distributions for beam and daughter A's 

l l 



I ... I I 

a .. 
0 ... 

0 .... 

0 

"' 

Q 

r-., 
I I 

r-.1 I 
L-., 

I 

' t 
I 
I 
I 
I 
I L-., 

I 
I 
I 
I ,.-.I • 

I I 
I : . .._ ... 
I I 
I I 
I I 

CASCADE MOMENTUM 

1 r-·1 1 

.J f l_IL1 
I J 11 
11·· 1 

I I.. 

SYtulOL KEY 

'° CASCADE 
20 CASCADE 

r-"'r·- ~~l 
I .. :l. .. 1 

g'-~-4-~+-~~r-~~jL··_·+-~+-~+-~+-~+-~+-~+--~-·l~·~-··=t.,=".ni~::::a.i,... __ _..,~-t-~-t-~-t-~-+-~-+-~-t 
0 0.00 40.00 ao.oo 120.00 1•0.00 200.00 2~0.00 210.00 320.00 • 

l10t1£H tun IGEV /Q) 
360.00 400.00 

FIGURE (J.9.4) Ho momentum distributions 

l l l l t l l l l l 



l l l ) ) ) ) l 

GAMMA-GAMMA INVARIANT MASS 

.. 

0 ... 

0 

"' 

I 
00 -· !. . 

0 • 

0 

"' 

0 

-

-

-

o-1---+---+---+---'-_.__.....__.....__,,___..-=) = I I I 
<>o.oo .'fo ' .so 1.20 '.60 2.00 :l.4o 

lNYAftlANl HASS IGEY)l•IOl ) 
I 2.ao 

l·'IGUHg (3.9.5) (yy) invariant mass for 2G :: 0 •s 

l 

I 
J.20 

) 

C: I MllOL Kf.Y 

2G CASCADE 

I 
3-60 

I 
i-00 

) l 1 



-% 
< -a::: 
< 
> z -
0 -a... 
I 
< 
Cl 
co 
~ 

... "' 00 ... << 

"' u <) 
..: "'"' << ... u <) 
a 
! a~ 

-N ,_ 
"' 

100 

0 _., 

l~ 

1: 
l~ 

l~ 

i: 
JJ: 

JL!; 
.. ~ 1.:.> .------------------· --; ~ 

~=========~-------------------~ :-1 ~-------------------------------~ -~ 1 : 

o~· l oo· l 

"--------~ O< 
---.--~ ,.,,c 

01· 09' Qt>• 
Ct-Ol•l lilSWON 

~ ... ~ l.:; -..,1.. < 

~J ~ 

ot.· 

.., > 
~ ~:a . ;:.-

1
·~ 

N 

t: 
t: 

0 

oo·il-

"" 
U l 

-"" l= 
< 

-

-
.. 

\ -
... 



l l ) l l l ) l ) l 

0 

'? P- P l I NV AR l ANT MA SS 
II> 

0 
II> ... 

BEAM 
0 

'? -.. 
0 
II> 

n 

8 
if" 
I 
0 
-o 
!.11> 
eiN 
! 
:;) 
z:o 

'? 
"' --
0 

"? 

0 

'? 

-

~~-----~s---~~~~~~~·· '·" . •·1· \·12 . 1-12 . 1.12 1.'13 loll • 1-14 
NYARlAN hASS (GEY> 

0 

"? 

0 

'? 
0

1 -10 I. \o I. 10 

FIGURE ( 3. 9. 7) (pn-) invariant mass for beam A's 

l ) 

...... 
0 

1 

...... 



l 

400 GeV . ~~ Protons , ,,. "' 
I ,,. 

: ,,"'' Decay 

.. , 
Radial distance 

R 

2 
FIGURE (3.9.8) Definition of RA parameter 

l . l : l ; ( ,,,, t. t l I ' l 

p 

y 

( I l l l ' ( I I 

....... 
0 

"' 



l l 

0 .., .. 
0 
0 .. 

0 
II) 

0 
0 

0 
II) 

) l ) l } 

R2 OF LAMBDA AT TARGET 

r-"'--, r--1 I 
r--' --, 
I '"-1 
I I 
I ~-, 

I I 
r--' L, 
I I 

J -i---.Il_ L, 
. I l L-, 

r-..1 1 ~-"1 
I ... 1.. !.-, 
: -L '"-, 
I I 

-J -L.I L-1 
I ----, _J -··1 a,.._ 

····i. .... , 1 .. _, 
··-··1.._ .. _-i._, L .. ___ , 

l._ .. -.... _ .. 
1 

L ___ "\._ ........ "\.---, 

l ) 

SU180L KU 

BEAM 
IG CASCADE 
2G CASCADE 

···1 ... -.. .._ ... _"\._ L_,... ___ 
1 

, __ ... -1._J"-"\.-
---··--. ..... ,_~····-···-······1 '\.-1 

g-l--~t-~-t=:=:F='="t-~ ....... ~t-~+-~+-~+-~+-~-1--~-t--~+-~+-~+-~+-~~·-···_-_···~----_-_·-~·--..~-1 
0 0.00 40-0o • ao'.oo • 120.00 160.oo ~oo.oo 240.00 2110.00 320.00 • 360.00 400.00 

R-SOUARED <11M••2> 

l 

FIGUHE (3.9.9) RA at target distributions for beam an<l dctuqhter A's 

t 

I-' 
0 
w 

l 



104 

:3. 10 Choice of Final Data Samples 

-
Before polarization analysis of the reconstructed 

events, several cuts were applied to the data samples. A 

"cut" is some restriction in the range oF possi~le values 

of a specific event parameter, which is applied in order to 

reduce unwanted backgrounds. or to define more precisely a ... 
particular sample of events. 

3. 10. 1 Cuts 

The cuts were chosen to be as "loose" <unrestrictive) 

as possible, but "tight" enough to remove events for which -the subsequent analysis might be suspect. For example. 

events with decay vertices too near the Sweeper were cut -
from the sample. because the magnetic -Field integral 

through which they had travelled was then not precisely 

def in ed. The set of cuts required that: 

1. The /\ decay vertex was in the decay vacuum, i.e. 

lay between a value of z=190 and z=1300 cm; 

2. The 8• vertex was outside the fringe field of the 

... 
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Sw e e p er , i . e. at a z:>60 cm; 

3. The e~ergy of any '1 detected in the lead glass 

was ~ 3 GeV; 

4. The energy of any o detected in chamber C3 was > 

1 GeV; 

5. The spatial position of any 1 in the lead glass 

was over 2 cm from the· top and bottom edges of the 

array. and over 2 cm from the hole in the array. 

6. The X~ was < 20 for lG, and <. 30 for 2G, 3°'s. -
These cuts were decided upon after detailed studies of 

their effects on the data. backgrounds. and Monte Carlo -

generated events. Further cuts were additionally applied 

in some cases . A cut req,u i-r i ng the A momentum to be above 

7~ GeV/c was applied in investigations of the eff~cts of 

low-momentum A 's on the data <The spectrometer acceptance 

drops rapidly fol' A momenta below 100 GeV./c>. For the 

0 mrad data. a cut of R! ~ 30 mm1 was used to reduce the 

large backgT'ound contamination there; ·a cut of ~!~20mm1. was 

used on the 2 mrad data. 

no evidence of backgrounds, 

applied. 

The data at other angles showed 

<.10 no R"- cut 
" 

was or 
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-
Geometric cuts were made along the edges or all 

chambers and apertures during the polarization analysis 

itself, in order to •liminate regi.ons uihere the -detection 

or reconstruction efficiency was poor. The most sensitive 

one was that around the edges of the proton counter PC, _, 

since this was the limiting aperture on the proton -acceptance. This cut eliminated about 5/. of the A 's which 

would otherwise have been accepted. <The limiting aperture 

for n~'s was the downstream Avis magnet aperture>. 

At various stages or the analysis tighter cuts were 

applied to investigate the stability or various results to 

the cuts used. These will be mentioned as appropriate. 

3. 10.2 Backgrounds 

The X::, distribution was not that of a classical 3C ... 
distribution even ror the 2G events. due to the possibility 

of s14stematic and non-Gaussian er,..ors in the O ra~ energy ... 
and position measurements. Some possible sources or such 

errol's were: 

-



-
-

-
-

,.... 

-

,... 

107 

shower energy leaked out of the lead glass array 

<hole, back, or edges>; 

the blanking procedure <for possible hadronic showers> 

blanked some block5 really comprising a 1 shower; 

an incorrect position fol" a f ray was cho5en from the 

chamber C7 data; 

local miscalibration of the lead glass. 

Misreconstruction of ·a using an accidental o -like 

signal <from e. g. hadronic showers or neutral beam 

interactions> might also occur. The 8°-fit constrained the 

':;!0 to pass through the centroids of the beam A 

distributions at the production target and the defining 

aperture of the collimator, and this might not be the true 

physical situation. Furthermore a :::• might actually be 

prod u c e d b y a /\ int e -r a c: t i on w i th i n th e c a 11 i mat or i t s e 1 r. 

These sources of possible backgrounds in the ':::' events 

reconstructed will be discussed more ~uantitatively in 

Section <5. 4>. 

The ~·-trigger re~uired the time-coincidence or two 

l -lik• showers and a A -like vee detected in the 

spectrometer. I r th • tr i g g er was no t a 8', i t wa s l i k e l y 
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that the A was produced in the target and the coincidence 

wa s a c c i d en ta 1. This can be investigated by examining the 

distributions or the A 's. In Figs. <J. 10. 1> and 

<3. 10. 2> are shown typical R! distributions for A 's from 

...... .:. events with high <low probability o-F being a::=:·), 

for t.. 's from ~·events with low x1 chi g h s probability of 

being a s· ) I and for /\ 's -From Monte Car lo 3• events. 

These should be compared with the typical R~ distributior. 

of beam I\ 's shown in Fig. <3. 9. 9>. The beam-like nature of 

the A's in the high-~!., events is clearly demonstrated. 
~ 

By ~uantitative comparisons of the data with Monte Carlo 

results, these distributions could be used to obtain 

es t i ma t es of th e a c c i d en ta l b ea m A b a c k g r o u n d i n th e ::: • 

samp 1 e. 

3. 10.3 Fool event background estimation 

An alternative approach to obtaining a quantitative 

estimate of the background was actually followed. This 

involved the construction oP a'rtiPicial '2° events, called 

"Fool" events, by mixing the I\ data from one event with 

the l data from another. using only real events with pool' 

This initormation was Fed through the 

-
-

Z -reconst"ruction prog"rams. to obtain a sample of sput"ious wJ 

... 
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~ 's. To increase the statistics of this sample the ~ 

data from each high x~ event were mixed. successively • .... 
with the 1 information from the following three high ~~ ..... 

- events. The events supplying the A and 1 data to this 

procedure were presumably likely to be background triggers. 

Since in accidental coincidences there should be no 

correlation between the 1' and the l signals, this method 

was expected to model them. The R! distT"ibutions foT" f\ 's 

from fool events and fT"om '2° events with high ~~ aT"e shown -
in Figs. <3. 10. 3> and <3. 10. 4) they are very similar. 

This checks the correlation between R! and x~ I and shows -
that the bT"oad R! distribution of the real events is not an 

artifact of the '2' fit. Figures C3. 10. 5) and C3. 10. 6> show 

the distributions of log(~~> for real and fool events, 

after normalization so that they both have the same total 

number of events in the region ~~ > 60. C lG >, or 70. 

<2G>. It is clear that the fool event distribution closely 

predicts the high tail of the real data. With this 

normalization. the fool events provided a way of estimating 

the accidental backgrounds in the real data, by counting 

the number of fool events below the nominal 

~or lQ, 30 for 2G> used to define the samples. 
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CHAPTER 4 

DATA ANALYSIS II: POLARIZATION ANALYSIS 

4. 1 f\ Polarization - Theoretical 

The h ~ pn- decay mode typifies the decay process 

of the type 

spin 1/2 --+ spin 1/2 + spinless ( 4. l. 1) 

In such a decay the two-particle final state can have one 

of only two possible orbital angular momenta. with L=O <S 

state>, or L=l <P state>. The decay is completely 

described by the amplitudes s, p for the final state to be 

in the s, P states respectively. In expressions for decay 

rates. and transition amp 1 i tud es. the following 

combinations often occur: 

116 
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2 Re< s• p) 
ti. = 

tsl 1 +1pl1. 

2 Im<svp> (4. 1. 2> 
~ = 

lsl'l+lpt" 

l 
I s I' - I p 11 

= 
I s I" +I p 11. 

and ot1 + ~1+ 1~ = 1 ( 4. 1. 3) 

These d. ~ , and 1 are called the "decay parameters" 

fa,.. the p,..ocess. The spin state of the daughter spin 1/2 

particle is determined by these pa,..ameters. 

Fo,.. the decay ( 4. 1. 1) the distribution of either 

daughte,.. pa,..ticle in space is ,..elated to the polarization 

of the parent through an e~uation 

ll = k C 1 + ~ PCos 9 > 
d.0 

1a1here 

(4. 1. 4) 

n a na. of daughte,.. particles <eithe,.. one), 

n = solid angle, 

d. = d. deca~ pa,..ameter, 

P • pa,..ent polarization, 

e =angle between direction of pola,..ization and daughte,.. 
momentum direction <see Fig. C4. 1. 1)), 

k • normalization constant <e.g. 
implies k=1/C41T > >. 

rectuiringfdn = 1 

All these values are refer,..ed to the rest frame of the 

parent. Far the case of 

dn < p > • k < 1 + d.,. P,. Cos 9 > ( 4. 1. s) 

d.Q 
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~ A 
UJith = PA. p 

Cos 6 
PA 

-- A 
where PA is the " polarization, and p is the unit proton 

momentum vector C25,26J. Integration over the ¢ variable 

gives 
_. A A A 

£Ul = k C 1 + ct" P,. . n n. p > 
de 

( 4. 1. 6) 

" where n is a unit vector in any arbitary direction, and 

Cose = A I\ 
n. p. This is only approximately true in practice 

because the a~ceptance may depend slightly on • Thus if 

<:/.,., and P" are non-zero c ~" is knoUJn to be "'0. 65), there 

UJill be an asymmetrical proton Car pion> distribution in 

space, relative to <any> direction 
A 
n. 

,.. 
If n is chosen 

successively as the x, Y• and 1 axes then the components of 
~ 

PA along these axes can be found. This is the convenient 

"self-analyzing" property of the UJeak parity-violating 

decay mode. In practice this is not trivial 

because the acceptance of the detecting apparatus distorts 

the apparent spatial distribution of the protons, and this 

may mask the asymmetry due to polari.zation. 

-
-

... 

-

-

-
-
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4.2 8° Polarization - Theoretical 

decay an expression analogous to 

Ett. < 4. 1. 5 > describes the distribution of A 's in the "'=" • ...... 

rest f.rame: 

dn< /\ > 
dO 

,. 

.... 
= k < 1 + ~. P,... 

~ .:. 
" A > 

where A is the unit 3-momentum vector of the 

rest frame C RF>. 

(4. 2. 1) 

A in the "'=". -

For decays of the type Eq,. <4. 1. 1), the polarization of 

the daughter spin 1/2 particle can be related to that of 

the parent C27J. The expression written for the particular 

case of the "="o ,... A'TT o - decay is 
,. .... A A .... A A .. 

( cl.o:o + A. Pi::! >A - ~( /\ x p"=' lr.o A x <A x Pr:- ) 

-- - .... ... -PA = A .. 
1 + ct., " . pl'!I ( 4. 2. 2) .. -

where the terms on the right-hand-side are referred to the 

8°RF <although of course the left-hand side, being a 

polarization, only has a simple interpretation in the A 
.... ... " RF>. Here PA I P..., are 3-vector polarizations, /\ is the 

.:.. 

unit 3-vector momentum of the " ' and c(.e ' ~';:: and 1r.:o are 
.:. -

the decay parameter!! For the s· .. A-rr• mode. CA similar 

r•lation of course relates the decay proton pol~rization to 

that of the parent /\ for the (\ .. pn- decay>. 

-
-

-

... 
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For the measurement of the polarization ror the 

case the relation Eq. <4. 2. 2>. used 'JJi th 

Eq. <4. 1. 6>. may be more convenient than the self-analyzing 

relation Eq_. C4. 2. 1), because then only the /\ acceptar.:~ of 

the detection equipment must be understood. 

It is important to note that Eg. (4 .., ..., .. is c... c.. .' 

unambiguously defined, il that !.h.!!. SIJr."OOl; 2,!L3_2 

"Qolarizations" ill their standard senssa, in the SQe<:i:: /\ 

"'="' j RF obtained from the !:.. RF Q_IL ~ Lor~ntz boost along .I..:...2. " 

d i r e c t i on i n !.!:!.!. 3' RF. 

Eq,. (4. 2. 2> also shows how ~"='• can be measured. F.:r an -
unpolarized sample of '::: 's, 

A 

= at"!" " 
( 4. 2. 3) -

so the daughter f\ 's are polarized longitudinally, with a 

magnitude "~ . Since this is helicity, and is 

invariant to Lorentz boosts along the momentum direc~ion, 

it does not matter which A rest frame is used for the 

analysis. so that in contradistinction to the general ,:,;:;se, 

the various measured quantities do not have to be 

transformed from the Lab frame to the /\ RF via the 3• RF. 

<See Fig. (4. 2. 1 > , which shows the relationship betwee"' the 

various momenta-ror the~~ analysis>. 
.:. 



1
..,..., 
c.c. 

The best experimental values for ct':?., ~":::·, and ~~· are 

given in terms of ct'::!. and a phase ip defined by 

~ =./1 - C(1; . Sin -q, 

1 ='11 - c:(1 Cos ~ 

Their best experimental values <before this experiment> 

1.11ere C 1 J, 

tt':t. = -o. 44~0. 08 ... 
~ = <21~12> deg 

1.11ith the derived values 

1i;r = 0. 84 

= <216 -ti~ 
-19 > deg, whe-re 

21sllplCosA. 

Isl"+ lpli. 

-21 s I I p t Sin fl. 
= 

Is Ii. + I p I~ 

~ is time-reversal~violating and should be zero except 

for the existence of final state interactions between the 

~ and ir° C28J. It is still so small that it is negligible· 

for this experiment. 

... 

-

-

-
-
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-
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4. 3 I\ Polarization Analysis 

This section discusses the methods available for 

polarization analysis of lambdas. The following section 

expands the discussion to the cascade analysis. 

4.3. 1 General principles 

The two most popular methods of polarization analysis 

are the Monte Carlo approach and the maximum likelihood 

method. In the Monte Carlo approach unpolarized A 's are 

generated and the experimental apertures are mocked as 

carefully as possible in the software. A comparision can 

then be made between the real event and the Monte Carlo 

event Cose distributions, and the Monte Carlo weighted by 

a <1 + ol.PCos9 > factor, with ~P unknown but varied until 

the best fit is obtained between the d i 5 t-r i b U t i Q n S I 

according ta some criterion which is constructed in 

order to compare the two. In the maximum likelihood method 

a likelihood function is defined by 

l. = TIL· . I 
~ 

where i indexes the real events. and 

L.. = 1 + Ql.PCos&L for perfect acceptance, or 
L 
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1 + etPCos0i 
L = 

f<l + ctPCo56.>dCos9 
for imperfect acceptance. -

L 

and the integral is over the accepted region of Co58 -space 

for that real event i. The function L is the probability 

of ob5erving the ensemble fi}, and the most likely value of -
o£ P is that fo-r which L is maximized. Again. a Monte Carlo -approach must be used to determine the accepted Cos9 

regions. This time the real event parameters other than 

Cose can be fixed and Cos6 varied, and each of these 

Monte Carlo events tested for acceptance according to a -
software mo~el of the experiment. -

The first approach necessitates the use- of a perfect -

Monte Carlo, something which can be notoriously difficult 

to obtain. The second approach has the disadvantage that 

no Cl"iterion for the q,uality of the resulting value of d.. P -
is obtained. 

-
-4.3.2 The h~brid Monte Carlo method C29J 

-· 
A simple and convenient method has been found which 

combine5 features of both the aforementioned approaches, in 

which a Monte Carlo is based on the real data sample in 

such a way that only the Cose -dependence of the acceptance -

-
-
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- is studi~J and all other event parameters are taken rrom 

the data A c:hi-sq,uared comparison can then be made -
between the real. presumably polarized. distribution, and 

the simulated distribution which can be arbitrarily 

polarized until the c:hi-sq,uared is minimized. 

-
These Monte Carlo events. called "fake events" to 

distinguish them from true Monte Carlo-generated events, 

are generated from the real data by replacing the 

of the ith event with a randomly chosen 

Cos 9•o' while retaining all the other parameters of the 

real event <e.g. the·decay vertex, the azimuthal angle of 

the pro ~on. etc>. Each fake event can be 

Lorentz-transformed into the Lab Frame and traced through a 

seq,uence of software cuts designed to model the geometrical - apertures and trigger logic of the experimental apparatus. 

- These cut! are typically slightly more restrictive than the 

actual physical apertures, in order to reduce edge erfects, 

where resolution and detection efficiencies may become very 

sensitive to small mismatches between the real and as;umed 

geometry. Only those real events passing all the c:uts are 

used as starting events for the procedure. The procedure 

is repeated until an arbitary fixed number <10 was actually 

- used) of fake events has been accepted Por eac:h real event, 

or until some preset maximum number <200> oP attempts has -
been made. <When such a Failure occurs. both that real 



event. and any accepted 

1 .,' ~~ 

Fakes generat'!d 

discarded from the subsequent analysis>. 

ensures that the h parameter distributions 

from it, are 

This approach 

of the rakes 

are identical to those of the real event sample Cbu~ with 

-
-

ten times the statistics>. as would be required or a true -

Monte Carlo simulation of the experiment. The Monte Carlo -fake events test only the Cos 6 acceptance of the 

spectrometer, in terms of the fake proton \and pion) 

distributions in the Lab. but have been consti"ained to hav~ 

the same momentum and vertex distributions as the real -
data. 

.... 

Th e fa k e event Cos 0 distribution can now be compared -
with the l'eal event distribution. Since the fakes are 

generated randomly in CosS they should be unpolarized; any -
Cose -dependence must be due to the Cose -dependence of the -
apparat~s acceptance. HoU1ever the real events are 

polarized. and this Cose bias is reflected in the 

generated Monte Carlo events. again through the 

-Cose -dependence of the (software> acceptance. This bias 

must be removed from the rake Cose distribution beror~ .. 
1 .... -

can be weighted b~ a polarization factor or the form 1 + 

c:tPCas 0~ and ot.P ad Justed until the two distributions -
match. To do this. a weight -

-
-
-
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is attached to each fake event J generated from real event 

which explicitly implements the <1 + 

polarization, and removes the real event polarization bias 

<The form of this weight is discussed in 

more detail in the following section>. In this weight the 

product «P is a prioT"i unknown. The fake data weighted 

event by event by a term of this form, and normalized 

appropriately, can be compared to the real data by forming 

a in each of 20 Cos 9 bins (each of width 0. 1>, 

combining these to an overall X1 
I and minimizing this Ulith 

respect to •P to obtain the most likely value for mP. In 

c 0 s e b in I ( I= 1 ' . . . ' 20 ) I 

<n
1 

- n 1 IN >2 

z 0 = 
nt 

where n
1 

is the numbeT" of real events with Cose falling in 

bin r. ni is the number of fake events with Cose falling 

in bin I, and N
0 

is a normalizing factor <=total no. of 

fakes/total no. of reals = 10>. Each n~ is given by 

n' ~ Lw .. <I> 
I .. 'J 

LJ 

where the sum is over each real event i, and for each Monte 

Carlo event j such that Cos~ lies in bin I. 

x1. is 

~2 = L: xi < ~ p, 
t l 

which can be minimized as a function of °' p. 

The averal l 

The error 

associated with the •P obtained at the minimum X1 is 

found from the range of ~p when allowing ta change 
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from its minimum value by one. Since 20 Cos8 bins are 

used, and there is one parameter in the fit, there are 19 

degrees of freedom (df ). 

The fake distribution of Cose can be simply 

calculated and stored as it is generated by expanding the 

weight Wq as a power series in ~P 

w .. 
'l 

= 
1 + a( PC as 6ij 

1+ <tPCos Bi 

= < 1+ et PCos 0.:j > < 1+ Cl(PCos 81 > -" 
= ( 1+ d.PCos 6~j > C 1- C(PCos0i +( et PCos B1 >1 

- ... > 

,. 1+ ~P<Cos9&j -Cos&i >-< ciP>1 <Cos0\j -CosSi>Cosel 

+ < ol P >l <Cos 0\j -Cos 9i >Coiet + ... 

Then with Ci =Cos 6~ and Cij =Cos e~J·, 

Lwij = 1 + < o1.P> L_<cij -c, > - < c<.P>1 L cc,J' -c, >c~ + ... 

The coefficients in this expansion can be calculated for 

each Monte Carlo event, and the sums accumulated as the 

Monte Carlo events are generated. This expansion for the 

distribution is also useful for calculating the X' in a 

form suitable for minimization with respect to o{ p. The 

series converges for I cl.PCos9l 1<1· and quite rapidly for 

typical values of ac,P in this experiment. Four terms were 

Pound to provide a sufficiently precise e~timate when 

I C( P 1 ... 0. 1. 

-

-
-

-

-
-
-
-
-
-
-
-
-
-
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It is clear that the method requires that ~ P be 

event-independent, as is of course true for the case or A 

polarization, but becomes a little more complicated for the 

z· case. 

The minimization of can be carried out using 

Newton's method, in which the slope and intercept of the 

tangent to a function of a variable are evaluated at a 

first estimate for the value of the variable. and these 

used to calculate a second estimate of the variable, 

assuming the slope of the function is zero <as re~uired at 

a maximum or minimum>. The method can be iterated until it 

converges with sufficient precision. 

The fallowing section discusses the form of the weight 

W~ in more detail before the generalization of this 

analysis method to the '2: 0 case is discussed. 

4.3.3 Formal discussion of hybrid Monte Carlo technique 

The real event distribution in Cos S, where 9 is the 

polar angle between the polarization vector and the 

direction under investigation, can be written in 

differential form as: 



130 

dnCCose > = kACCos e ><l+ atPCose >dCosfj ( 4. 3. 1) 

where k is a normalization constant. 1+ et.PCos6· expresses 

the polarization of the sample, and A is an acceptance 

function, with value 1 or o, which signifies whether or not 

a particular event would be detected in the experimental 

apparatus. 

A Monte Carlo distribution of fake events is generated 

by generating randomly in Cos6 from each real event, 

while keeping the other parameters of the real event fixed 

<at their actual values>. In differential form, 

d 2 n'<Cose'.Cos6 >=k'A'CCos 9'>dCos{7 'dn<Cos6> (4. 3. 2) 

where the superscript , is used to denote fake event 

values. and otherwise the terms have the same meanings as 

in Eq,. < 4. 3. 1 >. 

It is re~uired to weight this Monte Carlo distribution 

so that it matches the real distribution, by attaching a 

weight W to each fake event; the last equation becomes 

d 2 n'CCos 8 '>=k'A'<Cos 6 '>W<Cos 8 ',Cos$ >dCos 9'dn<Cos 8 > 
(4. 3.3) 

The overall Monte Carlo distribution is 

dn'<Cos8'>=k'A'CCos8'>dCos0'Cfwccos8',Cos6>dn<Cos9>l 
(4.3.4) 

where the integral is over all th~ real events. Since it 

is required that this distribution be polarized. Just as is 

the real distribution, 

-

-
-

-
-
-

-
-
-
-· 
-
-
-
-
-
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dn'<Cos e '>""1+ <X.PCos 8 ', or 

dln' <Cos 9 ')"'1+ 1!£PCos S ' 

Also. dn(Cos e )""1+ ctPCos8 I so that the form 

w cc o s e , , ca s f!7 > = 1 + ct Pc as e , 
1+ ot. PC as e 

( 4. 3. 5) 

will fulfil the re~uirements. In this e~uation the 

polarization P is a priori unknown; although it is the same 

for both the reals and fakes by construction. The overall 

normalization is fdn=N=total no: of real events, and 

J dn '=N '=fOxN=tatal no. of fake events. 

The acceptance functions A and A' are assumed to be, 

and should be, identical. They are implemented by a 

software mock-up of the experimental geometric apertures 

and trigger re~uirements. Distributions over an~ of the 

event parameters <of the /\ 's> will be identical for the 

reals and the fakes. again by construction. 
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4. 4 8° Polarization Analysis 

4.4. 1 General 

As discussed previously, the 8° polarization may be 

calculated 

daughter 

in this 

using Eq,. <4. 2. 2> to obtain it from the measured 

polarization. This was the approach followed 

experiment.· 

<in computer time> to 

It is relatively easy and efficient 

apply the hybrid method to the 

analysis of the daughter lambda sample, and this avoids the 

necessity of a detailed knowledge of the rr0 acceptance of 

the spectrometer which would be re~uired to perform the 

an a 1 y s i s of th e as y mm et T' y of th e 8 °, J\ TI 0 d e c a y in d i rec t 

analogy to the /\-. p1T- case. It is clearly more 

complicated to model the rr• acceptance <which is in flact 

the ace ep tanc e of the two daughter o rays from the 

virtually immediate lT°-.. 2l' decay> than that ofl ·the tUJo 

charged particles from the A~ pTI• decay. In paT'ticular 

this would req,ui~e a detailed q,uantitative knowledge of the 

efficiency of each lead glass block in the array of 70. and 

their variation over the course of the experiment - a quite 

daunting prospect. 

-
-
-
-

-
-
-
-
-
-

-
-

-
-
-
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To use Eq. C4. 2. 2> everything ~ust be calculated in the 

i. e. quantities measured in the Lab must first be 

transrormed to the :;:• RF where Eq. C4. 2. 2> holds, and then 
...,. 

to the A RF where Eq. <4. 1. 6> can be used to rind P
4

. The 

following sections treat the application of the hybrid 

method to the particular cases Or polarization 

measurement. 

4. 4. 2 rJ.~0 analysis ... 

By analyzing the component or the daughter A 

polarization along the A momentum direction, Eq. C4. 2. 3> 

shows that ~~ is obtained 
.:. 

if the parent 8• sample is 

unpolarized. The data at 0 mrad production angle must be 

unpolarized due to rotational symmetry, and so the daughter 

1' 's will be polarized due to at'='• alone. The decay -
distribution of the protons From the daughter A decays is 

d n ( C 0 S 0 ) "" 1 + OlA Ci~, C 0 S 6 

111herEP 9 is the polar angle between the proton and the 

<negative> A momentum vector. 

method is then 

l+d.~~ Cos 9ij 
w .. = 

'J 1 + ~~cos e \. 

The weight W in the hybrid 

(4. 4. 1) 

and the method applies directly in analogy with the 
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case discussed previously. This time the 

direction from which the proton polar angle is measured 

changes from event to event. The result is the product 

~A~~, or ~~ once the known value of ~~ is assumed. 

For non-zero production angles, Eq,. C4. 2. 2> shows that 

the component of A polarization measured is 

,. 
" = 

,. ~ 

C °'s• + /\ . P:::·> 
,. 

1 + rJ.f';'.A. Pi:::• ... 
C4. 4.2> 

-If P,.. 
.:. 

is non-zero the ~- term is modulated by terms 
.::.. ,. ..... 

involving /\. P11:1. These terms can be calculated for each .... - ~ 

event if p~ is known. Typically, IP~ I "'0. 1 in this -
experiment, and the magnitudes of the 

reduced by the casine factor in the 

d.. ... ( ""0. ~) 
.::. is still the dominant te-rm . 

can be applied, with a weight 

- A 

1 + °'" ( p" . /\ >Cose·· 
w .. = IJ 

'J ~ 
,. 

1+ cl4 (PA. /\>CosSi 

-
Po:- terms are further ... 

A ~ 
A. P.._.. product, so that 

.:. 

The hybrid method 

<4.4. 3) 

and expanded as a <rapidly-conveT"gent> series in rJ.Ad..'=' as: .... 

W·· = 
'l 

1+b· C·· 
~ \j 

l+b. c. 
I ' 

+ Ac a L < c,j -c i > J 

<l+b·C· >~ 
• I 

+ A '2. c-a ~ c. < c ·· -c · > J + 
l ' Y I 

A -where A= 11."ol~, a 1 =1-C A . Pg > , and Here 

the ~~ terms associated 
,. .... 

with A. P~ ma1i1 be considered as 

small perturbations an the dominant ~- term, and this value 
.:. 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

-
-
-



-
135 

iterated. ·In fact the results using Eq,. <4. 4. 3> differed 

only slightly in value, and in ~l. for the fits between 

fake and real data, from those using the approximation of -Eq,. < 4. 2. 3 > even u.ih en P~ u.ias not z era. 
.:.. 

<This was expected 

" I> " ;. " A since the mean values <.A.x'J, <:/\.y'J, and <.J\.z)o over all 

the data tended to be small. Assuming the polarizati·on of 

all the data could be described by Eq,. <4. 2. 3>, all the data 

were analyzed together in order to check the overall value 

of rj '"='• o b ta i n e d , and the from the fit. Both were ... 
reasonable and consistent with the results obtained from 

Eq,. < 4. 4. 2 >. 

4.4.3 P_ analysis 
.:. 

To obtain a first approximation value for -pl"!I I -
Eq,. < 4. 2. 2 > was written as 

(4.4.4) 

which is quite a good approximation in practice, where 

~"'-0.,, 'T~ "'0.9, and tP~t"'0.1. 

deCatJ proton distribution 

Eq. ( 4. 1. 6) I 

-A AA 1'(~11 

PA • n = Ii~/\ . n + o~ P::: . n 

for any direction n in space. 

Using Eq. <4. 4. 4) in the 

o~ the daughter lambdas, 

(4. 4. ') 

Once a value of d.'=' is known, -
this expre<Jsion 

A 
allows the component of P~ along any n to -
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-
be obtained. In the hybrid method the corresponding weight 

-is 

1 + ( d,A d.';;: /\ +ct,\ lg P~ >Cos 9ij 
W·· = (4. 4. 6) \J 

l + (~ct';? f\ + ct.A Oi;: P~ )Cos 0\ .:. 

-
,.. 

A .. J\ 
with the notation A =A. n and P..,. =P,., . n. In this eq_uation, 

.:. w -
d.A~!3 P~ is event-independent, but ell~A is not, although it 

-can be calculated .Por each event . In fact Wij can be 

expanded as a power series in alone, :..,;;. th -
coefficients which can be calculated ::vent: b:4 ev::nt, and 

again only a rew terms must be retained s•;ffic ien-C -
precision. With the notation -A.= i,W.. A I G= ,;.,;rr:t Pe, c. =Cose., c .. =Cos &iJ. I 

I ... - ... " \ 'l 

a simple calculation gives -
l+A·C·· + cc .. -C· > G L lj ~J w .. = ,, 
l+Ai C\· < 1 +A • C · ) '1. 

~ ' -
c . ( c .. 

l 'l -C · > G1 

' 
+ ... (4.4.7) -3 ( l+A • C • ) L L 

where i labels each ·real event, and J labels each fake -
event generated from real event i. Choosing ~ successively 

-as the x, y, z Lab d ire ct ions, the h y b,.. id method then res u l ts 

in a value ror ct"Or::1 ft. .. ~ 
-FT'om this P~ can be calculated. 

.:.. -
Once this approximation has been obtained, Eq_. < 4. 4. 4 > -

may be replaced by a second approximation 
A ..+ ~ A A 

~ /\ + ~ P oa + < P '.:'! > ~ . /\ c 1 - 1'3 > A -..... 
p .. 

A 
_,. A 

l+ct., <P~ >. A .. .:;. . (4.4.8) 

-
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in 
_.. 

which the ~irst approximation <Pz >
1 

is used to estimate 

the perturbation on the dominant term. 

c or res p on d i n g we i g h t e x p a ii s i on to E q,. < -4·. 4. 7 > - b e c om e s 

l+EC .. IJ + <C ·· -C: >FG LJ • w .. = 
\I 

Ci < C ij -Ci > < FG > "1 + ... 

C l+EC i >l 

where A, G, Ci, C\j 

C=( 1-\) d.A (;;; )i 

A ~ 

D= ~ /\ . < p.., ) • 
... ... 1 ., 

E= A+C , F= -1_ 
l+D l+D 

have the same meanings, 
,. 

·A 

but 

The 

(4. 4. 9} 

In fact this iterative procedure converges very rapidly, 
-+ 

and the values of P~ obtained from even this second ... 
approximation are the same of those fT'om Eq. C4. 4. 7>. Other 

"' " analysis directions n could also be used, but /\ , x, y, and z 

were found most convenient and useful. The directions 
A 

orthogonal to f\ , e.g. 
A 

A x z I were found not to be 

useful since they contain components of the polarization in 

combinations from which it is hard to extract the x·, y, and 

z signals independently. 
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4. 5 The Cancellation Of Experimental Biases -

... 
Any polarization determination essentially depends on 

mea·surement of left/right asymmetry. Any systematic -
experimental effect which favors detection in one -
hemispher-e ovel" the other introduces spul"ious 

polarization due to instrumental bias. Such inst,.umental -
biases are very difficult to eliminate and it is important 

to design any polar-ization - determining experiment to be -
able to handle them. In this experiment we were able to -
reverse the sign of the polarization, leaving instrumental 

systematic effects unchanged. This will first be discussed -
for the well-understood case of beam <target-produced> 

~ 's. -
-

4. 5. 1 The reversal of production angle -
-

The direction of the polarization vector of A 's 

produced in the target is known to be perpendicular to the 

production plane <defined by the incoming proton beam -
direction. and the outgoing neutral beam direction> in the 

parity-allowed direction c12, 15J. " ,. This is -<p x A > where -
,.. 
p is the unit vector along the proton beam direction, and 
,.. -~ is that along the lambda momentum direction. The 

-
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conventional choice ,or the positive normal to this plane 

A ,. 

is the direction Cp x /\ ), so the polarization _is negative 

at production. Thus the A po,larization direction U1as -x 

for positive production angles, and +x for negative 

production angles. The precessing magnetic field was along 

+y for positive field integral, so the polarization vector 

prece5sed about the y direction <remaining in the 

horizontal, xz, plane>. When the production angle was 

rever5ed the initial polarization direction was also 

reversed, although any asymmetries not accounted for by the 

internal Monte Carlo were not Cand appeared as biases>. To 

calculate the polarization components, the differences 

C( P• ct P < + & > - tXP < - 6 
2 

were formed. The sums 

B= Cl P c + e > + at P < - 6 > 
2 

are the biases along each direction. 

( 4. !5. 1 ) 

(4. 5. 2> 

These can be of 

considerable size without adversely affecting magnetic 

moment measurements because of ·this method of cane e I lat ion. 

It was assumed that the biases were independent of 

production angle sign and magnitudes the experimental 

measurements support this assumption. 
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4. ~.2 Checks of bias cancellation 

There are several possible checks of bias 

cancellation. 

1. By reversing the 1ign of the sweeping magnetic 

field, the precession direction of the 

polarization vector is reversed. For /\ 's, which 

precess about 150° in the highest field integral 

used in this experiment, the z-component of the 

polarization is reversed in this way. This allows 

an independent calculation of the z-bias as 

B 'I • ~ P1. ( +Sw) + llC P'I. <-Sw) 
(4. 5. J) 

2 

for each production angle separately. 

2. At a production angle df 0 mrad there is no 

preferred direction in space. so rotational 

invariance re~uires the transverse polarization to 

be zero, U.hile parity invariance Cof strong 

interactions> forbids - the existence. of 

longitudinal polarization. Any measured 

polarization signal must then be bias, which 

should be consistent with the bias determined in 

other ways. 

-
-
-
-
' -
-
-
-
-
-
-
-
-
-

-
-
-
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3. The polarization in the y-direction <vertical> can 

only be non-zero if parity is not conserved in the 

A prod u ct i on pro c es s, i f the co 11 i mat or a x i s and 

the incident proton beam axis at finite production 

angle do not form a vertical plane, or if the 

precessing field is not vertical. Previous 

experience of the production angle-varying magnets 

and the Sweeper have shown that these effects are 

negligibly small. The /\ <and '3° > production 

mechanisms are presumably strong interaction 

processes, so that parity is expected to be 

conserved. 

These points were the motivation for taking data 

under conditions of opposite signs of production angle and 

precessing field integral. The intention was to use 

Eq,s. C4. 3. 1 > and <4. 3. 2> for any measured 8° polarization, 

while allowing checks of the type expressed in Eq. C4. :5. 3> 

<although this of course depends on the actual siz~ of the 

precession angle), in analogy with the inclusive A 

polarization. A pl'iori, the direction of any ..... 
~ 

polari~ation was unknown. although the above points 2 and 3 

are still valid. Without loss of generality the following 

discussion of the precession is restricted to motion in the 

<xz)-plane (horizontal>. 
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In principle, data at different field integral values -allow the resolution of lower order ambiguities in the 

precession angle of a polarization vector. These are of -
the .Parm 

~ '= f +<m+2n >Tr rads <m=O or 1; · n=O, 11 2, ... > -
which are indistinguishable using measurements at one rield -integral alone. The index m represents lack of knowledge 

of the initial polarization direction Cat production>, -
which can in principle be measured by turning the sweeping 

field off. This was impractical in this experiment <due to -
the high beam intensities required), but the overall -
consistency of the data allows a reasonably uni~ue set of 

conclusions to be drawn. .... 

-
4.6 The Precession Analysis 

-
-

The precession angle of a polarization vector is given 

by -
tan <f> • ( 4. 6. 1) -

By using Eq. (4. 5. 1> to calculate bias-removed polarization -
components, and inverting this equation, the precession 

angle can be calculated. The magnetic moment of the -
rectuisite particle flollo1.11s flrom Eq,. <1. S. 1). This approach -works for f\ 's and ~·'s ..... 

-
-
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,.... 
A more sophisticated method utilizes the available 

range of different data-taking conditions, and the expected 

behavior of the polarization under these various 

..... conditions, by construction of a chi-s~uared function which 

describes the data. This approach UJas known as the "Master 

'X1 Fi.t". A UJas formed involving the measured 

-~ 

polarization components as a function of the unknown 

magnetic moment <or precession angle>, polarization, and x 

-- and z biases. It was defined by 

-- (4.6.2) 

,.._ 
where i=l, ... ,n runs over then momentum bins into which 

the data UJas divided; J=1, ... ,6 runs over the 6 field ,.._ 

integral values C~l, ~7/9, ~2/3); and k=l,2 runs over the 2 

,._ signs of production angle. The lower sign is taken with 

positive production angle. and s 1, are the biases 
,.._ 

which are cancelled by reversing the production angle, and 

are allowed to be functions of momentum. The six 

precession angles ~j (in degrees> are .all computed from 
_ .. 

the Cun known> magnetic moment parameter ~ <in nuclear 

magnetons> using 

cp j •- C 18. 30 > f B d 1 j x fL ( 4. 6. 3) 

.... where the ,ield integral jBdl j is expressed in 

Tes la-meters. The minus-sign correctly correlates the sign 
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of the precession angle with the sign of the field integral 

<according to the convention of the experiment>. P "t.. and 
~'l" 

P .. ,, are the data points in each momentum bin for each 
~'J" 

field integral and sign of the production angle. <These 

are the raw data points, i. e. measured polarization 

signals, without any bia$ cancellation technique applied>. 

The ~1 ma':J be minimized by conventional techniq_ues to 

obtain the unknown parameters and B1 , as 

functions of momentum. < ~ of course should turn out to be 

independent of momentum>. This chi-squared automatically 

takes account of the biases which must be removed 

explicitly befol'e the calculation of Eq. <4. 6. 1 >. 

-
-

I 

~ 
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CHAPTER S 

RESULTS 

5. 1 A Polarization and Magnetic Moment 

The polarization analysis of the prescaled ;\ 

component of the data taken at 7.o mrad was perTormed in 

detail. In this way the consistency of the experiment with 

previous experiments could be checked. The value of the A 

magnetic moment was calculated 

discussed in the previous chapter. 

in the standard 

'i 'I. using the overall A 

way 

to the several data-taking conditions. 

For all the polarization analyses, including the ::=::• 
and ,;.'='• analyses, no distinction was made between samples ... 
taken with different targets. This was Justified by 

previous experience that the polarization showed no A 

<=atomic weight> -dependence, at least for the Be, Cu, and 

145 
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Pb ta~gets used, and also by the ract that no such 

dependence was apparent in ~ data. 

5. 1. 1 The measured signals 

The signals measured were the products of ~~ with the 

polarization component along each of the three axes x, Y• z. 

These values are given in Table 4, subdivided according 

the sign of the production angle, and the value of the 

Sweeper current. 

These results were obtained by analyzing the A 

information on the tapout tapes directly. A cut req,uiring 

R1 of the /\ at the target to be <40 mmi was used, in order 

to reduce the effects of contamination from any sources but 

the target. including daughtel" /\ 's ft"om decays. The 

Cl'OSS-contamination of the beam A sample by /\ 's from s• 
decays was very small, due to the much lower ....... 

.:. yield. The 

R! cut removed essentially all these events. 

The <pTI-> invariant mass. th~ A momentum spectrum, 

decay vertex distl"ibution. and R~ 
A distribution, 

already been presented fol" the 7. 6 ml"ad f\ data. 

have 

-

-
-

-
-
-
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It is immediately obvious that there was a large 

signal in the y-direction Ca parity-violating direction>. 

As it did-not reverse sign under reverse of sign of the 

production angle it was a bias, which could be cancelled 

from the results by combining the different samples 

according to the discussion in the previous chapter. When 

this procedure was followed the true y-signal was 

consistent with zero, as it should be: tt~ =-0. 018:!:,0. 012 

for Sw+, and. r:J. P~ = -o. 007::!:.0. 010 for Sw- samples. 

Much study was devoted to searching for the origin of 

this y-bias. The difficulty was that in the y-view all the 

chambers, and counters, used in the trigger and /or 

reconstruction, shadowed each other. so that it was 

impossible to pinpoint unambiguously a small ~ inefficiency 

in · one place. Fortunately, because this effect was indeed 

a bias. which could be cancelled by virtue of the 

experimental design, it could have no effect on the final 

polarization or magnetic moment measurements. A possibly 

related effect was the fact that poor X1 values were often 

obtained for the fits between the real and fake Case 

distributions for the y-direction analysis. This mismatch 

was considerably worse at the center of the Cose!f 

distribution, where it appeared that real everits were cut 

harder than expected from the fake event Monte Carlo. Such 

an effect was Just that which would result from chamber 
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inefficiency problems. A sensitive consequenc·e of lowered -MWPC efficiencies is lowered reconstruction efficiency for 

events with small opening angle <between the p and n- > -
upstr•am of- the analyzing magnet. These events tend to 

populate the center of the Cose, distribution. The same -
effect appears as an increased number of vees of a specific 

failure-type in the vee pattern recognition analysis: those 

unreconstructable because there appears to be only one -

track in one or both of the x,y views upstream of the -magnet. This problem was unavoidable during much of the 

data-taking due to the high background charged particle 

fluxes in the chambers, arising presumably from muons and 

gamma-conversions from th9 neutral beam, at the high proton -
intensities necessary to acq,uire t,.igge,.s at a 

reasonable -rate. It is important ta realize that such a 

mismatch at the center of a Cos& distribution usually -
cannot cause a polarization signal as it cannot weight the 

distribution with an overall slope. This hardly affected -
the x Car z> direction, mainly because the tracks are split -in x downstream of the analyzing magnet. At 0 mrad 

production angle the effect was less evident, which -· 
supported the idea that it was prima-ril~ due to 

-rate-dependence in the chambers. At small angles much 

10111er proton beam intensities <with a corresponding -
decrease in the resulting neutral beam flux> were required 

to saturate the trigge-r. <Typically, 0 mrad data-taking -
-
-
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only required a few 10~ protons per spill on the production 

target; a t 1 0 mr ad , i n ten s i t i es up t o 2 x 1O40 
pr o ton s p er 

spill were used>. 

For this f\ data an independent method or polarization 

analysis was also tried. This utilized the expected 

reversals of the difTerent components 0 .p the /\ 

polarization under the various combinations of production 

angle sign and Sweeper field. It assumed that the 

acceptance of the spectrometer for A's under these 

reversals was unchanged. Then a ratio could be formed or 

the numbers of events detected in a particular Cose bin 

Cnormalized appropriately> for both conditions. and this 

ratio fit by a linear expression in Cose of slope O(P. 

This followed from the simple calculation: 

N.., - N ( 1 + oJ. PC 0 s e ) - ( 1- (I( PC 0 s e ) 
= 

Ct+ «PCose >+<1- O(PCos8 > 

This approach yielded x and z signals entirely consistent 

with the full analysis <which did not require the quite 

strong assumption of e~ual acceptances for the opposite 

signs of production angle>. 



150 

5. 1. 2 The fitted parameters: the magnetic moment ~.A 

The measured polarization components were used in the 

l'y~ 

master I\ to apply full analytic power in combining the 

various sets of different run conditions to the problem of 

extT"acting the /\ magnetic moment. This resulted in the 

values for the magnitude of the polarization, the magnetic 

moment, and the x and z biases, given in Table 5. The Xt 

fol' the fit is also presented; the value was much improved 

by removing one data point <contributed by a very small 

sample of the total data>. The results of the fit without 

this point are also shown. 

The precession analysis method was also used to obtain 

a value fol' the magnetic moment. The appropriate 

combinations of the measured signals were formed. following 

the discussion in the previous chapteT". The f\ magnetic 

moment obtained. 

~l = -o. 593+0. 025 lt111 

agrees 111ith that obtained from the 7(1. fit, 

~A ==-0. 598:t,0. 0 l :5 ~If ( :5. 1. 1) 

and is in good agreement with our pT"evious precision 

measurement C2J, which gave 

~A =-0. 6138:t,O. 0047 ~It ( 3. l. 2> 

-
-

-

, -

-
-
-
-
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This agreement gave some confidence that the behavior of 

the beam/\ polarization was understood. This result is 

itself the world's second most precise measurement or the 

f\ magnetic moment. Fig. <:5. 1. 1> shows the precession angle 

corresponding to each field integral for the 7.6 mrad A 

data; the least sq_uares fit straight line is shown. The 

slope gave the magnetic moment 

~A =-0. 587:t,O. 017 ~ .. 

with a chi-sq_uared of 10. 5 for 4 d. f., where the error came 

from finding the range for the slope value when the 

chi-sq_uared value changed by one from its minimum value. 

The beam /\ polarization of the data at ether 

production angles was also analyzed, although the full x~ 

method was not applied. In particular, the polarization 

components measured for the O mrad data Cl71K events>, 

including the y-signaL were consistent 

entirely to the biases, as expected. 

spanned the entire range of Sweeper field 

used in the experiment. 

with being due 

This 0 mrad data 

integral values 

The sign of the beam A polarization at production has 

been found to be negative for positive production angles. 

and positive for negative production angles. <'Positive' 

is defined in the sense that the vector product of the 

incoming proton momentum vector and the outgoing lambda 
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5.2 '2.0 Polarization and Magnetic Moment 

5.2. 1 The measured signals and the precession analysis 

After checking the ov~rall data ~uality by studying 

the beam f\ polarization. the polarization of the daughter 

/\ 's from 2.' decays was measured. The components 

along the x, and z axes were obtained for each 

production angle and Sweeper field, and are presented in 

Tables 6 - 11 for the lG and 2G samples at each production 

ang 1 e. In these tables the symbol Ii denotes 0£."'l'i;:: unless 

subscripted explicitly. Note the factors ~~ and 1~ which 
.:. 

often occur in these values. In the calculations. ?"=' was .... 
assumed to be zero. so that 1 .... was calculated from ct,.. 

~ ~ 

<which was measured independently to be -o. 41; see 

Section 5.3. 3> to be 1,, = 0. 920:!::,0. 005. 
w 

The results were 

-
-
-
-

-

not sensitive to the precise value of 'tr:- <in fact 0. 91+0. 01 --
was used for the calculation of the polarization from the -measured· components>. The value 0.642:!::,0.013 was used for 

<:I." c 1 J. The errors quoted are purely statistical; the -
•''ects o, possible backgrounds are discussed later in this 

chapter. The lG and 2G samples of '2.•'s were kept separate -
through most of the analysis. Their acceptances were quite -different, so the biases involved in their polarization 

-
-
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measurements could be different . 

The precession analysis technique was applied directly 

to extract a precession angle at each Sweeper field, and 

hence the magnetic moment. This led to the informative 

plot of Fig. <5. 2. 1>· which shows the dependence of the 

precession angle cp on the field integral fBdl. Only the 

7. 6 mr ad data were used for th i s p 1 o t; th e p o la r i z at i on 

signals are contained in Table 12. and the precession 

an g l es i n Tab l e 13. As e x p e c t e d , th i s wa s a s tr a i g h t l in e 

through the origin, with a slope related to the 8° magnetic 

moment through Eq. <l. 5. 1>. The magnetic moment obtained 

from a least-squares straight-line fit to the six data 

points Cbut not constraining the fit at the origin>, was 

~.=-1. 23~:t_O. 022 µ.,. ( =11. 6/4 df> ( 5. 2. 1 ) 

where the error was estimated by finding the value of the 

moment which changed the x~ value from its minimum value by 

one. This fit is drawn in the figure. 
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5. 2. 2 Th e i;;;• mag n e t i c mom en t 

In analogy with the 7. 6 mrad A data <Table 5), the master 

~1 procedure was applied to the 7.6 mrad ~·data without 

momentum-binning; the results are shown in Table 14. 

The data were then divided into several momentum bins 

according to the momentum of the parent 3• and these 

measured components fed into the master ~1. procedure, for 

each production angle and each of the lG and 2G samples 

separately. This led to values for the magnitude of the z• 
polarization, the "=". - magnetic moment, and the x and z 

biases, in each momentum bin. The momentum bins used, 

unless otherwise explicitly stated, were 0-120, 120-140, 

140-1601 160-180, 1eo-200. 200-400 GeV/c. The fitted 

values are shown in Tables 15 - 20. according ta 

production angle. The weighted averages of lG and 2G 

results at each angle are listed in Tables 21 - 23. 

Three separate analyses of the 7.6 mrad data were 

performed. using the first iteration. second iteration. and 

second iteration values with a cascade momentum cut 

req,uiring the momenta to be above 90 GeV/c. The 

differences between the results of these an~lyses were 

i n s i g n i f i can t , s o on 1 y one set a f re~ u l t s i s sh own. 
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From the tables it is clear that indeed the biases in -the polarization measurements were quite different for 

the lG and 2G samples. The momentum dependence of these -
biases is plotted in Figs. CS. 2. 2> - <5. 2. 13>. 

-
The overall value for the 2° magnetic moment obtained 

from weighted averages over all the data was 

rs·=-1. 237.:t.0. 016 "'" c::>.2.2> -
where the error is purely statistical. This combination 

was implemented by taking weighted averages ~ver the lG and -
2G results at each angle <obtained from a master x~ fit 

without momentum binning), and then an overall weighted 

average. 270 425 reconstructed 8•-+ATI0 events contribute -
to this value, with a mean cascade momentum of 134 GeV/c, 

and an average polarization of -0. 108+0. 006. Combining the 

momentum-binned results gave the number -
~.=-1. 239.:t.O. 014 ~"' CS.2.3> 

for 269524 events. The number of events is less because -
some momentum bins did not contain enough events for -meaningful results to be obtained. This number confirms 

the result we obtained far the 2• moment from our A -
magnetic moment experiment. 

-
The '2.0 magnetic: moment from the 4, 7. 6, and 10 mrad -data is plotted as a function of momentum for the lG and 2G 

samples separately, in Figs. <:5. 2. 14> - <5. 2. 19>. In each -
-
-
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plot a straight line has been drawn at the value -1.25, as 

a reference. The combined data sets resulted in ,,-

Fig. (5. 2. 20); the least-sq,uares fi·t to a constant value is 

also shown. It gave the value 

~'39 =-1. 236:!_0. 014 µ. .. ( ~4
=2. 14/5 d. f. ) (:5. 2. 4) 

from 269524 events again. The momentum-independence of the 

moment, th e c on s i st enc y of th e l G and 2G v a l u es, and th e -
very different biases in the two samples, are strong 

evidence that the biases have been properly cancelled in 

the fitting procedure. 

- The O mrad and 2 mrad data yielded polarization 

components which were not amenable to the ~~ approach, 

- because as it was not expected that there be any 

polarization <or for the case of 2 mrad, only very small 

polarization> there was no satisfactory way to define the 

- These data were combined according to the previously 

discussed prescriptions, and resulted in signals consistent 

with being due to the biases alone. The signals (b(" 1.-:i Pr:-> - -
from the data at 0 mrad and 2 mrad. - after combining 

opposite production ang 1 es. are plotted in 

- Figs. C:5. 2. 21>-<:5. 2. 30>. In these plots. the ordinate is 

labelled "signal", which denotes the measured ~"1r.oP-:-... -
component. 
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The fitted results, using the combined momentum data 

sets. are presented for the separate 4. 7. 61 and 10 mrad 1G 

and 2G samples in Table 24, which summarizes the overall 

polarization and magnetic moment obtained from each data 

set. 

Since the data were taken at fixed Lab production 

angles, and binned according to the momentum of the pa~ent 

8' <or /\ for the beam A 's>, the average transverse 

momentum corresponding to each momentum bin was obtained 

from the product 

p
1 

•p x 9 (5. 2. 5> 

where p is the momentum in GeV/c and 9 is the production 

angle in mrad. Using this prescription the pT values 

listed in the tables were obtained. 

The sign of the 12:0 polarization ror the 41 7. 61 and 

10 mrad data was consistent with being the same as that for 

the corresponding beam /\ polarization, i.e. 

positive production angle. 

negative at 

The '8' polarization ro-r the 7. 6 mrad data is plotted 

as a function of PT in Fig. (5. 2. 31>· together with the /\ 

polarization of the 7.2 mrad data from referenie C2J for 

comparison purposes. The· A data from this reference are 

•lso shown. Clearl14 the ':::' and I\ polariiations agree very 

closely. 
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The ';:: 0 polaT"ization is plotted separately for each of 

the 4, 7. 6, and 10 mT"ad data sets, as a function of pT in 

Fig. < 5. 2. 32 >. There is an obvious tendency for the 

,... polarization at a fixed value of Pr to be larger at the 

lower production angle. This is presumably an - x-dependence. where the Feynman x-variab le is defined as 

x=pL /p (5.2. 6) 

and p L is the longitudinal momentum <effectively the 

z-camponent of momentum in this experiment, where p~ />p~ 

or Because of this dependence, the different - production angle samples cannot be combined directly in 

- terms of the pT -binning already discussed. It seems most 

reasonable to combine the samples in terms of the 

momentum bins directly, which gives Fig. <5. 2. 33>. 

-
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5.3 The Measurement of ~~ • ... 

5.3. l The 0 mrad data 

The 0 mrad data were analyzed first. si~ce ~or ~~~s~ 

the daughter lambda polarization is due only to the aloha 

term of the decay. The outstanding problem with· these data 

is that they were more susceptible to background 

contamination than those at non-zero production angles. Tc 

purify the sample an R! cut was applied. The cut reqwiied 

that R! '/30 mm-i. for the daughter A 's. This was JUSti~ied 

by examination of the <Arr•> invariant mass plots, ano th2 

IX~ distributions. Scatter-plots of the against th~ 

~~ A.~ showed clearly that high - ~~ events tended to correlate 
.:. 

Ulith small 

contamination 

R" 
" 
of 

\Iii th ac c id en ta 1 

Figs. CS. 3. 1 > and 

values. as would expected for 

the "'!"• - sample by beam f\ 's, presumably 

signals. This can be s.een in 

<S.3.2), which are typical scatter-plots 

(from 7.6 mrad data> before any cuts. From these plots it 

was decided that R~ ~30 was a satisfactory compromise to 

the problem of maximizing the background A 's cut, while 

minimizing the t-rue ~· - events cut. Comparison of the 

various parameter distributions of the ~• 1 s before and 

•ft er this cut u.i th those of Monte Carlo ~· events, with 

-
-
-

-

-
-
-
-
-
-

-
-
-
-
-
-
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- similar momentum spectra, conrirmed this decision. The 

,. es u 1 ts of th e rJ.~. an a 1 y s i s of th e 0 mr ad data, 111 i th th i s -
cut applied, are presented in Tables 25 and 26 for the lG 

- and 2G momentum-binned samples. The results rrom the 

combined 0 mrad data are given in Table 27 . The combined - value of 

(5. 3. 1) 

agrees with that obtained as the weighted average or the 

separate samples 

-
This number resulted from 21 000 events; as usual the error 

q_uoted is entirely statistical. The momentum-binned 

l"esults are shown in Fig. <5. 3. 3> . The highest and 10U1est 

momentum bins were discarded from the analysis, as being 

most likely to be affected by poorly-understood biases, and -
the weighted averages obtained for the 1G and 2G samples. 

- Again, the weighted average of these two values was, over 

the cascade momentum l"ange 120-240 GeV/c, 

. ( ~. 3. 2) 

- so all the results are consistent. Assuming a value of 

~A=-0.642~0.013 in E~. <5.3. l) gave -
t:J..r=i.=-0. 428+0. 024 (5.3.3> ... 

- The lG and 2G values are consistent and 

momentum-independent over the range 120-240 GeV/c. The - dA~~· value of each sample stabilized arter a cut of about -
although 30 mm~ was used. Cutting events for -

-
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which the energy of the 1 in chamber :3 was less than 3 GeV 

<instead of the usual 1 GeV cut> did not affect the 1G 

results at all. 
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-
5.3.2 The non zeTo production angle data 

-
-

The same ~~.analysis program as that used for the .. 
O m"T"ad data could be applied to the non zero production -

angle data. This was eq,uivalent to assuming that the 
_.. ,. -

effect of any terms involving P~ or ~ was negligible on 

the dominant Ii~. term in the daughter /\ polarization. -
Hou.ever, · once values were known for "a-' from the 0 mrad 

analysis. 
.... 

and for P,.,., 
.:.. 

they could be used in an iterative 

pl"ocedut"e to measure ~~• without these assumptions. It .... 
tu"T"ned out that using the full expression, Eq,. (4. 4. 2>, led 

to values for ~identical to those using the approximation .. 
Eq_. C 4. 2. 3 >. The results pT'esented aT"e those from the 2nd 

i tu·ation value, i. e. approximating cl."=". - by the 0 mrad 
._,. 

number in any terms involving p~. The analysis was -
necessarily performed fOT' each separate csw.e ) 

combination. using a value for from the polarization 

master x1 fit. and the corresponding precession angle to 

obtain the relevant x and z components. A weighted average 

ovel" each momentum bin was then perfoT'med which led to the 

"T"esults of Table 29 Taking a weighted avet"age of this 

data ovel" the momentum-range 120-220 GeV/c gave 

rt.•s- --o. 263:!:,0. 00:5 . ( :5. 3. 4) 

<This came 

(p'!!t ') •1:51 QeV/c >. 
.:. 

f-rom <PA) =12' GeV/c, 

These data are plotted in Fig. <5. 3. 4) . 

events, 

-
-
... 

-
-
-
-
-
-
... 

-
-
-



l l l } 

8 -I 
0 • 
~ 
I 

0 • 
• I 

0 
N 

• I 

0 
~ 

n 
~· 

N 
I 

0 • 
j 

Q 
N 

-I 
0 
~ 

I 

Q 
0 

l l l l l l l l l ) l 

4.7.6.10 NRAD WEIGHTED AVERAGF. 

(LEAST-SQUARES FJT> 

I 
I 

~+s-.o-01--1s4.-o-o+-o-s~.o-o_.,.__as4.-o-o+-1-o~·s-.a~of--12~s-.o-o+-.,~iS~.-o-o•~,6+.s-.a-o+-1~as~.-0~0·~2o+s-.o-ot-2~2sr.-oo-t-2-1+s-.o-ot-2~6sr.----100 
MOMENJUM IGEV/C) 

FIGURE (5.3.4) Momentum dependence of aAa~ 0 from combined 4, 7.6, 
and 10 mrad =0 data, and least squares ~if straight line over 
120~240 GeV/c momentum range 

l 1 

"' C> 
U1 

) 



206 

-
A least-s~uares fit to a constant over this momentum range 

gave the same value, with ~
1
=2.6/4 df; this is shown in -

the figul"e too. The low values of d.A~i:s• in the lower ... -momentum bins were understood to result from biases in the 

A polarization determination. CAt low A momenta, below -
about 120 QeV/c, the spectl"ometer acceptance falls rapidly, -and asymmetl"y measurements become sensitive to l:lrge 

biases>. For the cJ. '"='. analysis such biases cannot be .... -
l"emoved by combining data t•ken at opposite production 

angles since the daughter polal"ization is along the 

momentum direction of the A , which is not affected by the -production angle. O~er the ranga 120-240 GeV/c these 

biases were negligibly small Csee section <5. 4. 3> >. The 

momentum indeperydence of the result, and the consistency o; 

the values from the lQ and 2Q samples, demonstrated that 

thel"e wel"e no remaining bias~s. -
Val"ious possible influences on the rJ.-=i• result UJere .... 

investigated. The analysis was repeated fol" the 10 mrad 

data using the measured 3° polarization components instead -
of the fitted ones used so far in the 2nd iteration. These -
values inherentl'l involved the Po:o biases; it was hoped that -
this approach would remove the effects or these biases fro~ -

the ci11oLi:1• obtained. ... Unfortunately this is not completely 

Justified since the biases depend to some extent on the 

•pproximations and trans~ormations involved in the analysis -
-
-
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method, and cannot take account of the errors involved in 

an acceptable way. The ~esults are shown in Tables 30 

and 31 for the lG and 2G samples, and in Table. 32 for the 

weighted average of the two. For comparison, Table 33 

sh Ou.IS the corresponding results using the fitted 

components. Almost none of the momentum dependence was 

removed, although over the 120-240 GeV/c range the values 

were unchanged, hence checking the stability of the answer 

aver this range. Repeating the 10 mrad analysis with a cut 

on all A momenta below 7:5 GeV/c <which in effect removed 

the lowest cascade-momentum bin> did not affect the values 

in momentum bins above 100 GeV/c at all, but slightly 

increased the value in the S0-120 GeV/c bin. This is 

consistent with the subsequent understanding that the 

momentum dependence was due entirely to tne biases in the 

A polarization measurement. 

As a check of the overall ~uality of fits obtained by 

the polarization analysis programs the 4. 7.6, and 10 mrad 

data sets were combined together and analyzed assuming that 

This led to the values in Table 29; it is apparent 

that the lower momentum bins still have low values. For 

comparison purposes this fit was studied to investigate the 

sensitivity to the X1 of the value of ct"cliz· used: 

for tA.,,""z,=-0. 248 Cat the minimum X'l ), 111hereas 

TOT' t}.,.d.t'!' =-0. 31 ... <the current. world average>, 

<no polarization>, 
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-
which showed that the ~~ was ~uite sensitive to this value. 

The '"high" value of ~oz. =38 for 19 d. f. was due mainly to -
the poor fits in the low momentum bins, which had not been -excluded. 

-
Typical Cos<p.-~ > distributions for 1G and 2G cascade 

samples from~ subsample of the 7.6 mrad data are shown in -
Figs. C5. 3. 5> and <5. 3. 6) Also shown in these figures are -the distributions for the corresponding Monte Carlo fake 

event samples, before they were polarized < i.'e. 111i th -
do.:.· =O >. .. Since the fakes events were generated 

A -isotropically the Cos<p, -::; > distribution would be flat, 

apart from acceptance effects. Some of the asymmetry -
visible in the real events is due to the ~--· polarization, -
and the rest is due to the effect of detection efficiency -

< i. e. apparatus acceptance>. In Figs. <:5. 3. 7> and (~.3.8) -the same real distributions are shown. overlaid with the 

fake distributions polarized by the ti(-=-• -value - picked for -
the best fit in the analysis. The chi-squared per 

degree-of-freedom <19 d. f. in each Cos comparison> for the -
polarized fits was 0.71 for the 1Q and 0.73 for the 2G data -shown here, giving the ~~~~· values of -0.250~0. 009 and 

-0.232~0.011 For th• unpolarized fits the corresponding -
~
1
/d. f. were 36.0 and 20.9 respectively! 

-
-
-
-
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5.3.3 Result for~~·. ... 

The overall result for the product ~~~~· was obtained -
by taking a weighted average of the five useful data sets 

listed in Table 34 . Note that the O and 2 mrad data have 

R! cuts on them, as discussed, but the other three sets do 

not, since applying one did not change the values, or seem 

rettuired from studies of the · ~t z or invariant mass 

distributions. The weighted average of the 4, 7. 61 and 

10 mrad data gave 

whereas combining all five sets gave 

d.o\ d.3• =-0. 265!.,0. 005 . ( 5. 3. 5) 

A least-squares fit to a constant value for these five 

points gave the same ri4 it~. with a .X1 =4. 72/4 df. 

From this rt.:..was calculated to be ... 
~ =-0. 413!,0. 011 ... ( 5. 3. 6) 

"'he1"e ~ was assumed to be 0. 642!,0. 013 . It is interesting 

to point out that the limit in p1"ecision to which ~~.could 

be obtained in this expe1"iment was due to the precision 

with which d.,. is known. 
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-
~.4 Backgrounds and Systematics 

-
-

This section presents the results of the various 

estimates of background and systematic effects on the -
measured values. The stability of the ~uoted numbers to 

many different cuts and variations in the cuts was -
investigated; any significant changes have been noted where -
relevant. In particular the cuts were examined 

in great detail, and the comparison between real and Monte -

Carlo data carefully studied. Quantitative estimates of -the background contamination in the zero and non-zero mrad 

data samples ~ere obtained from the fool event studies -
discussed in Section C:J. 10. 3>. 

-
Background corrections due to 8-o production from -sources other than the production target were unimportant. 

The background was estimated by the ratio of 2!0 yields from -
data taken with and without a solid target <the so-called 

target-in/target-out ratio>. This ratio was typically ~4 7. -
at 0 mrad before cuts and less than ~i 7. at non-zero -anglesJ after cuts it was negligibly smalL 

-
-
-
-
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- 5. 4. 1 Results of the fool event studies 

-
At 7.6 mrad, the ratio of the normalized number of 

fool to the number of real events falling within the ~~ 
~ 

cut-offs <20 for 1G and 30 for 2G> was between 0.019 and 

0. 020. Thus a 27. accidental background was estimated in -
both the lG and 2G 8° data. This was consistent with 

- estimates based on the dis tr i but ions, and with 

comparisons to Monte Carlo distributions. 

-
- At 0 mrad, as expected, the ratios were much larger, 

reflecting the much higher contamination of the data by 

accidentals. The background in the lG sample was estimated 

to be ~67., and in the 2G sample ~137.. Studies of the R~ - distributions of the fool events showed that this 

- background was reduced to ~<1. 57.i in both samp le s, by 

cutting events with R~ <30 mm~. as was done for the real 

data used in subse~uent analysis. In fact .. cutting 

R! <15 mm~ already reduced the background to ~2. 5 to 37.. -
- These background estimates were obtained starting from 

real data which had not been passed through the set of 

- further loose cuts listed in section <3. 10. 1>. Even 

without the cuts, these cuts removed between 65/. and 

7~% of the fool background. so that th• remaining 

-
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contamination in the data subJected to polarization 

analysis was certainly less than 27.. -
-

The effect of an~ remaining background of this type on 

the polarization results was negligible. The polarization -
of beam A 's is different from that of daughter A 's, but 

due to the different rest frame. the contribution to the 3• -
polarization is effectively that of an unpolarized sample. -
The fool events were measured to have «~.consistent with -
zero, so that this was an unpolarized background to the ~s• -

measurement too. This also tested for bias due to any 

correlation between the 'Xi. obtained from the 
'=' -

the decay proton direction. 

It is important to emphasize that daughter /\ 's from 

'Z• decays are polarized in the 2.0 rest frame. where as beam 

A's are polarized in the f\ rest frame, so that the 

influence of beam polarization on 3•polarization is 

small. 

-
-
-
-
-
-
-
-
-
-
-
-
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5.4.2 Background studies using the x~ fit 

The master ~~ was used to estimate the effects or 

backgrounds 

polarization. 

on the fitted values of the moment and 

Only the 7.6 mrad data were used since all 

the nan-zero angle data were of similar purity. The lG and 

2G samples were kept separate. It was important to choose 

the order in which various parameters were fitted, because 

only one iteration was made on each of the other parameters 

once a particulal" value had been chosen by the 

minimization. The approach taken was to fit first the bias 

tel"ms, and then the polarization and moment, in order that 

the biases were allowed as much freedom as possible to fit 

the data. When generalizing this to search for various 

backgrounds, additional terms were added to the ~~ , and 

were fitted aftel" the above four, so that such backgrounds 

wel"e forced to remain less important in the fit than the 

pT' imarg te,.ms. 

To implement this backgT'aund search a term was added 

ta the master chi-squared which behaved as P6 Cos~& in x and 

PgSin~6 in z, with a background moment ~g and polarization 

Several diffeT'ent sources of background were 

considered b" t'r'ijing different values of I"& and P1 . 
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A value of f-'a =-0. b_l 111as assumed <beam lambda 

background> and the fit 111as performed as before. 

\llh i ch led to values for P~ <actually tl("~ P3 >, 11A~ • 

x b , and z ll , as u s u a l 1 b u t a l so a v a 1 u e for P6 . 

The results are given in Tables 35 and 36 . The 

original values from the fit are also shown for 

purposes of comparison. 

2. The fit was repeated assuming f4.J =O.; these results 

are also shown in the tables. 

Since there were 24 data points, and 5 parameters in 

the fit, there were 19 degrees-of-freedom. FT"om this it is 

seen that the biases were unchanged, and the moment and 

cascade polarization virtually unchanged, by the addition 

of this extra parameter. To check the stability of the 

results to the presence of such backgrounds a similar 

pTocedure was followed in which both ra and Pa iuere input, 

but only the four usual paTameters iuere f it~ed. The 

magnitude of the background polarization assumed was the 

s•me as that of the real 

case ad es, · i. e. about ~ 7.. 

<lambda) polarization of the 

The amount of background 

contamination was assumed to be 10 7.. since this was 

c•rtainly an overestimate of the :t.!.i!.!. lambda background in 

the data sample used in the analysis; <see the previous 

section>. Con9e~uentl~ a value of \f\\ •0.00~ ~as used. 

-
-
-
-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
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The following cases were tried: 

1. ~ =-0. 61 and Pg =+O. 005, 

2. ~' =-0. 61 and Pa =-0. 005, 

3. and I) =+0.005, and 

4. ~' =O. and P& =-0. 005 

The results are shown in Table 37 with t.he 

It is 

do not 

the 1G 

chi-squared values <for 20 degrees-of-freedom>. 

evident that even such large assumed backgrounds 

affect the value of the magnetic moment severely, 

value remaining in the range from -1.27 to -1.23, and the 

2G one in the range -1.23 to -1.20. These numbers 

presumably can be taken as maximum estimates of possible 

systematic effects on the ~uoted magnetic moment. In all 

the cases the statistical error covers this range of 

values. i. e. the change was always <1~ . 
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5.4.3 Backgrounds and systematic effects in ~~.analysis . ... 

The alpha-cascade analysis suffered from the problem 

that biases in the measurement could not be explicitly 

cancelled by means of the experimental design, as could be 

done for the polarization measurements. This is because 

the polarization of the decay lambda is corr~lated with the 

momentum in the cascade rest frame, a direction which 

changes from event to event. There was no corresponding 

reversal of the sign of the polarization which could be 

ef fee ted. The fact that the polarization is in the ~· 
~ 

rest frame , means that any biases <which are presumably in 

the Lab> will correlate only weakly with the momentum or 

the A direction. and so should not have a large effect on 

the l"esu l t. However. biases in the A rest frame may 

affect the ~~. determination. This may be seen by -
considering the structure of the measured signal. 

.. A 

0::A_f\), 

111h i ch has a "physics" component but also the 
,. ... 

additional possibility of a "bias" component A. B. 

... -includes the biases in the PZ measurement, but B repres~nts -the biases in the P._ measurement. It has been demonstrated 

that the biases <which aT"e virtually 

momentum-independent> do not affect the •o:o• values -... 
obtained. The contribution of the BA teT"m will now be 

discussed. 

-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
-
-
-
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- To study systematic errors due to the biases in the A 

polarization measurement. the average values over the data 
.... ~ 

at each production angle, <.BA. A:>, were estimated from the 

- A A ~ ·~ /la A 
known values <./\.x:>, <:/\.y.,.., and <A.z> <which wel"e usually 

small but could be large e.g. at low momentum> and the ... - measured .BA. <bias in polarization measurement of beam !.. 's) 

to find an upper limit on the effect this term could have 

on the final !J."c(ia• answer. The.three bias functions B,, B~, 

and B~ were obtained from analysis of beam A. polarization. 

as discussed in section C4. :5. 1>. As mentioned there was a 

fairly constant y bias ~+o. 07. The x bias decreased rrom 

about +O. 12 at 60 GeVrc to zero at :>220 GeV/c:. The z bias -
was negative, decreasing from zero at ~220 GeV/c to <-0.25 

- at 60 GeV/c. This severe z bias agreed with that measured 

pT"eviously in our precision ~A experiment; it was not fully 

- understood but does not affect the polarization or moment 

- results a-ftel" bias cancellation . The measured signal in 

the alpha analysis was then assumed to be 

,,... = ... 
where BA is the bias in the beam A polarization (this is - measured in the ~ rest frame >. Applying this correction 

the severe momentum dependence in the measured signal was 

removed. Fortunately. over the range 120-240 GeV/c, the 

- contribution o~ this bias term was negligible <<~0.003 in 

each bin> thus Justifying the results ~uoted over this 

range. Since this is • lambda-controlled bias it also 

-
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explains 1a1h1,1 both the lG and 2G 8° data showed the same 

dependence. It was decided not ta q,uate the "COT'T'ected" -
~~~g.value oveT' the full momentum range ~60-~360 GeV/c -
because the actual magnitudes of the large correction terms 

were q,uite sensitive to the precise values picked the -
estimates. -

Finally, an unpolarized lambda background would -
contribute ·an effective value of ~~.=O to the overall .... 
measuT'ement, and hence would reduce the magnitude of the 

ob seT'ved al'="• This type of contamination might occur at - -the highest moment.a, whel'e the spectrometer resolution is 

woT'st due to small opening angles between the proton and -
pion from lambda decays, and possibly contT'ibutes to the 

decTease in the alpha value. seen in the highest momentum -
bin. Any such contribution oveT' the 120-240 GeV/c momentum -range was estimated to be negligible. 

-
-
-
-
-
-
-
-
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CHAPTER 6 

IMPLICATIONS 

6. 1 Status of Baryon Magnetic Mom~nts 

The importance or magnetic moments arises from the 

following reasons <apart from their obvious role in the 

static interaction of a spin system with the 

electromagnetic field): 

They are measurable q,uantities; 

They may reflect internal structure of particles; 

They give realistic meaning to the term 11 q,uark mass"; 

There is some <apparent> success in their theoretical 

prediction. 

221 
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There are now four baryon magnetic moments which have 

-been determined with high precision. The experiment 

described in this thesis has measured the magnetic moment -
of the cascade-zero to be 

foe• = -1. 236:!,0. 014 ~N (6. 1. 1) -
which is almost a 17. measurement, from a sample of 270 000 

reconst,..ucted 3•1 Alr- decays. This ~alue confirms our 

previous measurement of the Z0 moment. According to simple -
SU(6) and q,uark models, which in effect attempt to relate 

any property of the eight octet baryons to three parameters -
<corresponding to the u, d, and s q,uarks), the parameters -
describing magnetic moments should now be_ overconstrained. 

Since 1978 the I:+ moment has been newly obtained from a -
revised analysis C30J, so that the current <April 1980> 

-octet baryon moments are as shown in Table 38, together 

with typical broken SUC6> predictions. -
It is clear that the agreement between theory and -

•xperiment is not as close as might have been hoped after 

the successful prediction of the lambda moment. 

moments may be defined by 

g • 11 r,, = _,._~ -
4m,_c 

The q,uark 

(6. 1. 2> 

Then setting g =2 <for the reasonable •ssumption that 

~uarks are pointlike> leads ta 

-
-· 
-

-
-
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<6. 1. 3> 

where the quark charges ei are given by e~=Ge in Table 2. 

Expressing the baryon moments in terms of the quark moments 

<assuming SUC6) wavefunctions as described in 

Chapter 1> gives: 

~ ( p ) = ~ ~II - j ~' I 

~ ( n ) = 1 ~~ - 1 ~ll I 

~ <A >= ~s 

r-r1 It I p ( w ) : 1 ~S - 1° ~II 

Using the measured magnetic moments of the proton, neutron, 

and lambda to determine the p~ gives 

~· a 1. 852 /'N I 

~' = -o. 972 /l• 
~$ = -o. 614 I'-• • 

which in turn imply that ft C~0>= -1. 436 ~" , which is 120" 

from the experimental value An alternative expression of 

this disagreement can be obtained by calculating the 

s-q,uar k magnetic: moments from the meas UT"ed A and measured 

z· moments independently. Forming the difference 

~\ <':::'> - ~s <A > = <-O. 465:!:,0. 01:5>-<-0. 614+0. 005> ~If 

- 0. 1 :5+0. 02 ~flf I 

shows that there is a 70- disagreement. 

Notice that the exact SUC6>-limit (or SU<3 > > 

pre d i c t i on C 31 J of ~ < ~ > I IA- < I\ > =2 i s e x p er i men ta 11 y true 

to high accuracy c~17.> <although the other SU<3> relations 

are grossly violated>. 
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Several authors have attempted to fit the measured 

moments using three input parameters, typically chosen to 

be the realistic quark masses defined by .Eq,. < 6. 1. 3 >. 

Very poor fits are obtained; for example Teese and Settles 

C32J obtained a X1 =28/5 df for their best fit <which used 

~ ( 3• ) =-1. 20!,0. 06 /ltt ) giving: 

m. = 338 MeV 
mi = 322 MeV I 

m, = 512 MeY 

It can be argued that intrinsic magnetons, rather than 

nuclear magnetons, should be used to make these comparisons 

<which means scaling the values given by mp/ma where m1 =the 

baryon mass), but this· does not help the overall fit. 

Franklin has reached similar conclusions C33J. Allowing 

the q,uarks to have gi + 2 will not improve the q,uality of 

the fits either, but will only change the values or the 

masses obtained. The outstanding question is that of the 

importance of relativistic effects. and interactions 

between the quarks, which probably complicate these simple 

predictions. 

De RuJula. Georgi, and Glashow in their seminal paper 

C7J on the applic~tion of ~uantum chromodynamics to hadron 

properties also assumed pointlike Dirac quarks, and 

obtained magnetic moment predictions tantamount to those 

from brok•n SU<6> models. Considerable work has been done 

rel•ting bar~on magnetic moments through SUC6> sum-rules 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
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C34.35.36.37J which are argued to be more reliable than 

- absolute predictions, based on experience with 

mass-splittings. None of these theories seems capable of 

obtaining predictions close to all the experimental values 

in a simple and self-consistent way C38.39J. 

With the advent of more precision measurements of 

baryon magnetic moments these theories will be even more 

. -
severely constrained. Since this experiment was completed, 

the Neutral Hyperon Group at Fermilab has taken data on 

charged hyperon inclusive production in the hope that they 

- too will be polarized and allow precision moment 

measurements. At the time of writing these data are 

undergoing analysis. 

6.2 Application of the new ~~.value to tests of ... 

- rule 

The ~eak non-leptonic decays of hyperons are described 

isospin-changing s- and p-wave amplitudes <see 

Section C4. 1 > >. Clebsch-Goi-dan coefficients of the 

- isaspin-changing amplitudes connect the expe~imental 

observables <decay widths, lifetimes, asymmetry pai-ameters 

etc. > of decays within the same isospin family. It is an 

experimental .Pact that At=r•t1 terms dominate these hyperon 
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decays C40J; the theoretical reason for this is not 

understood. Recent theoretical attempts to understand weak 

non-leptonic decays have been based on q,uantum 

c:hromodynamic:s, in which radiative corrections (including 

gluon and W-boson corrections> have been estimated using 

renormalization group techniq,ues. Unfortunately these 

approaches have not met with overwhelming success, at least 

for the decays involving light q,uarks Cu, d, and s >, and 

the enhancement in hyperon decays is still not 

understood C41J. Consequently it is of interest to test 

experimentally the validittJ of the " lll= t11 Rule" as 

severely as possible. 

The standard notation C40J s 1A1., p1~1 can be used fer 

the s and p wave amplitudes with isospin change 2 AI, or 

equivalently the dimensionless amplitudes A~, B2Al , which 

are related by 

p 

s 
= 

GM-m>'J.­
~M+m>~ -

111he-re s, p o-r A, B describe the decalj B•-+ B1 +'TT' of baryon Bt 

<mass M> to baryon B~ <mass m>. and ~ is the mass of the 

pion. The amplitude ratios s 3 /st, Pi/Pt Cuihich a-re eq,ual 

to the cor,.esponding A3 /A1 , B~ /B4 > can be related to the 

ratios of the decay rates, and the ~ asymmetl'y 

parameters, for the different charged modes in the 

requisite decays. It is convenient to exp~ess the 

-

-

.... 

-
... 
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experimental values of these ratios in terms of the 

deviations from the values predicted by the AI=•11 rule. 

For A <and '2a > decay, the AI=·111 rule predicts 

r. < " ) 1 lo 
= <or = 2 ) I 

r.. ( " ) 2 T_ 

ct. ( " ) 

= l I 

cL_ ( " 

where the subscripts refer to the sign of the charge of the 

final-state pion. Overseth and Pakvasa C42J write linear 

expressions fol'" amplitudes in teT"ms 

Ari. =< cl,/c:l->-1 and Ar·=<~ ;r_ >-O. 5, from which the ratios 

of the amplitudes can be obtained once the decay rates and 

asymmetrlJ parameters are known. For A decay, 

s3 I st =O. 027+0. 008, i. e. a small AI=~~ s-amplitude, which 

is controlled mainly by the ratio of the decay rates <o~ 

the J\.+ntT' and A->P'iT- modes>. The ratio of the asymmetry 

parameters <which is less accurately measured> does 

contribute to the p-wave ratio, giving Pi /p
1 

=0 .. 030:t,0. 037, 

consistent with the The limits to the 

precision with which the rule ma1:1 be tested in A decay a·re 

the experimental difficulties in detecting the neutral 

decay mode A-+ nlt'°, and the uncertainties in the 

calculation of the radiative corrections C43J. 
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~ decays are complicated by the involvement of three 

decays, and the possible presence o-f= llI= 1) amplitudes. but 

2, decays are well-suited to 4iI=fJ1 tests. There are no 

AI• 5'2 amplitudes possible. and both final states <Arr- and 

Att0 > have the same isospin so that knowledge of rinal ..J 

s~ate interaction phase shifts is not required < as 11. in 

the A case). 

The aI= t/'1 rule for 3 decays predicts 

,.. 
- = 2, 
T' .. 

which are modified by phase space corrections to 

!.! = 0. 975. 
r)._ 

1
• = 2. 067 . 

'T-

Other radiative corrections are apparently smaller, but in 

the same direction. The linear expressions ror the 

differences 6.d., Ar are C40J 

Ad.= 1. 38Cs 1 /s• >-1. 38<p3 /pt > 

/ir • -1. 44Cs~/st >-0. 06Cp, /p4 > 

The previous world average values for the decay rates and 

a~ymmetry parameters ClJ led to the differences 

Ar = 0. 070±0. 021 

A« = o. 12:,0. 21 

and implied 

•1'•·· -0.043±0.015 

Pi /pt • -0. 13~0. 15 

' 

, 
' 

-' 
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With a more recent value for the lifetime of the 

't-:o• = 2. 89 +O. 10 ... - -io 
x 10 sec, and the most 

(44J, 

T"ecent 

measurement of ~"='• previous to this experiment, °'"='· = ... 
-0.490!,0.042 C45J, the ratios are 

P /p = -o. 22!,0.09 I 
\ f 

<without phase space corrections>. 

-

The new value of a~. obtained from this experiment 

enables a more precise determination of the ratio p3 /~ to 

be made. The result from this experiment was 

·~· = -0. 413::t,O. 011 . 

The current best value for ~~- has been taken as the ... 
weighted average of the most recent published value C46J 

with the previous world aveT"age. This number is 

ctoa- • -o. 41:3!,0. 019 . 

These numbers imply A~ •<1.000!,0.053>-l = O.OOO::t,0.053 

<without phase space corrections>, and -0.025+0.053 <with 

phase space corrections>. With the new value of l :;:• c 44J 

quoted above. is 0.072:t0.021 <without phase space 

corrections>, and 0.088!,0.021 <111ith the corrections>. 

Solving for s"ls, and p3 /pi gives _ 

s\ls, = -0.048!,0.014, 

p1 /~ = +O. 048::t,0.040, 

with no phase space corrections. 

""ratios are 

With corrections the 
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Ps /p• = -o. 041:!_0. 040 , 

~here the error_ in the s.ratio is contributed entirely by 

the decay rate ratio. but the error in the p ratio comes 

mainly from the ratio. Thus the p-~ave ratio is now 

consistent with the A.I= 4
11 rule. 

6.3 Summary 

In summary have obtained the 

measurements: 

1. 

2. 

The magnetic moment of the A hypel"on 

~~ = -o. 5'98+0. 015 "" ' 

from 202627 reconstl'ucted A-. P1r decays; 

The magnetic moment of the 

~· = -1.236~0.014 ~w' 

'=90 - hyperon 

following 

¥rom 269524 reconstructed 8°....,.An• decaqs; 

3. A ne~ value for the product 

' I 

-
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- 4. The inclusive polarization of hyperons <at 

p~oduction angles of 4, 7. 6, and 10 mrad >, as - shown in Figs. <5. 2. 32> and <5. 2. 33>. ·The mean 

- polarization Of these 270000 events 1.11as 

-o. 108+0.006, with an average ~· momentum of 134 

- GeV/c. 

-
-
-
-

-
-
-
-
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TABLE 1. Experimental values for magnetic moments of stable 
leptons and baryons (at April 1978) 

Particle Magnetic Moment 

1.001 159 652 41 (20) i m 
1.001 165 922 (9) i m 
2.792 845 6 (ll) n m 

-1.913 042 ll (88) nm 
-0.613 8 {47) n m 

2.83+0.25 n m 
-1.48'+0 .37 n m --- -1.a5+0.15 n m 

l a2•0. z s • -o. 1• nm 

1 n m •µ • en • 3.152 451 5 (53) x io·taMeV gauss 
N '2mC 

l i m (electroR) = ell = 0.578 837 85 (95) x 10-1 "MeV gauss 
2m c 

1 i m (muon) • e-n 
2m c 

p 

TABLE 2. Quantum numbers 

Quantum Number 

o/e 
Ii 
s 

of up, down 

u 

+2/3 
+l/2 

0 

and stranqe quarks 

d s 

-l/3 -l/3 
-1/2 0 

0 -1 
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TABLE 3. Baryon magnetic moments predicted by various simple 
models 

Baryon Exact SU (6) Broken SU(6) Broken SU(6) 
m •m =m m =md7m m u'f1'4 drm s u d s u s 

p input 2.79 input 2.79 input 2.79 
n -l.86 -1.86 input -1.91 
A -0.93 -0.60 input -0.61 
t• 2.79 2.67 2.67 
to 0.93 l.05 0.79 
t• -0.93 -1.os -1.09 :o -l.86 -l.39 -l.44 :- -0.93 -0.46 -0.49 

<r~A-r> l.66 1.6J 

wl 

-
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- TABLE 4. Results of A polarization analysis, 7.6 mrad data 

e Sw events aP aPX. ~y z 
+l +l 28584 -0.002±.013 0.078.±.010 0.045±.015 
+l +7/9 19333 0.044+.·016 o.o5a+.013 0 .040±.018 - +l +2/3 19304 0.022+.016 0.065+'.013 0.049.±.017 
+l -2/3 20130 -0.097+'.016 0.045+.012 0.031±.016 
+l -7/9 15702 -o.os1+.011 0.065+'.014 0.035±.020 
+l -1 46240 -0.074+.010 0.091+.ooa 0.063±.011 ,... -1 +l 66634 -0.040+.ooa -0.002+.001 0.081±.008 
-1 +7/9 18775 -o. 094+. 016 0.030+'.013 0.100±.016 
-1 +2/3 26198 -o.oss+.014 0. 013+. 01.l 0.093±.013 
-1 -2/3 20873 o.os2+.01s 0.030+'.012 0.072±.015 r 
-~ -7/9 20236 0.004+'.0l.3 0.014+'.013 0.085±.015 
-1 -1 61169 0.002+.009 -0.010+.001 0.076±.009 

-

-

-

-

-
-
-



TABLE 5. Results from master x2 fit, 7.6 mrad A polarization, with 
2 2 

RA ~40 mm • 

Sample a AP A µA x-bias z-bias 2 

2~df ( µN ) 

All (203K) -0.056+0.003 -0.598+0.015 0.040±0.003 -0.024±0.004 36.3 
w/o Sw-i,B- -0.053"+0.003 -0.603+"0.016 0.040±0.003 -0.027±0.004 23.7 

l t. l l l l l. l l l . l L L l l l ···~ l ~ 
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-
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TABLE 6. Results of =0 polarization analysis, 4 mrad lG, 
all momenta 

p Sw 6 a P a P x a P z y 

I -I +l 0.034+.030 0.004+.023 0.064.:t.031 
1 +l +l -o.ooa+.026 0.024+.021 O.l24;t.03l 
l -1 -1 -0.044+".024 0.065+.019 0.019+.024 
l +l -1 0.043!.025 0.0111.021 0.02l:t_.025 

TABLE 7. Results of :0 polarization analysis, 4 mrad 2G, 
all momenta 

p Sw a a p z a PX a P 
y 

I -1 +l 0.180+.035 -0.027+.026 0.010±.032 
l +l +l o.osJ+.oJ6 -a.oa2+.026 -0.006±.035 
l -1 -1 0.084+.025 o.oa2+.020 o.02oz.024 
l +l -1 0.196!.027 0.064!.021 0.020±.025 
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TABLE 8. Results of :0 polarization analysis, 7.6 mrad lG, 
all. momenta 

p Sw a a. l? z Cl p x a Py 

l -1 -l -0.018+0.019 0.088+0.014 0.028±0.019 
1 -7/9 -1 -o .120+0. 036 0.035+'0.026 -0.016±0.037 
1 -2/3 -1 -0.001+0.036 -0.039+0.026 0.065±0.036 
1 +2/3 -1 -0.047+'0.032 o.01s+o.024 0.027±0.033 
l. +7/9 -l 0.083+0.039 0.043+0.029 0.063±0.040 -l +l -1 0.043+0.018 o.11s+o.014 0.033±0.019 
l -l +l 0.021+0.020 o.02s+o.01s 0.104±0.022 
l -7/9 +l 0.064+0.036 o.01s+o.02a 0.120±0.039 
1 -2/3 +l 0.102+0.032 o.1os+o.024 0.126±0.034 
1 +2/3 +l -O.Ol.6+0.033 0.114+'0.025 0.128±0.035 
l +7/9 +l -0.063+0.034 o.oas+o.026 0.110±0.035 
1 +l +l -o.oa1+0.021 o.02a!o.020 0.144±0.030 -' 

-' 

TABLE 9. Results of :O polarization analysis, 7.6 mrad 2G, 
all momenta 

p Sw 6 a Pz Cl l? x a. Py 

I -1 -1 0.054+0.022 0.043+0.017 0. 031±.0. 0 Z.l 
1 -7/9 -1 0.047+0.045 -0.020+0.032 0.045±0.041 
1 -2/3 -1 0.116+'0.042 -0.044+0.031 -0.108±0.038 
1 +2/3 -1 0.141+"0.036 -0.005+0.020 0.006±0.035 .-
l +7/9 -1 0.122+0.043 -0.004+"0.032 0.090±0.042 
1 +l -1 0.196+0.022 0.091+0.017 0.024±0.020 
1 -l +l 0.205+0.027 -0.002+0.019 0.042+0.026 --l -7/9 +l 0.260+0.055 -0.000+0.037 o.012±0.os2 
l -2/3 +l 0.137+0.042 o.1os+o.032 0.008±0.043 
l +2/3 +l 0.133+0.044 0.089+0.032 0.015±0.041 
1 +7/9 +l 0.083+0.046 0.039+"0.033 0.081±0.045 
1 +l +l o.os1+0.03a -0.032!:0.028 0.020±0.038 

wJ 

--
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-
TABLE 10. Results of :O polarization analysis, 10 mrad lG, - all momenta 

- p Sw s a Pz a PX a Py 

I +l +l -0.049+0.044 -0.002+0.032 0.084±0.047 
l +2/3 +l 0.021+0.036 0.114+"0.027 0.147±0.038 
1 -2/3 +l 0.019+0.029 0.068"+0.022 0.087±0.032 - l ~1 +l 0.077+0.037 0.031"+0.027 0.119±0.040 
l +l -1 0.068+0.026 o.os1+0.020 -0.001±0.027 
1 +2/3 -l -o.02a+o.os1 -0.011+0.039 0.015±0.051 
1 -2/3 -l -0.010+0.045 -0.023+0.032 0.069±0.045 
l -l -l -0.049+"0.024 0.074!0.018 0.046~.025 

TABLE ll. Results of :O polarization analysis, 10 mrad 2G, 
all momenta 

p Sw 8 a Pz a PX a Py 

l +l +l 0.122+0.059 0.014+0.045 -0.004±0.057 - 1 +2/3 +l 0.119"+0.049 0.132+0.037 -0.007±0.046 
1 -2/3 +l o.2s1+0.03a 0.086"+0.031 :..o.o3a±o.040 
1 -1 +l o.1a1+0.049 -o.oss+o.oJa 0.075±0.052 
1 +l -1 0.168+0.034 o.01s+o.021 -0.022±0.033 - l +2/3 -1 0.179+0.071 0.093"+0.053 -0.011±0.059 
1 -2/3 -1 0.001+0.061 -0.101+0.044 0.083±0.053 
l -1 -1 0.127!0.031 0.037!0.023 0.035±0.029 -

-
-
-

-



TABLE 12. Bias-removed "'0 polarization signals, 7.6 mrad, all momenta 

lG 2G 
Sw GX p a P Sw a P a P z x z x 

-1 0.023+0.014 -0.032+0.010 -1 0.076±0.017 -0.023±0.013 
-7/9 0.092+0.026 0.020+0.019 -7/9 0.107±0~035 0.006±0.024 
-2/3 0.001+0.024 0.012+0.010 -2/3 0.011±0.030 0.075±0.022 
+2/3 0.016+0.023 o.oso+o.011 +2/3 -0.004.±0.028 0.047±0.021 
+7/9 -0.073+0.026 0.023"+0.019 +7/9 -0.020±0.031 0.022±0.023 

+l -0.062"+0.015 -0,045:±0.012 +l -0.073±0.019 -0.062±0.015 tJ 
tf>. 
0 

l l, l l l t l \_ l l l. l. l l l l l 
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TABLE 13. Weighted average of lG and 2G bias-removed ~o polarization 
signals, 7.6 mrad, all momenta, and corresponding precession angles. 

Sw a P a P !Bdl tan..,(-'l~)o'a) 4> z x T m deg deg 

-1 0.052+0.010 -0.029+0.008 -13.64 -61± 0 -299± 8 
-7/9 0.097+0.021 o.01s+o.01s -10.55 81± 9 -261± 9 
-2/3 0.009+0.019 . 0.073"+0.014 -9.05 7±15 -187±15 
+2/3 o.ooa+o.018 0.049"+0.013 9.05 9±21 171±21 
+7/9 -0.051+0.020 0.023+0.015 10.55 -66±16 246±16 N 

ol=>o 

+l -0.066+0.012 -0.052+0.009 13.64 52± 7 308± 7 ~ 



TABLE 14. Results from master x2 fit, 7.6 mrad E0 polarization 

Sample aAyEPE lJ;:; x-bias z-bias x2 
( µ- ) 20df N 

All lG -0.056+0.007· -1.278+0.036 0.061±0.007 -0.012±0.009 20.5 
All 2G -0.069"+0.008 -1.215+0.029 0.026±0.007 0.126±0.010 17.8 
All ( 130K) -0.064+0.006 -1.234"+0.023 0.045±0.005 0.048.±0.007 22.5 
All,RA cut -0.063"+0.006 -1.251+0.024 0.042±0.005 0.042±0.005 34.3 

. I 

l l .. l ·l l l l. l l l l l ' l l ' l l. l 
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TABLE 15. Results from master x2 fit, 4 mrad lG :: 0 polarization 

x-blas 2 p;: I . aAy-!E µ_ z-blas 
Gev/c ( µ~ ) 4St 

104 7773 -O.OlB+0.022 -1.406+0.380 0.042±0.021 -0.006±0.030 2. 87' 
130 6032 -0.029+0.021 -1.412+0.219 0.027±0.021 -0.020±0.027 4.41 
149 5287 -0.101+0.024 -1.264+0.057 0.028±.0.022 0.007±0.028 8.99 
169 3867 -0.010+0.030 -1.149+0.088 0.004±0.026 0. 032.t.O. 031 1.85 
189 2404 -0.043+0.034 -1.391+0.215 0.035±0.033 0.042±0.039 4.07 
230 2844 -0.064+0.036 -1.004+0.125 0.103±0.034 -0.041±0.037 2.32, - -

"' .... 
w 

TABLE 16. Results from master x2 fit, 4 mrad 2G E0 polarization 

x-blas Po:: I aAyEp!! µ~ z-blas xz 
Gev/c < µN > 4df 

106 3388 -0.046+0.036 -1.680+0.200 0.049±0"~33 -0. 0-47±0.047 8.11 
130 3811 -0.117+0.036 -1.132+0.054 0.040±0.027 0.088±0.037 4.91 
150 4195 -0.054+0.026 -1.340+0.140 -0.017.±0.025 0.151±0.032 0.267 
170 3903 -0.114+0.029 -1.269+0.061 0.027±0.027 0.123±0.032 1.58 
189 2898 -0.130+0.034 -1.357+0.072 0.008±0.033 0.178±0.041 2.45 
231 4155 ·-0.12l"i"0.030 -1.253+0.059 -0.007±0.027 0.156±0.035 3.29 -



TABLE 17. Results from master x2 fit, 7.6 mrad lG HO polarization 

z-blas PH I a AyE.PE µ~ x-blas 2 

Geo/c ( µ~ ) 2~df 

102 43702 -0.037+0.0ll -1.J00+0.082 0.068±0.009 -0.041±0.014 18":"9' 
130 23072 -0.061+0.012 -1.215+0.051 0.060±0.011 -0.008±0.014 15.9 
149 14589 -0.061+0.015 -1.268+0.063 0.058±0.014 0.018±0.016 13.5 
169 7259 -0.101+0.021 -1.274+0.053 0.028±0.020 0.003±0.023 28.3 
189 3196 -0.102+0.033 -1.264+0.085 0.037±0.031 0.036±0.035 9.8 
218 1072 -0.138+0.058 -1.209+"0.094 0.012±0.053 -0.025±0.061 3.45 -

' I 

N 
~ 

.::.. 

TABLE 18. Results from master x2 fit, 7.6 mrad 2G ,.o polarization 

p .. I aAyEP!! µ~ x-bias z-bias x2 .. 
Gev/c (µN > 20df 

104 18168 -0.062+0.017 -1.291+0.069 0.015±0.014 0.082±0.021 17.0 
130 14407 -0.069+0.016 -1.186+0.051 0.033±0.014 0.090±0.019 22.8 
149 11434 -0.071+0.017 -1.225+0.065 0.010±0.015 0.127±0.020 17.8 
169 7297 -0.053+"0.023 -1.138+0.110 0.053±0.020 0.142±0.026 22.2 
189 3818 -0.076+0.031 -1.044+0.099 0.048±0.028 0.108±0.034 18.2 
220 1582 -0.131:;;0.040 -1.254+0.085 0.124±0.046 0. 019.±0. 050 2.3/4 - -

l l l l l l l l l ' l l l l l l 
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TABLE 19. Results from master x2 fit, 10 mrad lG !! 6 polarization 

I P:. aAy::P:: µ~ x-bias z-blas x2 .. 
Gev/c <µN ) 12df 

, 100 26659 -0.056+0.0lS -1.152+0.061 0.038±0.012 -0.047±0.017 7.56 
129 10222 -0.040+0.017 -1.341+0.121 0.056±0.016 0.054±0.021 12.0 
149 5017 -0.117+0.026 -1.157+0.055 0.032±0.024 0.039±0.028 7.82 
169 2099 -0.120+0.039 -1.270+0.086 -0.024±0.037 0.039±0.044 18.6 
188 425 -0.120+0.198 -1.367+0.700 0.134t0.191 0.050±0.206 0.0/2 -

N 
~ 

x2 2G !! 0 
U1 

TABLE 20. Results from master fit, 10 mrad polarization 

x-bias p;: I aAyEpE µ::;' z-bias x2 
Gev/c (µN ) 12df 

103 10482 -0.030+0.026 -1. 753+0. 210 0.035±0.020 0. 070±0. 027 13.1 
130 6094 -0.086+0.022 -l.389t0.086 0.017±0.021 0.139.±0.029 14.6 
149 3944 -0.100+0.029 -1.253+0.084 0.021±0.027 0.179±0.035 7.46 
169 1958 -0.127+0.043 -1.279+0.094 0.027.±0.040 0.179±0.043 5.30 
189 471 -0.127+0.198 -1.367+0.600 0.009±0.184 0.011±0.215 0.0/2 
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TABLE 21. Weighted averages of lG and 2G fitted 4 mrad 
:

0 polarization 

a /l.P: events p~ p x p: 
GeV/c Ge~/c 

11161 105 o.42 0.26 -o.02s+a.a21 -o.a44+o.o32 
9843 130 0.52 0.33 -o.oss+o.020 -0.086+0.031 
9482 149 0.60 0.37 -O.OB6+0.020 -0.134+0.031 
7770 170 0.68 0.43 -0.101+0.023 -0 .156+'0 .036 
5302 189 0.76 0.47 -0.095+0.026 -0.147+0.0~l 

6999 231 0.92 o.sa -o .101+0. 025 -0.166+0.033 

TABLE 22. Weighted averages of lG and 2G fitted 7.6 mrad 
::O polarization -

events P: 
G~~/c 

x a APE P: 
GeV/c -

61870 103 o.78 o.26 -o.o4s+a.oto -o.01s+a.01; 
37479 130 0.99 0.33 -0.010+0.011 -o .109+'0. 017 
26023 149 1.13 0.37 .:.0.011+0.019 -o .120+0. 030 
14556 169 l.28 0.42 -0.086+'0.017 -0.134+0.027 

7014 189 1.44 0.47 ~o.096+0.02s -<l .150+"0. 039 
2654 219 l.66 0.55 -0.146+'0.040 -0 .221+0. 063 

TABLE 23. Weighted averages of lG and 2G fitted 10 mrad· 
:

0 polarization 

events 
P-= :& x aA:e; I?~ 

GeV/c Ge /c 

37141 101 r.01 o.2s -o.as4+o.ot4 -o.oas+o.022 
18316 129 l.29 0.32 -0.062+0.0lS -o. 097+0. 024 

8961 149 l.49. 0.37 -0.119+0.021 -o .1ss+o·. a 32 
4057 169 l.69 0.42 -0.134+0.032 -o.2oa+o .049 

896 189 l.89 0.47 -0.135+'0.152 -0.210+0.237 

wl 

-
-

-
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TABLE 24. Results from master xz fit, :o polarization, all 
momenta. 

Sample p= µ: 2 

(µN> ldf 

4 mrad,!G -0.043+0.012 -1.235+0.062 l. SS/4 
4 mrad,2G -o.oa1+0.013 -1. 212+0. 035 3.26/4 

7.6 mrad,lG -0.059+"0.007 -1.252+"0.029 20.7/20 
1.6 mrad,2G -0.069+"0.008 -l. 214+"0. 0 29 18.0/20 
10 mrad,lG -0.064+"0.0lO -1.190+"0.039 7.89/12 
10 mrad,2G -0.06l+O.Ol3 -1.291+'0.066 17 .8/12 

----------------------
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TABLE 25. Results of a=o analysis 0 mrad, lG sample, 
with RA!_JO mm 2 

, moment'.um-binned. 

events x P: PJ\ 
GeV7c GeV/C (19 df) 

104 
130 
150 
170 
189 
216 
266 

87 
llO 
128 
145 
164 
167 
234 

2526 
2359 
2273 
1663 
1158 
1038 

329 

TABLE 26. Results of a-o analysis 
with RA~30 mm 2 

, momentum-binned. 

P= 
GeV7c Ge~}c 

events 

106 84 1048 
131 105 1355 
150 122 1649 
170 139 1671 
190 156 1392 
217 181 1586 
266 224 710 

'rABLE 27. Results of a-:o analysis, 

-o.24o+o.os9 
-0.290+"0.043 
-0.277+0.043 
-0.267+0.047 
-0.234+0.057 
-0.221+"0.063 
-o.osa+o.113 

21 
22 
19 
21 
27 
27 
12 

O mrad, 2G sample, 

aAa:o x 
(·19 df) 

-o.210+0.os3 21 
-0.255+0.058 ll 
-0.329+0.049 24 
-0.266+0.049 29 
-0 .297+0. 052 21 
-0.212+0.048 18 
-O.JOS+0.079 20 

all Q mrad data 

COnoi.tions events aAa:o xz 

XII lG 
2 

14661 -0.237+o.Oi7 36 
All 2 11346 -0.261:+'0.020 21 lG,Ri'., >JO mm 
Al..l 2G z 2 13984 -0.253+0.017 37 
All 2G,,>30 mm 

2 
9411 -0.291+"0.021 32 

·1G and G,, Rf. >30 ml1l 20757 -0.275+'0.014 29 

-
.,J 

... 

""' 

... 

-
-.i 

""' 
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TABLE 28. Results of a:o analysis, separate 4, 7.6, and 
10 mrad data, lG and 2G combined, momentum-binned, 
weighted average of the three angles. 

P: P~ 
GeV7c GeV/C 

74 
92 

110 
130 
149 
169 
189 
209 
245-

60 
75 
91 

107 
124 
141 
158 
176 
209 

events 

5854 
·37552 
67551 
63788 
44538 
26419 
13859 

6609 
5688 

TABLE 29. Results of a:o analysis, 
10 mrad data~ lG and 2G combined, 
including X values from fit. 

Bin P- events 
GeV/c GeV}c 

o-ao 74 5854 
80-100 92 37552 

100-120 110 67551 
120-140 130 63788 
140-160 149 44539· 
160-180 169 26419 
180-200 189 13859 
200-220 209 6609 
220-400 245 5688 

-o.aa4+0.oa2 
-0.152+0.019 
-0.227+0.009 
-o.25s+o.009 
-0.267+0.009 
-0.257+0.012 
-0.279+0.017 
-0.200+0.024 
-0.241+0.027 

combined 4, 7.6, 
momentum-binned, 

aAaEa 

-0.101+0.oar 
-0.152+0.019 
-0.226+0.009 
-o.2ss+o.oos 
-0.266+0.009 
-0.256+0.012 
-o.21s+o.016 
-0.276+0.024 
-0.237+0.026 

Bin 
GeV/c 

0-80 
80-100 

100-120 
120-140 
140-160 
160-180 
180-200 
200-220 
220-400 

and 

% 

(11- df) 

13 
36 
22 
38 
17 

8 
17 
14 
25 
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TABLE 30. Results of a:o analysis, 10 mrad lG data, 
momentum-binned, 2nd iEeration usinq measured PE' 
weighted average over each (Sw,a ) set. 

P: Pp events aAa:o 
GeV7c GeV c 

100 s3 26952 -O.I99+o.019 
129 109 10243 -0.290+0.023 
149 126 5033 -0.307+0.031 
169 144 1989 -0.249+0.049 
196 170 863 -0.212+0.oao 

TABLE 31. Results of «:o analysis, 10 mrad 2G data, 
momentum-binned, 2nd iceration using measured P:, 
weighted average over each (Sw,a ) set. 

P: p~ events aAa:o 
GeV7c GeV c 

103 s2 10616 -0.206+0.029 
130 104 6106 -0.271+0.030 
149 120 3949 -0.310+0.039 
169 137 1872 -o.2s1+0.os2 
198 163 979 -0.166+0.017 

TABLE 32. Results of e&-:: o analysis, 10 mrad data, 
momentum-binned, 2nd iteration using measured P:, 
weighted average over lG and 2G bins. -

~ 
cee~c 

events aAa:o 
GeV/c 

IOI 83 37568 -0.201+0.016 
130 107 16349 -0.283+'0.018 
149 124 8982 -0.308+"0.024 
169 140 3861 -0. 264+0. 0°36 
197 167 1842 -0.186+0.053 

Bin 
GeV/c 

0-120 
120-140 
140-160 
160-180 
lS0-400 

B1n 
GeV/c 

0-120 
120-140 
140-160 
160-180 
180-400 

-
B1n -GeV/c 

a-120 '111111 
°120-140 
140-160 
160-180 
180-400 """ 
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TABLE 33. Results of a-=o analysis, 10 mrad data, 
lG and 2G combined, momentum binned. 

P: 
cee~c 

events aAaEo xz 
GeV7c (19 df) 

74 ·60 2305 0. 001+0 .144 18 
92 75 13773 -0.182+0.032 24 

110 90 21490 -o.2os+o.011 16 
129 107 16349 -0.269+0.017 24 
149 124 8982 -0.287+0.021 12 
169 141 4066 -0.289+'0.030 ll 
188 158 1526 -0.304+0.052 42 
208 175 524 -o.202+0.oa2 10 
234 197 223 -0.140+0 • .130 20 

TABLE 34. Results of a_ 0 analysis, overall value· from 
each angle, over P: ra~ge 120-240 GeV/c, momentum-binned, 
mean momenta quoted, lG and 2G combined. 

Anqle P: · p events 
mrad GeV/c Ge~/c 

0 
2 
4· 
7.6 

10 

167 
164 
160 
149 
144 

139 
137 
133 
124 
120 

16144 
11093 
35625 
88141 
31447 

-o. 175+0. 016 
-0.277+0.022 
-0.249+0.0ll 
-0.263+0.007 
-0.288+0.013 

Conditions 

Cut Rf do mm 2 

Cut R~ <20 mm 2 

No R~ cut 
No R: cut 
No R: cut 
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TABLE 35. Results from background studies using masterxlallowing free 
P8 , lG 7.6 mrad data 

-----=c-------=,--------=:------------------·--·----7·-
Bx Bz P;:; µ... PB X 

(20df) 

0.060+0.006 -0.007+0.008 -0.059+0.007 -1.252+0.029 - ----·-20:-1 
-0.061+0.006 -0.001+0.000 -0.061+0.001 -1.259+0.020 -0.005+0.001 20.3 

0.060+0.006 -0.001+0.ooa -o.osg+o.001 -1.2s6+0.029 0.001+0.006 20.1 

TABLE 36. Results from background studies using masterx,allowing free 
P8 , ·2G 7.6 mrad data 

-----=,..-------=,---------=,.....--------------: ------r-Bx Bz P., lJ., P8 X 

l 

0.02~0-0i 

0.025+0.001 
0.025+0.001 

l l 

- (20df) 

o.121+o.010 -o.ou-9+0.00~~29 --------re.a 
0.121+0.010 -0.061+0.ooe -1.204+0.030 o.ooa+o.ooe 11.4 
0.121+0.010 -0.069+0.008 -1.196+0.029 -0.011+0.007 16.3 

l l . l l l ' l l l l l l l l. 

N 
U1 
N 
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TABLE 38. Experimental values for octet baryon magnetic 
moments (April 1980) 

Particle 

---

Experimental 
(n m) 

2.793 
-1.913 

·-0.614+0.00S 
2.33 +0.13 

-1.48 +0.37 
-l.85 +0.75 
-1.24 ~g.g~ 
1.82 "ro:1e 

Theoretical 
(typical} 

input 
-1.86 
-o .61 
2.67 

-1.05 
-0.46 
-1.39 
1.63 

' ... 

-

-
-
-

-
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