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•. 

ABSTRACT 

Presented here are the results of the analyses of data ob-

tained from exposures of the 30-inch Fermil.ab deuterium-filled 

I.ubble chanber to mixed, positively charged beam particles inci-

dent at ~00 GeV/c and proton beam particles incident at 400 GeV/c. 
. . 

The Proportional Hybrid System was used to identif~ the beam par-

ticles, and on low multiplicity events, to improve fast track mo-

menta for the 100 Ce.V/c data sample. Topological hd and hn cross 

sections are extracted from both data samples. Events with 3 or 

4 prongs at 100 GeV I c .:.re fit to the mass hypothesis hcl+hpPlf - and 

a free neutron cross section for hn+h(p~-) is extracted. This 

· cross section is then compared with values obtained at other ener-

gies or measured using different techniques. The production of 

protons with lcborat:ory momenta less than i"~4 C£V/c is also stu-

·died for the full event samples at both energies. The inclusive 

proton cross sections are seen to scale as functi~ns of }f /sand 

t, leading us to make a detailed study of these cross sections in 

the context of a Mieller-Regge formalism. 
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I. . INIIDDUCTION 

A. ·ceneral"Information 

This work deals with the analysis o{ exposures of the 30-inch 

deuterium-filled bubble chamDer at Fermilab to mixed positively 

charged beam particles at Fermilab energiese The use of the 

Proportional Hybrid System (!'HS) allowed us to identify individual 

beam particles, mostly protons and pions. Statistics will restrict 
•' 

t d . 1 he d • b 1 d .,.,.+d us o stu ying on y t proton an pion eam samp es, or pd an .. 

intcractionsa As well as identifying .. beam particles, the PHS 

downstream of the bubble chamoer yie;t.ds additional information on 

fast-forward tracks leaving the ouoble chamoer. T.n particular, 
.· 

the _momentum resolution of measurements made on these tracks may be 

improved greatly over the resolution of bubble chamber measurements • 

. B. ·Deuterium ·Targets · 

The use of liquid deuterium· as a target affords a unique 

opportunity to observe processes not available when using hydrogen 

targets, or too difficult to analyze in more complex nuclear targets. 

The deuteron can serve as a source of neutron targets if one restricts 

his attention to the incoherent class of events where only one 

nucleon, the neutron, participates actively, and one assumes the 

validity of the impulse approximation., See App .. G., Also, in the 

simple deuteron nucleus, both nucleons may be involved ill an 

interactionp providing information about coherent and rescattering 

phenomena. See App. G. Though these phenomena are not the main 

1 
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interest of this work, it will oe necessary to have an understanding 

of their effects in order to select neutron target events. 

Neutron target reactions will be noted as either 

h.+n-+-x · X.la 

or 
.· 

h + d + p + X I.lb s 

where h. denotes either a proton or pion beam particle and p is the s 
deuterium proton not involved in the interaction, the spectator 

proton., This proton may or may not be visible1 in th.e bubble 

chamber so th.at a neutron target event may have either an odd or 

even number of outgoing tracks (prongs). The number of prongs in 

an event will be referred to as the event multiplicityo From the 

odd-prong event sam~ le we will extract hadron-fr·;e neutron cross 

sectionsc 

:C.. Inclusive · R~ctc tions 

Bubble chamber measurements alone provide good momentum 

resolution for tracks with momenta of a few GeV/c or less in the 

LAB.. (See Appo Ac) Data is then available for studying ·inclusive 

reactions where only particles slow in the LAB, ie ee · in the target 

fragmentation region2 , are measured. The following r·eaction has 

been studied with beam particles incident on target with momenta 

of 100 and 400 GeV/cc 

2 .... 

. ' 



h+n..,p+X 1.2 

Here, h is the beam hadron, n is the ~eutron targe~, and X 

represents. all remaining particles not specified on the right-hand 

side (in the final state) of the reactiono 

The slow proton spectra (Eq. :Io2) may be used to test the 

validity of Mueller-Regge analysis3 _in the Triple-Regge limit4• 

Basically stated, the behavior of cross sections should be 

governed by the behavior of singularities in the exchange- or t-

.chann~lo For the inclusive reaction a+b + c+X in the .s-channel 11 - - - _.,,.., the t-channel reaction is a+c + b+X, where b and c are the anti-

particles of b and Ce Physically, s and t are the center-of-mass 
. . 

energie-: squared for the s- and t- channels respectively~ This 

is shown schematically in Figo ·Iola. (See App .. A for.the 

mathematical definition of s, t and other kinematic variables 

used.) The position of a singularity changes with t, and is said 

to map out a Regge trajectory a(t)o In this case, the behavior of 

:·:· 3 .. 

• 

the cross section is governed by the possible exchange of trajectories. 

Ffso I.lb represents the specific reaction in Eqo I.2. The 

1=1 label next to the exchange trajectory (wavy line) indicates 

that charge (isospin) must be transferred between the two vertices, 
. 2 in order that the neutron may become a proton, and M is the mass-

squared of the X system of particles. Possible trajectories that 

could. mediate the charge exchange reaction are the 'IT and p/Ai 



•' 

trajectories. I.t has been suggested by Bishari.6 , and Field and Fox7 , 

that at high. energies, the pion. trajectory should dominate, but 

apriori, there is no reason to rule out ·p/A2 contribution. 
. " ... 

b 
.. 

.a ·t c 

t 
Fig. I. la 

h 

t . 

. F~g. I. I b 

.. 
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The availability of two types of beam particles at 

100 GeV/c allows us to test the validity of the factorization 

hypothesis', implicit in the Mueller-Regge formalism. In the 

formalism, the effects of the upper and lower verticles on the 

cross section may be factorized into a product of two functions, 
R R ybx e y , which are independent of each othero The vertices . np 

are. then "isolated" from each other, a change ~ oeam particle 

type only changing y!x e Naively, the upper (Reggeon-beam-X) 

vertex in Fig. I.lb can be vie~ved as describ~ng the total ~ross 

section for the process bR + X, crTOT(hR), at center-of-mass 

energy:Mo Therefore, if the same Regge trajectories contribute 

to the ir+n + pX reaction as to the pn -+ pX reaction, factorization 

implies that the two inclusive cross sections should scale as the 

total cross sections, cr~0T(irR)/crTOT(pR), and tha~ the shape of 

the differential cross sections (see Appo A), governed by the 

exchange mechanisms, should also scaleo 

D. · ·Exclusive· Rea.ct ions 

Improved momenta for fast tracks are obtained by combining 

the PUS and bubble chamber measurement data (TRACK ORGANIZING). 

We have therefore attempted to kinematically fit 3- and 4- prong 

events in the 100 GeV/c data sample to the mass hypothesis in 

Eq. I.3a, which at high energies have only been studied in counter 

experiments at Serpukhov and Fermilab~ using neutron beam particles 
8 incident on hydrogen targets • Exclusive cross sections in general 

s 
': 

• 
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.. . , 
tend to fall off with. energy. To map out the trend of this 

particular cross section up to an incident oeam momentum of 

several hundred GeV/c is of interest because this cross section 

seems to change its energy dependence at high. energies. 

-h.+d-+h.+p+p+ir J:.3a 

The hadron h. in the final state has the same ·identity as the· 

incident beam hadron, and one of the final state protons is a 

possible spectator. While the above counter experiments make 

high statistics measurements, the determination of the neutron beam 

flux is difficult to make, and therefore the ~T>solute cross 

sections difficult to extract. Our bubble chamber experiment has 

low statistics, but our absolute total cross section measurement 

is easier to make, as our beam flux is well known. 

One ID:igh.t. think. that as;.'.w:tll · as:-meas.uring deuteron break-up 

events, we could measure a cross section for the coherent deuteron 

reaction 

+ ·-h+ d-+ h + ir +ir +d I,.3b 

'Where d represents the deuteron. As will be discussed in Section II.G, 

our efficiency for measuring this reaction was poor and no estimate 

could be made. 

Using our knowledge of the deuteron, we can identify neutron 

target events on an event-by-event basis,. and extract the following 

cross section. 



1.4a 

1.4b 

The pion has been specifically associated with being in either the 

beam or tdrget fragmentation region. We might represent th.ese 

two reactions as in Figs. r.2a and I.2b. 

The (p1r-) system. in Fig. I.2a can have the same quantum 

numbers (S-spin, I-isospin, B-baryon ntnnber) as the neutron target. 

It certainly has the same · electric ·. charge Q, and the exchange 

mechanism cannot transfer charge from the upper (beam) vertex to 

the lower (target) vertex. If the mass of the (p1r-) system is 

on the order of 1 or 2 nucleon masses, then Eq. I.4a is a quasi-elastic 

* * reaction; i.e. a+b + a+b where b is an excited state of particle 

b 1 and should have ~roperties similar to elastic scattering. In parti-

cular, it should be dominated by a diffractive9 mechanism, which 

involves zero quantum ntnnber exchange. The neutron is said to 

diffractively dissociate. As a rule, purely diffractive processes 

have little energy dependence at high energies, reflecting the 

constancy of elastic cross sections, and this can be checked by 

comparing our results with cross section measurements at other 

energies. A marked energy dependence would imply a n~n-negligible 

non-dif fractive component in neutron dissociation. 

Fig. )'... 2b, on the other hand, must involve a charge excha_nge 

mechanism. The cross section is expected to fall with energy11 and 

7 
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this behavior has been verified at lower energies by bubble 

chamber measurementso 10 At 28 GeV /c the charge exchange reaction 

is seen to constitute only 12% of the pn -+ pp~- events, and at 

Fermilab energies, the cross section should be so small as to 

be unmeasurable in our experiment.. Indeed, we will find only· 

one possible event candidate for charge exchange in our total of 

46 successfully fitted events. 

E. Outline 

In Chapter II, the data acquisition and .. eA"Perimental 

techniques will be discussed. The multiplicity distributions 

(topological cross sections) will be extracted from the data in 

Chapter III, and will be used in calculating the inclusive and 
•' exclusive cross sectionsin the following chapters. Chapter IV 

will present the cross section results and analysis of the neutron 

dissociation reaction, and Chapter V the cross section results and 

analysis of slow proton production from a neutron target. Much of 

the details of Chapters II through V have been placed in 

appendices. 
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JI. DATA ACQUISITION. 

A. lilm Exposures . 

· Pictures were taken during three separate exposures which 

vill be called RUNS 1, 2 and 3. The Fermilab 30-inch bubble chamber 

was filled with liquid deuterium (negligible H2 contamination) for 

each run. The first exposure of 41,000 pictures utilized a secondary 

beam of positively charged particles. The momentum was fotnld to be 

97.7 GeV/c1with a momentum bite of .5%. RUN 2 was a 100,000 

picture exposure of the chamber to a 400±2 GeV /c proton oeam with. 

negligible non-proton contaminationo The third exposure of 45,000 

pictures was similar to RUN 1, but .with paraffin inserted in the 

beam line upstream of the bubble chamber to enhance the ~+/p ratio •. 

For all runs the bubble chamber was multiply pulsed for each main 

ring accelerator cyclee A sunnnary of.each run is given in Table II.1. 

Pictures were taken with three cameras (3 views) for each 

frame on 35nnn film. Film from RUN 1 was divided between the 

collaborating institutions of Carnegie-Mellon University, Fermilab, 

the University of Michigan and the State University of New York at 

Stony Brooko RUNS 2 and 3 had. Can1egie-Mellon, Fermilab and Stony 

Brook collaborating. 

RUNS 1 and 3 comprise Fermilab Experiment E-194, RUN 2 

was Fermilab Experiment E-196. 

12 
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TABLE II.1 

RUNl RUN2 RUN3 

I Pictures 42K lOOK 46K 

Scannab le frames (%) 85 76 86 
.· 

'Beams/frame * -, 6.3 4.9.5 5.84· 

.Events/frame * 0~45t 0.38t 0."55 . 

p (%) . 57 100 . 40 

+ .. 
w (%) 39 56' 

K+ (%) 2 2 
.. + % 2 ---- 2 

• .. per scannab le frame 

t N ,!_ 3 prong events 



Be' 'Ptoportiortal·Hybrid ·system 

Upstream. of the bubble chamber in the beam line and 

immediately downstream are a series of proportional wire chambers, 
V' 

scintillators and Cerenkov counters called the Proportional Hybrid 

System (PHS). The system facilitates the tagging of individual 

beam particles and the improving of f .·.st outgoing track momenta. 

See Fig .. II. l. 

Signal pulses from each proportional wire chamber (PWC) 

sense wire are discriminated and amplified in the wire chamber 

vicinity· and transmitted as a digital signal and stored in a 16-

bit memory wordv A coincidence from scintillators 31 and s 2 is 

used to set up a time slot for individual beam tracks.. The 

~-counter information is stored like sense-wire signals in pseudo 

planes 1 and 2.. At the end of a bubble chamber spill, the data 

from local memory are transmitted to a PDP-11 cr:mputer in the 

'bubble chamber control room, and written out on tape .in a Fortran-

compatible. format. 
v The Cerenkov system consisted of two separate counters,· 

one set to fire on the passage of a n+ particle, the other on a 

K+ particle. A null signal was assumed to be a proton identificatj_on. 

Non-interacting muon beam tracks were identified by firing PWC H, 

which was shielded by lead .. 

Each wire chamber, except plane I, consisted of at least 

three planes with their wire directions oriented 120° relative to 

14 
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each other around an axis parallel to the beam direction. The 

3-plane per chamber construction allows one to uniquely define a 

space point through which a particle passes if all planes in the 

chamber fire. Some of the downstream chambers contain planes 

parallel to one of the three primary planes but offset by 1 mm 

(spacing between wires is ~2 mm) to obtain greater accuracy in 

position determ:inationo The chambers were monitored after each. 

roll of film by looking at the total hits distribution per wire 

and the missed hits on reconstructed tracks. 2 The spatial profile 

of the beam entering the bubble chamber was monitored by accumulating 

hits on the vertical plane of PWC A and the horizontal planes of 

PWC's B and c. More details of the physical system are available 

in the literature3 ,section II-C, and Appendix B. 

c.. ·coordinate· Systems ·and· Surveys. 

Two separate coordinate systems were used, one for the 

bubble chamber system and one for the PHS, resulting from separate 

surveys of the systems., Rotations and translations between these 

two systems are corrected for when the data is merged. 

Figures II.2a and II.2b give the approximate chamber 

orientation, camera and fiducial positions. The bubble chamber 

origin was chosen to be at Fiducial 1 on the front glass, the 

z-axis pointing towards the cameras and the orientation of the x-

and y- axes defined by the other fiducial marks. The beam is in 

the general negative x direction. Relative positions of the 

17 



f iducials on the front and back glasses were determined by 

mechanical measurements, and a theodolite survey was used to 

determine the rotation and translation of the back glass and the 

chamber depth, which can change from run to rune 

The FHS coordinate system is defined as follows. The x-

axis connects the intersection of the center lines of.planes 4 

and s· and the intersection of the center lines of planes 11 and 12, 

the positive direction being in the general direction of the beam. 

The center line of the plane is an imaginary line equidistant from 

and parallel to the center wires in the planeo· The x-z plane is 

chosen to be horizontal to the ground with the y-axi.-. pointing 

vertically downwarde Th.e orientation chosen for the z-axis makes 

the system right-handed, and X=O is chosen to co~respo~d with the 

bubble chamber origin. . 0 A rotation of the PHS system by 180 around 

its z-axis and a translation by 8 cm and -18 cm j~ the y and z 

directions respectively, will align the PHS and bubble chamber 

systems to within a few milliradians, but it is important to obtain 

a more accurate alignment because a misalignment of as little as 

o5 mr will wrongly reconstruct the momentum of a 100 GeV/c track 

by several GeV/c. More precise translations and rotations will be 

obtained by the program FIDROT. See Appendix C. 

The relative positions of_ planes within the chamber and 

the wire spacings within the planes are known from construction, so 

that if the chambers are perpendicular to the ground, eog. in the 

y-z plane, only three parameters are needed to describe the ith 

.. 
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plane; x1, the chamber distance from the origin plus the intra-

chamber distance, R1 , the perp~dicular distance from the x-axis 

to the planes center line, and w1 , the angle measured clockwise 

from the y-axis to the direction of increasing wire address. Ri 

may be negative i£ the center line lies in a negative w. direction .. 
i 

See Figur.:. II. 3 .. 

The distances of each chamber were measured before RUNS 

l and·3 .. Plane angles w1 were measured mechanically with a level. 

The R. of each plane was determined by the program SURVEY.. See 
l.. 

De Scan 

Scanning of the film for beam interactions was done using 

projections between 1.1 and 1 .. 4 times lifesize. Some difficult 

events with many overlapping prongs or secondary scatters and 

neutral vertices close to the primary vertex were studied at higher 

magnificationo This was found to be of little help in determining 

the primary event prong counto 

The scanner was instructed to reject frames in which one 

or more views were missing, more than 15 beam tracks were entering 

the frame (12 beam track limit for the 400 GeV/c data), o~ more 

than 20 tracks total entering.. The scanning fiducial volume was 

defined by the fiducial rectangle 6-7-8-11 in View II, the master 

view (see Fig .. II.2b),and only events within these limits in the 

scannable frames were accepted.. All events with two or more prongs 

19 
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bad their prong count and projected position recorded. In addition, 

all neutral decays (vees), converting photons (gammas), Dalitz pairs 

and neutral particle interactions (neutral stars) had their positions 

recordedo 

Although two independent scans. were performed and di.scre.pancies 

were resolved, for many primary events one could not clearly count 

the prong numbers because of a secondary interaction, a nearby 

primary vertex, or a very close spacing of forward tracks. These 

uncountable events were given a prong count range corresponding to 

the best estimate of the scanner. The uncountable events from the 

100 GeV/c sample were distributed between their minimum and maximum 

prong counts as to reflect the multiplicity distribution of the 

countable events within these limitso The sum of the weights 

contributed by the multiplicity range was normalized to 1.0, so that 

each uncountable event had a total weight of l.Oo Uncountable -

events tend to have a high multiplicity and this m?thod probably 

underestim:l.ted the high multiplicity tail of the distribution, but 

the uncountables were only 3% of the datao 

Due to the large number of uncountable events at 400 GeV/c, 

we chose the following method to distribute the uncountable events: 

~he events were distributed as to maintain the fraction of odd events 

(£
0

) in the entire data sample as determined by the countable events. 

Odd-prong counts within the prong estimate range contribute a 

fractional weight off '/n, where n is the number of possible odd-o 0 0 . 

prong entries within the range. At each even prong count within the 

21 



range, (1-f ) /n is contributed to the event weight, where n is the o e e 

number of possible even-prong ez;itries. We believe this. method 

g~ves a better estimation of the tail, only assuming f to be the 
0 

same in the tail as the rest of the distribution. 9% of the 

400 GeV/c scanned events were uncountableo The errors assigned to 

redistrib ted uncountable events are discussed in App. D. 

Tables II.2a and b contain the raw multiplicity·distribution 

·for parts of the 100 and 400 GeV/c data samples. The 100 GeV/c 

sample contains the part of the data where all events were measured 

regardless of topology (approximately 70% of RUN 1) and where the 

beam has been successfu~ly tagged (90%)~. We assume that the tagging 

· efficiency is independent of beam mass and event multiplicity. The 

400 GeV/c sample contains approximately 55% of the total data 

takena Both odd-Prong and odd-plus-even: (deuterium) event 

distributions are p13sented. An odd-prong event in the deuterium 

distribution is given a multiplicity of N + 1 to acco~nt for the 

invisible spectator proton. 
4 We use the methods of Evans and Barkas to find the 

scanning efficiency as a function of multiplicity. For events 

with 3 or more prongs the efficiency is 99±1% or better.. The 

scanning efficiency for 2-prongs in the 400 GeV/c film was 

97±1% .. 

E .. ··Track ·Measurement·~· Reconstruction 

·l., · Bubble Chamber 

22 
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TABLE II.2a 

RAW 100 GeV/c RAW 400 02.V /c 

!!. PA 11'+d !?A • 

3 410 174 915 

s 492 215 996 

7 420 197 1087 

9 289 121 1028 

11 168 87 845 

... 13 82 46 576 

15 33 22 408 

17 10 3 249 

19 4 1 138 

21 2 1 82 

23 1 27 

25 19 

27 7 

29. 1 

TOTAL 1911 867 6378 
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TABLE II.2b 

RAW 100 CeV/c RAW 400 GeV/c 

!. ·~ 11'+ d ·~ 

·4 1549 660 2491 

6 1719 735 2904 

8 1442 412 3198 

10 959 412 3008 
: 

12 554 268 . 2459 
: .. 

14 262 129 1718 

16 134 52 1177 

18 35 16 710 

20 10 6 428 

22 2 2 245 

·24 1 l' 119 

26 71 

28 28 

30 7 

32 5 

34 

36 1 

TOTAL 6667 2953 18569 

.. 
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The selection criteria for events f~om the scanned sample to 

be measured were different at some institutions, but all criteria 

contained the subsets. of data to be used in subsequent analyses. 

The basic philosophy was to measure all events with 3 or more prongs 

wldch appear to be neutron-target candidateso The cand±dates are 

either od~-pr~ng events wi.th an assumed invisible spectator proton 

or even-prong events with a possible spectator proton. See App. G. 

For all accepted events, the beam track and tracks with a 

projected momentum less than 104 GeV/c were measured • If a track 

had a secondary scattering within a projected length of 10 cm, it 

was also measured, regardless of curvat~reo In addition, all 

remaining tracks were measured for 3- through 6- prong events in 

RUN 1 (the exclusive event sample)e 

The events were measured on various image-plan~ and film-

plane digitizers (Il~' s and FPD' s). The FPD' s were roughly twice 

as accurate as the IPD's. The track measurements were. reconstructed 

in space and momenta were determined by the Three View Geometry 
5 Program (TVGP) e For 3- and 4- prong events in the exclusive sample, 

kinematic fits to various mass hypotheses were tried using the 
6 SQUAW program. In all three views, the measurer had.to identify 

each track and at Stony Brook, a track matching program inserted 

into TVGP generated additional solutions, which occured primarily 

in the exclusive sample where the many fast forward tracks may be 

confused. In cases where more than one solution reconstructed 

successfully, the fit for the parametrized tracks with the minimum 

25 



r.m.s. deviation (FRMS) from the measured film points was kept. 

It was found that for the exclusive event sample, there 

were some events at each institution which did not satisfy charge 

balance arising from the fact that the fast track curvature was 

difficult to measureo These events \Vere kept for further processing, 

as the merging of bubble chamber data with wire chamber information 

resulted in a correction of the charge imbalance. The sample of 

3- and 4- prong events: input to SQUAW, was better than 98% charge 

balanced., 

On lPD and FPD measurements, anywhere from 4 to 7 points 

were measured per track per view except for short stopping or 

scattering trackso The momentum of stopping tracks was almost 

always determined by range and of other tracks by curvature. The 

Fermilab exclusive sample was measured on a semi-automatic 

measuring machine (~AMM), where l~ points per track-view were 

measured. For a detailed investigation of the error assignments 

for the various institutions, see Appo E. All t.racks had an FRMS 

less than 25µ or the tracks were remeasuredo 

Masses for each measured outgoing track were identi£ied 

as follows: . Negative. tracks were assigned a 'IT - mass hypothesis 

and positive non-stopping tracks·<l.4 GeV/cwere identified as a 

proton or pion by the tracks' bubble densities or ionizations. 7 

In Fig .. I.I.4, the 1.4 Ge\1/c momentum limit is seen to yield a 45% 

I 
2 . . difference in 1 6 , where ~ is the velocity of the particle in the 

LAB. 2 As energy loss per unit distance is proportional to 1/$ , the 
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bubble densities will also differ by 45%, this being considered the 

minimum recognizaole dif ferenceo· Stopping tracks were assumed 

to be protons and scattering tracks were identified by a combination 

of ionization and telltale signs such as a 1f -µ-e decay e In the 

exclusive event sample,tracks with momenta greater than le4 GeV/c 

were assumed to be pions except where the best 4-constraint fit 
. 

determined the particle to be a protono The kinematic fits always 

found the fastest positive particle to have the same identity as 

the beam, in agreement with the leading particle effect. 8 Details 

of the ionizati.on determination and strange p~rticle contamination 

are given in Appo Ee 

2., · ·proportional·~· Chamber 

In each spill (frame), several time slots are set up by 

the passage of beam tracks through scintillators s1 and s2 , each 

slot having a set of wire hits in ~he upstream and downstream 

chamberso The Proportional Wire Geometry Program (PWGP) 9 finds 

the minimal set of space points that will produce the observed wire 

hits in each chamber for each time slot. As the wire chambers are 

outside the magnetic field, straight tracks are reconstructed 

through. the space pointso Using the nominal beam momentum value 

found by the program SURVEY (see App. B), beam tracks are swum into 

the bubble ch.amber and if possible, connected with a particular 

bubble chamber vertexo Associated with each beam track is the 

~erenkov information so th.at ~ach bubble chamber event connected 

with a PWC beam track has the 'beam particle identified (tagged). 
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The downstream tracks reconstructed in the time slot which is 

associated ~Ji.th. the event are also swum to the connected vertex, 

. the best fit yielding the momenta for these tracks. Both upstream 

and downstream reconstructions are done only for the exclusive 

event sample while the upstream tracks are reconstructed for 

beam tagging purposes for the remainder of the 100 GeV/c data 
10 samples., 

Testing of the'program1 s reconstruction efficiency and 

accuracy was done in previous experimehts with the same apparatus. 
3 9 11 Results are availaole· in group memos and presented papers. , ' 

A Monte Carlo program was used to generate a fast track momentum 

distribution and the resulting wire hits. The hits were. then 

reconstructed by the program PWGP and the results compared to the 

generated tracko A 92% efficiency for proper reconstruction is 
. 2 . 

quotedm Of the remaining tracks 4% failed due to high x values 

and another 4% failed to pass through more than 2 Wir~ chambers. 

Most important, only 1/3% of all tracks were reconstructed with 

wrong momentum value.so It was also found that for tracks passing 

through 3 or 4 chambers, ~p/p was proportional to the. momentum 

(.0006p with p in GeV/c) and that the spatial accuracy in they 

and z directions was better than o5 mm. 

F. Beam Track Tagging 

Before any 100 GeV/c data could be analyzed, the topologi.cal 

cross sections for the different beam particle types had to be 
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obta:inedo This required th.at in a signifi.c~nt sample of the data, 

all events had to have their oea,m track. and vertices measured so 

that they might be tagged and separated into proton and pion samples, 

whether or not they satisfied the measurement criteria. 
10 11 . Tb..e l'WGP and BUATAG ' programs provided the tagging in 

the 100 G~V/c data sample. In short, given a nominal beam momentum, 

the programs swim PWC upstream tracks to bubble chamber ·vertices, 

If the PRC beam passes with. 1.5 mm of a vertex, the beam is 
v 

associated with that bubble chamoer event and its-Cerenkov informa-

tion gives the mass identity. Tagging efficiencies for both. events 

treated by PWGP and BUGiAG are given in Table II.3. From Table II.3, 

•· ~t is seen that the tagging efficiency is independent of the event 

multiplicity ~s expected. The BUGTAG efficiency for RUN 1 is 

higher than the PWGP . efficiency because the criteria for beam track 

re.construe tion and •;.?.rt ex matching were loosened for the inclusive 

event sample. 
·•· 

G. Track Organizing 

In order to improve fast track. momenta before trying 

kinematic fits with SQUAW, bubble chamber tracks and downstream 

rwc tracks must be matched and the data combined to give a best fit. 

A track organizing program12 (TRKORG) was written by the PHS 

Consortium for this purpose... ·. 

The program proceeds in two steps. All PWC tracks are 

6W\1l1l to their bubble chamber vertices and projected onto the film 

plane. The y-coordinate values of the swum PWC track arc then 

30 



.... 31 

'. 

'fABLE II.3 

DATA N EVENTS EV TAGGED EFF (%) 

RUNl - BUGrAG >2 11499 10234 89 

llUN3 - BUGrAG >3 5949 4551 77 * 

lllNl - PWGP 3 662 520 79:1:2 

RtNl - PWGP 4 1320 1034 78±1 

RUNl - PWGP 5 819 629 77±1· 

RUNl - PWGP 6 1237 986 . 80±1 

" V' 
Many rolls were unsalvageable due to total Cerenkov 

failure and are omitted from the efficiency calculation. 



compared with. the y-values of the. bubble chamber track.. at the 

•. beginning, middle and end of the track. in each view. The root 

mean square st.nn of the y differences in each view, the residue, is 

then calculated and if less the 50 µ, the-trackS:are.·matched for that 

viewe This. process discards tracks from secondary interactions: or 

interactions in the chamber walls that go through the downstream 

wire. chambers, but will some.times have multiple. bubble chamber-PWC 

matcheso Ambiguities are removed by an algorithm which favors pairs 

of tracks that match in all three views, and then the lowest values 

of.the sum of the squared residues. 

A.13 parameter least-squares fit is then done to determine 

the three momentum of the track. As the resultant momenta are 

greater than 10 Ge.V/c, the fit is mass independent~ The 13 

variables fit are the 9 residte~ and the y and z coord~ates. and slopes 

at the master chamber, PWC D. Appropriate error values are also 

calculated for each track and the output is writte.Il. in. a format 

compatible with SQUAW input .. 

The efficiency for matching PWC and bubble chamber tracks 

with. common vertices depends on the definition of what kind of 

track should be track organizable (nfast11
) 6 The PHS is designed 

to accept all tracks with. a momentum greater than 20 GeV /c in the 

laboratory, through all four downstream chambersc A 20 GeV/c 

track within the geometric acceptance of the fourth chamber may 

then be defined as "fast"~ 13 In Fig. II.5, the efficiency' of the 

TRKORG program for successfully handling "fast11 tracks is shown. 
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Note the constant efficiency above 15 GeV/c, An ~ngle cut-off of 

37 mr between the outgoing track and the x-axis is made. 

The topology for exclusive reactions It3 a should contain 

only one beam-like particle if it is mostly a target dissociation 

reaction, implying that Fig. II~S shows the TRKORG efficiency 

correctio:, that must be applied in calculating those cross sections. 

The coherent reactions in Eq; I.3b could contain as many as three • 

"fast" particles from beam dissociation, the efficiency for these 

reactions being at best the single track efficiency cubed. This 

low efficiency combined with. the large momentum an invisible .· 
deuteron may carry and poor statistics, makes a quantitative cross 

section calculation for coherent events unreliable. Table II. 4 

presents the 'J'.~ORG efficiency as a function of the number of "fast" 

tracks in 3-4 prong events, and the number of tracks track. 

organized (hooked-u~). 

Errors - the errors assigned by TRKORG are.smaller th.an 

either PWGP or TVGP errors alone. The angular resolution is best 

for·:tracks passing through all four downstream wire chambers, and 

the f~actional error on momentum, ~p/p, is proportional to the 

momentum. See Appo E~ 

Calibration - To test the accuracy of the TVGP - PWGP 

.TRKORG system we measure non-interacting beam tracks a~.d divide the 

track into two parts, creating a phony vertex. For simplicity in 

programming, we generate a fake straight track at the vertex, 

defined by the vertex and a fiducial mark, and process the data as 
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TABLE II.4 

NF AST NHOOK-UP 
. EFF co . 

1. 1 80,,2 ±1.0 

2 1 78.0:!L9 

2 2 60.0 ±2.2 

3 1 65 .8±4 .4 

3 2 61.5±4.5 

3 3 25.6±4.0 



-~. 

.. 

a 2-prong e.vent. The part of the. beam track downstream of the. 

vertex is then a fas.t forward track passing thr~ugb. the wire ch.ambers 

and should have. w:tre. chamber and oubole chamber data merged.. By 

varying the. location of the vertex, and purposely misaligning the 

two coordinate systems by rotating and.translating the output from 

FIDROT 9 we test the sensitivity of the processing system to. 

coordinate alignment for various track lengths. Appendix E gives 

. the full results of this study. 

For a vertex at the center of the bubble chamber the 

average momentum for the. downstream beam track is 99.8±.5 GeV/c • 

This may be compared with. tl1e. 97. 7 ± .. 4 GeV /c as de.te.rmi.ned by 

the SURVEY program in Appendix A. The 5 GeV / c width of the 

distribution is also roughly equivalent to the error in momentum 

for fast tracks with momenta of 85 to 115 GeV/c .. -Both. of the 

above facts lead us to believe that the processing system is well 

calibrated. For more details see App. E .. 

B.e • ~ Handling 

PHS information was written by a PDPcll computer onto tape 

in a Fortran-compatible format., This tape was reformatted and 

then read directly by PWGP or· BUGTAG concurrently with reformatted 

'lVGP output. The TVGP output for the exclusive sample of events · 

was the standard binary record, which also served as SQUAW input. 

For the inclusive slow track sample and the exclusive sample, 

' an abbreviated Data Summary Tape was ,made, including all ionization 

information .. 
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"Ill. TOTAL AND TOPOLOGICAL CROSS SECTIONS 

Presented in this chapter will.be the results of the 100 GeV/c 
1 2 . 3 111ultiplicity analyses , and new results from the ~00 GeV/c data 

BBmple in Sect£on II.D. Details of the.scanning corrections to produce 

the corrected event samples may be found in App~dix D. · Total·and 

topological cross sections for hd and hn re.actions will be measured 

for use in subsequent analyseso 

.. 
A. ·scan Corrections 

. . 
2 Experience with. scan corrections at 100 GeV/c has shown us 

that the proton stub visibility becomes multiplicity independent for 

stub lengths gre.ate~ than 5 mm (120 MeV/c for a proton). While ·the 

correction for missed stubs was made in a multiplicity dependent 

~nner at 100 GeV/c, for simplicity in the new data we w;Ul define any 

countalile even N-prong event to be a? N-1 odd-prong if it has a stub 

less than 5 mm in length. The uncountable events shQuld then be 

redistributed, as in Section I.I.D, to reflect the new odd-prong 

probability£ , where now f ~ 0.27, scanned 1- and 2-prong events 
• 0 0 

being included in the calculation of this value. This raw event 

sample is corrected for missed Dalitz pairs, close vees,. clqse 

converting photons and close secondary interactions. The corrected 

event samples for odd-plus-even hd events are given in T~ble. III.l and 

the odd multiplicity events in Table III.2. Both pd and odd 

distributions at 400 GeV/c are given in'Table III.3. 



40 

.. 

.. .. 

. . 
TABLE III.l 

pd 100 GeV/c 1r+d 100 lliV I c 

•• CORRECTED CORRECTED 
!L EVENTS cr(N) trb EVENTS o(~) ni> 

·4 1576:!41 12.81 :!0.58 676 Zl.7 7.57:!0.48 

6 1732:!43 14.08:!0.63 742±28 8.31±0:51 

8 1439 :!40 11. 70 :!O .54 672 Zl.8 7.53:!0.48 
... 

10 943±33. 7 .67 :i0.39 402 Zl.2 4.50:!0.33 

12 538&5 4.37 :!0.26 262'±18 2.93j().25 
.. . 14 248±18 2.02ill.16 121±13 1.36;!!).16 

16 126±13 1. 02 :!O .11 : 48±8 0 .54 :!O. CJ) 

18 *)9 ±7 0.24:!0.06 14 .±5 . 0:16 :!0.06 

20 9±3 0.07 .:!0.02 6±3 . 0.07±0.03 

22 2±1 0 .02 :':{). 01 2±1 0.02:!0.0l 

24 1±1 0.01 :!O .01 1·±1 0.01±0.01 

TOTAL 6643 54.00±2 .oo 2946 33.00±1.60 

.. 
; 
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TABLE III.2 

. 

100 GeV/c • 

CORRECTED . CO~ECTED 
!L. }!d ODD 1T d ODD 

' 
3 469 ±24 201 ±16 

s 550±26 242±1:7 

·1 458±24 216 ±16 

9 307 :!:19 127.±13 

11 173 :!:15 91±11 

13 81±11 45£/ 

15 30 :.t7 22 ::t:5 

17 8:!4 2~ -.... 

19 . 4±2 1±1 

21 2±1 1±1 

23 1±1 

TOTAL 2083 948 
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TABLE III.3 

400 G?V/c 

CORRECTED CORRECTED 
E ODD EVENTS ;ed EVENTS afoa .:tn ~ 

3 4 930±33 2518±62 7.69±0.22 

s 6 · 1005 ±37 2941 ±74 8.98:!0.26 

7 8 1100±40 3245 :!SO 9 .91±0.29 

9 10 1037 ±39 3056±81 9 .34 :!D.28 

11 12 835±37 "2460±76 7 .51:!0.26 

13 14 553±31 1685±6'6 ,5.15 :!0.22 

15 16 387±28 1148±57 3.51:!0.18 

17 18 227 :!:23 674±49 2.06±0.15 

. 19 20 118±18 399 ±41 1.22 j() .13 

. 21 22 70±14 224±31 . 0.68±0.10 

. 23 24 15± 9 102±23 0.3li0.07 

25 26 14±7 63±16 0.19 ±0.05 

27 28 3:!:2 21 ::!9 0.064:!0.028 
29 30 1±1 5±3 0 .015 :!D .009 

31 32 6~ 0.018:!0.012 

33.34 

35.36 1±1 0 .003 :!) 0 003 

ODD TOTAL 6295 

pd :oTAL . 18548 56.7 :!0.80 
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B. .Total and ·Topological ·hd ·cross ·sections 
. 1 ~ 

At 100 GeV/c , the total cross sections in deuterium for 

events with 3 or more prongs were G4o00±2.00)mb and (33.00±lo6Q mb 

for pd and n+d respectively. A sample of 44,000 pictures was used 

to detilrmine the cross section at 400 GeV /c. On 33, 236 acceptable 

frames in this sample, 16,341 ~aw events were found in the fiducial 

volume projected on the scan table. The target density was determined 

to be (0.1364±000007) g/cm3 from the thermodynamic operating conditions 

of the chambero The cross section and the fractional error are 

4efined in Eqo III..l. 

u(N~3) = (II events N>3) .. (mb/event) = E/(B·C) 11.I. la 

II.I.lb 

E is the corrected number of events with more than 3 prongs in a true 

3-dimensional fiducial volume, B the number of beam particles incident 

on that volume, and C the number of scattering centers (deuterium 
2 nuclei) per cm seen by a heam incident on the volume. 

The real number of events and the error are calculated using 

Eq. III.2a and .2b. 

E c S• (f/E) 0 v 1II.2a 

(6E/E) 2 = (os/s) 2 + (of/£) 2 + (oc/c)~ + (ov/v) 2 
I.II.~2b 
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where S is the total number of raw events with 3 or more prongs 

• seen :in the scan fi4uci.a.l volume,.e: the scanning efficiency for 

finding N>3 prong events, f the fraction of events in the spatial 

fiducial volume and v the fraction of events which really have 3 or 

more prongs. The particles incident on the fiducial volume are 

calculated using Eq. III.3 .. 

B = B e (F /F ) c s c. III.3a 

(6/B) 2 . = l/B . c III.3b 

Here B is the number of beam particles counted (we count approxi-c. 
mately every tenth frame), F the number of scannable frames and F 

s c 

the number of frames in Which. beam particles were cou~ted. The 

number of scattering centers per cm2 seen by the -;:,e~ is l/crT(pd) 

corrected for beam attenuation through the fiducia~ volume as given 

in Eqo III.4a., 

C "" [ 1-exp(-G) ] / <J'I(pd) II.I.4a 

where 

G "" C1 (pd) ... L•N • p/A T o III.4b 

L is the fiducial volume length, crT(pd) is the total pd cross section4 

N Avogadros's number, p the target density, and A the atomic weight 
0 
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of deuterium. The fractional error in C is given by Eq. l:II.4c. 

(t.C/C) 2 = [ G .. ext{.-G} I (1-exp(-G)) J) 
~ [ 1 - (C-crT/ G exp(-G) ) J 2(0aT/aT)

2 + (OL/L)
2 

+ (op/p) 2 } . m.4c 

. IU Table III.4, values for all parameters are given for the 

12 rolls of film scanned by Stony Brook, with errors where applicable. 

For this data, cr(pd, N>3) = (56.91±1.01) mb .. ·For the Carnegie-Mellon 

data available, er·= (56el±l.5) mb and taking a weighted average of 

the two, we find a= (56.7±0.8) mbo This cross section may be 
. 5 . 

compared with published values at 100 GeV/c and 200 GeV/c of 

(54.00±i.OO) mb and (55ol±Oo8)mb respectively. The odd-plus-even 

hd cross sections normalized to the appropriate ~(hd, N>3) are presented 

:ln Tables III.l and III.3. 

C., ·"Free Neutron-hn" ·eross ·sections 

To first order, the corrected odd-prong multiplicity 

distribution. should be_ an unbiased sample of neutron target events 

if the impulse approximation (App. G) is valido Differences between 

the odd-prong and neutron distributions arise from coherent interactions 
6 (h+ d .+ d + X), symmetry requirements on the final state wave-function 

and rescattering (App.G), where both n~cleons are involved in the 

interaction with subsequent deuteron break-up. 2 Lys derives Eq. III.5 
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TABLE III.4 .. 

TOTAL CROSS SECTION PARA}~TERS 

PARAMETERS 

s 

f 

v 

E 

c 

VALUES 

11504 ±107. 26 

. 0.9804±0.0040 
.. 

0.99 fil .01 

0.9992 :!0.0003 

11383±163 

1153~ ±107. 41 

23596 

.2333 

116706±1086 

75.49:t0.08 nb 

45.00 cm 

6.0221 x 10-4 cm2 /nh 

: 0 .1364±0. 0007 gm/ en? 

2.0141 

1.7138±0.0084 x 10-4 cm- 2 



to extract the inelastic hn cross sections from the odd-prong events. 

" (hn .. N) - i (cr(hd,N) - (fer - o.35 f) . 

. • ti (hd, d + N)] 111.5 

N LS defined to be odd, f .to be the probability of a spectator proton 

to be invisible, fd the corresponding probability for the final-state 

·deuteron, and a(hd, d + N) the (N + 1) - prong coherent deuteron 

cross section. In the derivation, it· is assumed that rescattering 
7 and Glauber screening effects are multiplicity independent. K. 

normalizes the sum over all topologies to the inelastic hn cross 

sectiono 

T~e hadron-neutron cross sections are presented in Table III.5 

for both 100 and 400 GeV/c data. At 100 GeV/c, we use.the measured 

pn total cross .section8 and assume the ratios of the elastic to 

t l . 4 , 9 f d b 1 . ota cross sections or pp an pn to e equa , to arrive at our 

·- 4 9 pn results. Invoking charge synnnetry and using ir p data ' as above, 

+ we obtain the n n cross sections .. Corresponding to the 2 mm visibility 

cut-off made in the 100 GeV/c data, f=0.64 and fd = Oo54. For the 

400 GeV/c cross sections, we assume the inelastic pplO,ll and pn 

cross sections to be equal with an additional 2% uncertainty in 

alN(pn), and use f and fd equal to 0.76 and 0.75 respectively, 

matching the 5 mm visibility cut-off. Our aIN(pn) may be compared 

with a· value of (31.5±.3) mb extracted from data with neutron beams 

. ''.".' 47 
• l 

.. 



48 

'£ABLE III.5 

hn CROSS SECTIOi.'tS 

100 GeV/c 400 GeV/c 

. ' 
!. a(pn,N) nh + a('ll' n,N) nf> a (pn,N) nb 

1 2.81±0.50 Ll7:!:0~25 1.62:!:0.40 

3. 6.17±0.37 3. 88 :!:O .38 3 .82 :!:O .23 

s '. 73:!0.37 5 .00:!:0 .36 4.9 6±0.29 

7 6 .. 53.::!0.34 4.55 :!O .34 5.66.::!0.29 

9 4.38:!0 .27 2.69 ±0.28 5.33.::!0.27 

11 2 .. 47:!0.21 1.93±0.23 4.29 :!0.24 

13 1 .. 15.::!0.16 0.95±0.15 2 .84.i{) .19 

15 0.43±0.10 0 .. 47±0.11 1.99 :!{) .16 

17 0.11±0.06 0.04±0.04 1. 17· :!{) • 13 

19 0.0610.03 0.02 :!0.02 0.61±0.10 

21 0 .03 :!!) • 01 0.02±0.02 0.36:!0.07 

23 0.01±0.01 0.077 ±0 .046 

25 0.072±0.036 

27 0.015 ~ .010 

29 0.005±0 .005 

TOTAL 31.88±0.44 20. 72 ±0 .15 32.8±L2 
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incident on polyethelene 
. 12 

(CH} and caroon (C}· presented by T. Roberts. 

The cross section for reactions With. a deuteron in the. final state at 
. 7 

·400 GeV/c are assumed to be equal to those values extracted at 

100 GeV /c from the p + d + d + X data available. 13'. 

The impossibility of scanning, measuring and fitting 1-prong 

events requires us to make an estimate of the. N=l inelastic hn cross 

sections. Using the appropriate same CM energy cross.sections, pn 

(n+n) cross sections may.be related to the pp (n-p) cross sections via 

the following set of equations2 ~ where N is defined· as even. 

·Ii. :. 

u(pn, N + 1) = (1 .- ~) er (pp, N)~ + ~+2 cr(_pp, N + 2) III.6a· 

The quantities ~ and YN may be int~rpreted as the probability that a 

struck proton in an N-prong hp interaction remains a proton or yields a 

hyperon-positive kaon pair. At 100 GeV/c, ~·and .YN were consistent 

with being equal to 0.6 and independent of N for N ;:_ 4, so we assume 

a(pn, N=l) = (0.6±0.1) a(pp,. N=2) llI.7a 

. + 
cr(n n, N=l) = (0 .. 6±0.1) cr(n-p, N=2) Il'.1.7b 

where all the above cross sections are inelastic. (We expect 

a(n-p, N=O) to be negligible~) Summing over all multiplicities, the 

average values of ~ and YN are 
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·<lL> ... o.s (<N> - <N> 1 +·o.s 
-~ pp pn I.I.I..Sa 

<YN> e 0.5 (<N> - <N> + )+ 0.5 I:II.8b n-p n n 

where the <N> are the. average inelastic mul tiplicitie.S. With the 

values of <N> and <N>-'"'- found in Table III.,6 and <N> and pn 11·n pp 
<N> _ calculated from pp and ir-p data, <x__> = 0.6±0.l and 

~ p . -N 

<YN> = 0.61±0.,08 at 100 GeV/c .. If Eqo III.7a is valid at 400 GeV/c, 

the 400 GeV/c pn and pp data yield <Jfu>= 0.54±0.09., certainly 

consistent with the lower energy value. Figures III.l, .2 and .3 
- + . graphically compare the topological pp (ir p) and pn (ir n) cross 

sections normalized to unity. The 100 GeV/c pp data are a compilation 

of the results from Refs. 10, 14 and 15 and the 400 GeV/c data from 

Refs., 10 and llo 

D. Mean Multiplicities 

From Table III.5, the multiplicity moments may be calculated 

for hn events., For the hd samples, a 2-prong inelastic cross section 

must be estimated. No high energy bubble chamber experiment has 

measured this cross section, because of the difficulty in detecting 

1-prong events and in separating quasi-elastic events, pd + ppn 

for example, from production events like pd+ ppnir0
• The following 

~tiroate7 is used 

P(hd, N=2) = 0.5 [P(hn, N=l) + P(hp, N:-2) J III.9 

":'• so 
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where P(hX, N=i.) is. the probability of having an inelastic i-prong 

collision, as in Eq. Ill.lo • 

P(h.X, N=i.) = cr(hX, N=i.) /cr(bX, INEL) J:II.10 

Eq. III.9 would be exactly true if the bubble chamber liquid 

were comprised of an unbound sea of protons and neutrons with equal 

cross sectiono Rescattering will cause a decrease in P(hd, N=2) 

but coherent effects might produce an increase.· Use of a.more 

complicated formula16 taking these two effects into account yields 

the same results as Eqo III.9 within errorso · Table III.6 presents 

the hn and hd multiplicity properties with the 1- and 2-prong 

cross section estimates, where D is the r.m.so deviation and 
2 f 2 a <N(N-1)> <N> , the second moment • 

.. 
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<YN> 
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TABLE III.6 

~ 

0.117:!0.010 

7 .05:!0.ll 

3.43:!:0.05 

4. 70 :!:O. 42 

. .P.!!. 

.0.088±0.015 

6.20:!0 .11 

3.38±0.07 

5. 25 :!O .51 

0.59 :!0.06 

. . 

100 GeV/c 

·+ ll 

. 0.075±0.080 

1.'19 :!0.12 

3. 42 :!O. 07 

4 .41 :!O .53 

+ 
~-

.. 0.056:!0.012 

6.57:!:0.13 

3. 38 :!O. 09 

4.89 ±0.59 

0.61±0.08 
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. . 
400 GeV/c 

~ 

. 0.066±!).013 

9 .49 :!0.11 

4.87±0.07 

14.20±0. 70 

l!!!. 

0 .050±0 .012 

8.61±0.12 

4.62±0.08 

12.70±0.80 

0.61±0.09 
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'.I 



REFERENCES 

1.· s. Dado et al., Phys. Lett. ·60B 397 (1976). 

2. J.E.A. Lys et al., Phys. Rev. Dl6, 3122 (1977). 

3. s. Dado et ala, Phys .. Rev. E, (submitted for publication). 

4. The total pd cross section crT(pd) was obtained from the 

extrapolati.on of 23 to 280 GeV/c data fit to the form 
2 aT c a + blns + cln s 

A.S. Carroll et. al., Phys. Lett. · 61B, 303 (1976) .. 

S. T. Dombeck. et al., Argonne Report No. HEP-PR-76-62 (1976)~ 

6. N.W. Dean, Phys. Rev~ ·ns, 2832 (1972). 

1. J.E.A. Lys et alo, Phys. Rev. ·n1s , 1857 (1977). 

8., P.V.R. Murthy et al., Nucla Phys~·B92, 269 (1975). 

9., D.S. Ayres et ale, Phys. Rev~ ·E..!2,, 3105 (1977)., 

10., C. Bromberg et al., Phys. Rev. ·Lett.· 31 1563 (1973)'. 

lle W.S. Toothacker, Univ. of Mich~ Report No.' UMBC 77-77 (1977). 

12., T. Roberts, Bull. Am.. Phys. Soc. n_, 635 (1978)'. 

13. Y., Akomov et al.,, Phys. Rev. Lett. 21, 763 (1975); 

Y~ Akimov et al., Phys. Rev. Lett. 35, 766 (1975)., 

14 .. J. Erwin et al., Phys., Rev. Lett~·~, 254 (1974). 

15. W. M., Morse et aL ~ Phys. Rev. D15, 66 (1977). 

16. J.E.A. Lys,Phys. Rev. D16, 2181 (1977). 

.. 

.. 



IV• THE REACTION h+d ->- htp+p+ir-

In this chapter, we present results on the reaction 

b:l-d -+ htp+p+ir - IV.la 

for measured data from RUN 1. We iso~.qte this reaction by kinematic 

fitting using the program SQUAWo A simple kinematic program was 

developed to check the results of the SQUAW fits. The cross 
. + 

section for Reaction IV.la, with h=ir , is the first to be measured 

at Fermilab energies. From the fitted event sample, we will 

extract the cross section for the free neutron dissc•ciation 

reaction 

using two different methods yielding identical results. The cross 

section for Reaction IV.lb will then be compared with measurements 
. . 

of the same or equivalent reactions at several energies. From 

the energy dependence of the cross section we may infer the 

possible dominant production mechanismso 

:A. · "SQUAW Results 

Only 3- and 4-prong events that were beam tagged and had at 

least one track organized track were used as input to SQUAW. 

Corrections for the beam tagging efficiency and track organizing 

efficiency will be made when calcula~ing cross sections. Four-

prong events were fit to.the mass hypothesis in Eqo IV.la using 
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all four. outgoing tracks. For the 3-prong events, the 

hypothesis was fit .by inserting' an unseen spectator proton track 

with a momentum of p = p = p = 0 and momentum error of x y z 
l,p_ = /lp = 30 MeV/c and t:.p = 40 MeV/c. The llp's are x y . z 
approximately the average momentum an unseen spectator would have. 

The z-component is largest, reflecting the poorer momentum 

· detection of bubble chamber measurements in the z-direction., At 

lower energies, e. go below the 30 GeV I c limi.t at the Brookhaven 

AGS, the 3~prong fitted events in d~uterium experiments were 

considered to be less r~liable7 , 15 , due to the higher possible 

· contamination from unseen 1To, s allowed by the momentum error·s of 
. . 

.the unseen spectator. Our larger'errors on very fast tracks negate 

this qualitative difference between t1:ie 3- and 4-prong event 

samplese The angles" of the beam were calculated by the PWGP 

program after the beam track was swum to the vertex, and a 

la'.lgnitude of 97.7 GeV/c, the value determined by the program 

SURVEY,was assigned. The error was set equal to 08 GeV/cj 

whic.h is 25% larger than the root mean square sum of the .4 GeV/c 

~rro.r',in the mean momentum, also calculated in SURVEY, and the • 5% 

engineering momentum bit.eo 

In Fig. IV.l we show the x2 probability for events fit by 

SQUAW to Reaction IV. la., Proton·,and pion beam events are plotted 

together, as the kine.matic variables ~. s and k for tagged beam 

tracks and track organized secondary tracks are independent of 

mass and the fits are therefore independent of hadron type h. 

~8 
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2 Ideally, the X probability should be uniformly distributed. 

The shaded events in the lowest probability bin have a x2 

probability less than 1% and we will use this value for our 

probability cut. After the cut, the probability distribution is 

still not quite uniform, and increasing the beam momentum error 

within reason (50%) did not remove the asymmetry. We did not 

change the errors for the secondary tracks because we believe that 

the error assignments as calculated by the TVGP - PWGP - T~ORG 

processing system are realistico See Appe E. Furthermore, we 

tested our SQUAW program by reproducing the fit results,. on an 

event-by-event basis, from 147 GeV/c w-p data obtained from the. 

Proportional Hybrid Consortium. 1 ' 2 We therefore accepted these 

44 events as the fitted event sampleo Not included in ·the x2 

. probability plot are 4 events whose fitted mass hypotheses for 

tracks with a momentum less than 1.4 GeV/c did not match the 

ionization results. As the slow proton (not to be confused with 

the spectator proton) in 39 of the fitted events.had a momentum of 

less ~han 1.4 GeV/c, this ionization check could be done for 

·essentially the entire sample. 

The Stony Brook and Fenuilab fitted events were rescanned, 

double checking the ionization results for the slow tracks. Vees, 

converting photons and neutral particle interactions which could 

possibly be associated with. the fi.tted event vertex were also searched 

for in this scan. None of these fitted events had any of the above 

associated. 
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B. ·Kinematic Cutting.Program 

•. An algorithyx was developed to select events for Reaction IV.la. 

It does not fit the track parameters and is therefore less sensitive 

to their error estimates. In being more simplistic than the SQUAW 

program, it is also more readily understandable. We found agre~ent 

between the results from this simple procedure and the kinematic 

. fitting results of SQUAW. A detailed description of the algorithm 

follows: 

In Section 1.D, we discussed the fact that in our energy 

range, the cross section for Reaction IV.la s~ould be dominated by 

a diffractive production mechanism. Hence in most cases, the target 

will dissociate into·· a low mass system of particles, and the beam 

w.lll exh~bit the leading particle effect, i.e. it will keep its 

identity as a fast through-going track carrying a large fraction of 

the incident momentum. We therefore.·.assign the fastest positive 

particle the mass of the beam particle. The remaining ·positive. 

particles are assigned a proton mass hypothesis and the negative 

parti~le is assumed to be a pion. The_ proton with the smallest 

• value of p • ;, where ; is the beam direction, is chosen as the 

probable spectator proton in 4-prong events. 

Three kinematic cuts 

1) the "topology11 cut 

2) the "fragmentation" cut 

3) the "transverse momentum balance" cut 

are then made. 

... 61 
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The topology cut requires an event to· have a total momentum 

parallel to .... . 
the beam (pT • pT 5 x) of at least 70 GeV/c (the beam 

x 
moment um is 97.7 GeV/c), and insists th.at the event have an 

invariant mass squared o1. ) 
VJ..S 

for the visible particles, of at 
2 least 100 GeV , both Pr and Ml-. being calculated from the . 

Vl.S 
x. 2 

detected final state particleso. This M • -cut is well below the 
Vl.S 

minimums of 127 GeV2 for a 97.7 GeV/c beam particle' colliding 

with a neutron target having a momentmn of 300 MeV /c in the oeam 

dL~ection. The cut reduces the 3-pr~ng data by 63% and the 4-prong 

sample by 82%. 

The fragmentation variaole used had its origin in early 
• . 3 cosmic ray experiments • The variable x. ~ (E-p ) /mt' the 

l. I/ i 

effective target mass fragment, is used. where mt is the mass of 

the target, E the energy of the ith particle, and Pu the momentum . 

. of the ith particle in the beam directiono This is actually twice 

the Feynman scaling variable (see App.A.) calculated in the target 

·.rest frame for an infinite momentum beam. Using energy-momentum 

conse_Fva tion we write 

and by subtracting Eq. IV.2a from Eq. IV.2b, we get 

y .E r 
F i. 

(E-p ) =m t. 

.nr.2a 

'IV.2b 

'IV .3 
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if we have. summed over all pa'.I'ticles: in ttie. final state.,including the 

spectator. We have also made the high energy approximation of 

~ ~ pb. The sum over all fragments xi is equal to 1, but for 

our purposes, we can use YF to indicate how much of an event we 

have measured. Missing slow neutral particles will cause YF to be 

less than the target mass. (Fast neutral particles will hopefully 

be caught by our topology cut and the transverse momentum cut as yet 

to be madeo) 

For 3-prong events, YF should be the neutron mass, but it will 

be appreciably Fermi-smeared, so we require the absolut.e value of the 

difference (YF - mn) to be less than 220 MeV. In the 4-prong 

events, we presumably see.the spectator proton and the target 

moment\llll is knowno See App. G. We tl:len use the difference 

(YF - md)' where rod is the deuteron mass, and demand the absolute 

. value be less than 140 Me.V. Both: the 3- and 4-prong cuts can be 

. considered generous if we consider the YF distributions in Figs. IV.2 

through IV.So The maximum possible value for the 4-prong distribution 

is mu' and the resolution of our measurement of YF for 4-prongs is 

then given b~ the high mass shoulder of the distribution in Fig. IV.4a, 

·which is approximately 75 MeV wide. The same reasoning, applied to 

the 3-prong distribution in Fig. IV.2a, shows the resolution to be on 

the. order of 125 MeV e 

At this point, we can see that as well as req_uiring a fast 

particle system, the previous cut in ~,(li selected only target v s 

fragmentation events. The unshaded events in Fig. IV.3 (before the 
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. · 

.. -;eut) show large spikes. at YF = 0 (beam fragmentation) and at the 

•· -4leutron mass (target fragmentation) .. The shaded histogram (after 

.· 

···:the topology cut) shows.10 events in the beam fragmentation region, 

+-.. ;.as 3-prong beam fragmentation events, say pn -+ (pn ir )n, have a 

·::.small value of s for the detected. particles. In the 4-prong 

-~..distribution in Fig. IV.4, there is a pre-cut peak at the neutron 

··-&la.SS and a shoulder at the deuteron mass. The preponderance of 

.. ..;events at the neutron mass is caused by the large number of 

.-·proton target events measured at Carne3ie-Mellon, and the 4-prong 

:neutron target (visible spectator) heron fragmentation events. 

··'The s-cut is seen to enhance the deuteron shoulder .. 

· 'The final cut is made on the transverse momentum imbalance 

.;..-of the ~vent, as calculated from the difference between the initial 

··.state (beam·· plus target) and all observed final state ·particles • 

. -Our transverse momentum resolution is much better th.in our 

·.longitudinal momentum resolution. An event wi.11 b
0

e considered to 

·have conserved transverse momentum if the imbalance in transverse 

momenta is less than our resolution .. · For the 3-prong events we use 

a neutron target at rest in the LAB, and for the 4-prong events a 

~deuteron targetc The cuts are made on pT and pT , the projections 

-of the total event 
..+- y z 

momentum pT on the Y- and z-axes of the Beam 

··-Coordinate_ System. In Figso IV.6 through IV.11, we show the 

.· 

·-resolutions LlpT ' ApT and ApT for 3- and 4-prong events separately. 
x y z 

For 3-prong events we require both PT and PT to be less than 120 
y z 

MeV /c. The values used for the 4-prong events were 120 .and 140 

~67 
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0 

MeV/c respectively. Figs. LV.3 and IVoS show the YF 

distributions after the fragmentation cut (unshaded) and after the 

transverse momentum cut (shaded). 

There is a distinct difference between th~'ApT 
y 

distributions for both. 3- and 4-prong eventso One sees a sharper 

·peak for t.pT with. very few entries in the lowest momentum bin. 
y 

This is indicative of the dominance of the fast track errors 

from the TRKORG programo These fast tracks have a better z-component 

. momentum resolution as discussed in _Appendix E; hence the ApT has 
z 

more entries below 20 MeV/co The slight difference in .fiPT 
z 

between 3- and 4- prong events can be accounted for if one considers 

that seen spectator protons are usually short stubs or high 

curvatcr.e tracks, and have a nearly symmetric distribution about 

the beam. See Appo Go The projected track lengths are normally 

shorter than average secondary tracks, and the detennj.nation of the 

dip angle. A is pooro As p is roughly p • SINA, the error in p , z . z 
particularly for highly dipping tracks is large. 

The missing mass squared for an event is defined in Eq. IV.4. 

where pb is the beam momentum four-vector, 'i\ is the neutron or 

deuteron momentum, and the sum is over all detected final state 

particle momenta. The unshaded Mt·12 entries in Figso IV .12 and 

lV.14 are the uncut data, the light-shaded events have survived 

the topology cut, and the dark-shaded events have survived the 

I.V.4 
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fragmentation cut. Figs. TY.13 and TY.15 show in greater detail 

the events surviving the fragmentation cut (unshaded) and the 

final sample (shaded) after the transverse momentum cuts• 

Of the 44 events satisfying the ionization.mass determinations 

and the 4C fit criteria of SQUAW, 28 passed the 3 kinematic cuts. 

The remaining 16 events were lost during the final cut. Note 

however that we have neglected the strong correlation between 

longitudinal and transverse momentum. By changing the momentum 

magnitude of the fast outdoing track within the limits of the 

longitudinal momentum resolution in.Figse IV.6 and 7 (~8 GeV), 

all 16 events survive tie transverse momentum cutso 

In addition, the cutting program found only 2 events that-

did not pass SQUAW. Both were fit by SQUAW as three constraint 

events, the momentum magnitude of the stopping track in each 

event being conside~ed a poorly measured quantity. (One was a 
j 

very short stub with a large length. error, the other a very- long 

stopping·track that failed the K-Prong curvature test. See Refs. 

S and 6 in Chapter IIo These events will be included in the 
. 

final event sample, bringing the total number of events to 46. 

A summary of the events is given in Table IV .1. Using our 

spectator model, ~1/3 of the spectator protons should be visible. 

The 4-prong to total event ratios of .34±009 and 041±.12 for the 

proton and pion beam samples are consistent with this figure. 
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TABLE IV.l 

FINAL EVENT SAMPLE FOR REACTICN IV.l 

BEAM TYPE 

p 

·P 
+ 11' 

.+ i 
'I 

PRONG COUNT 

3 

4 

3 

4 

NO. of EVEN'!'S 

19 

10 

10 

7 
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c. ··cross ·section ·calculatiorts 

The calculation of the cr9ss section for Reaction IV.la is a 

s.traight forward procedure. Throughout this analysis, 4-prong 

events with visible stubs will be considered neutron target events, 

regardless of the stub length, unlike in Chapter III, where 

correctic...1s for stub visibility are made. The cross -section is. given 

by Eq. IV.5, 

IV~5 

where~ is the number of fitted events,µ is.the micro~arn-per

event equivalence for the sample of events contain~g the ~ 

fitted events, eB is the beam tagging efficiency and ET the track 

~rganizing efficiency. The fractional error for CJ is ·given in 

. Eq •. IV. 6. 

{Au/a) = IV.6 

The fitted event sample is discussed in Sections IV.A and·B. 

We {et ~ = n; • Using cr(hd,N=4) values found in Table III.l, 

n , the total number of scanned 3- and 4-prong events fro~ which the .s 

measured sample was obtained, and the fractions of proton and pion 

beam events, f and f , for the 3- and 4-prong events as tagged p . n . 

by the PWGP program,µ may be written as 

I.V.7 
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... 

with the fractional error in µ given in Eq. IV .s .. 

(Aµ/µ) = 
[

(00-(hd, N=4)/cr(hd,· N=4)} 2 + (lm /n ) 2 + s s 

. •, 

I.V.8 

The error in n is n~ o The bemn tag efficiency is the ratio of s s. 

tagged to total events. processed by PWGP.. We include 5- and 

6-prong events in this sample in order to minimize the error in 

CB. (Tagging is independent of multiplicityo) The efficiency for 

track organizing is discussed in Section II.G. 

· The cross sections .for the reaction in Eqo IV .la are given 

in Table IV.3, and values of the quantities used in the calculations 

are summarized in Table IV.2., (An entry in only the pd column 

implies that the entry is used for both the '.proton:• and pion oeam 

calculations.) These cross sections for deuteron break-up with 

single pion production should be used as a lower limit only. 

Rescatter events will normally not have a very slow o~ backwards 

spectator-like proton., Therefore some of these·events were not 

measured because they did not satisfy the neutron-target criteria 

discussed in App .. G. However, these missed events will not effect 

the free neutron cross sections calculated in the next section. 

·D. ··"Free" ·Neutron ·Target· and ·nissociation ·cross ·sections 

The cross section for an unbound or "free" neutron target, 

hn + hpn-, ~y be calculated in two different manners. The first 

technique (Method 1) uses only the fitted three~prong events which 
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PARAMETERS 

D:r 
a(hd,N=4) nb 

·n 3 
a(hn,N=3) nb 

n nr 

TABLE IV.2 

PARAMETERS USED IN CALCULATING a (hn+hpir-) 

.. -~· 

29 ±5.4 

. 12.81±0.58 

2769 ±53 

·+ .. d 

17~.l 

7 .. 57:!0.48 

(1037/1537) = 0.674±0.012 · (481/1537) = 0.313:tiL012 

6.86:!0.36 8.73.:!D.67 

.. (3145/3732) = 0.843±0.006 

o. 79 ~:!O .070 

19"!/+.4 

6.17±0.37 

706±27 

12.9 7±0 .9 4 

28±5.3 

28±5 .3 

0 .9 4 7 :tO. 006 

0.792:!!).019 

.10±3.2 

. 3.88:!0.38 

· 11.56±L96 

16±4.0 

15±3.9 

0 .9 6 l:ti). 004 

. 0.848±0.026 

A 
Corrected for parts of rolls where chanh ers malfunctioned and 

events were not included in the sample fed to SQUAW. 
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bave a slow proton and by definition are not cofu?.rent events. A 

n:dcrobarn-per-event equivalence;· µ3, is calculated as in Eq.IV.7, 

but using the free neutron target cross sections for 3-prong 

events, u(hn, N=3), found in Table III.Se Instead of n , we use s 
the total number of scanned three-prong events in our event sample, 

n38, corrected for coherent events using Eqo III.5. (The cross 

sections are converted to numbers of events.) The microbarn-per-

.. event equivalence for free neutron target events is then µ3 and 

n3 ° 113/ (e:B " e:T) is the free neutron target cross section. The 

advantage of this method is that we do not have to concern ourselves 

with. rescattering. Our fitted event sample contains no rescatte.r 

events because re.scatter events will have an even-prong count, 

and µ 3 is also calculated usillg just u:ld-prong events. The major 

drawback is that we do not use all the fitted data at our disposal 

by ignoring the 4-:prong events o 

In order to use the 4-prong events· (Method 2), rescatter 

events in the fitted sample cannot be used, as they are not the 

result of a single target nucleon interaction. As previously 

mentioned, rescatter events will not have a readily recognizable 

spectator proton.. In this case, backward spectator events· may 

safely be assumed to not have rescattcredo Events where the slowest 

proton is forward with respect to the beam but has a mo·mentum less 

than 300 MeV /c will also be considered to not have rescattered. 

(The 300 HeV/c limit is larger than 98o5% of the spectator momenta 

according to our Hulthe.n spectator model of Appo · c·.) Only one 
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event for each. beam type for the fitted events could be aonsidered 

to have rescattered, each. having a forivard "spectator" momentum 

greater than 500 MeV/c. This is less than the 20% (14%) of all 

pd(n+d) events one expects to have rescattered, but as explained 

:ln the previous section, rescatter events did not sat~sfy tb..e 

measuring rules at some institutions. 

The cross section formula for Method 2 is given in Eq. IV. 9 

a(hn + hpn-) =· n· µ/c £ GR nr T B 

G and R are the Glauber screening (see Appa G) and rescattering 

XV.9 

corrections respectively, and n is the number of fitted 3-prong . nr 
plus· non-rescattering 4-prongs events.· . The rescattering correction 

is taken to be (1-F ) , where F is the rescattering fraction rs rs 
defined in Appa Go Using this method increases our statistics but 

:Introduces the problem of recognizing a re.scatter event and 

correctingµ as to represent the proton +.neutron target cross 

section. 

In Table IV.3, the cross sections for bn + hpn- are 

presented, 'ill. and M2 denoting which method was employed. The 

results of the two methods are equal and we therefore claim we 

know how to correct for the rescattering contribution, in order to 

derive the free neutron target cross sections. In subsequent 

analyses, we will use the results of Method 2, which yields smaller 

overall errors. 

The cross section for neutron target dissociation can be 
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. -·:TABLE IV. 3 

. /j,CALCULATED CROSS SECTICNS 
....... 

.. . · :::!,EACTION CROSS SECTION lili 

··P +. d -+ p + p + p + 1t > 29 6:!63 

+ + -11' :+d->-ir +p+p+ir > 221i59 

-~ + n ->- P .+ P + ir (W.) 366:!94 

-p + n + f + P + ir (M2) 381.:..82 

·+ . + -w + n -+ ir + p + ir (Ml) 261::!9 .0 
·+ + -,.- + n -+ 1T + p + 1T (M2) 

·' 
. 255±71 

p + n ->- P + (p1T-) 381±82. 

+ + -
. 'ii' ·+ n ->- 1T + (p1T ) 239 ±68 

.· 
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TABLE IV.4 

NCN-CHARGE EXCHM GE FRACTION FOR o (pn-+pp'll'-) 

REF. . PLAB CeV/c f (Q=O) 

7 1.0 0.702::!0.012 

8 11.0 0.744 ::!0.014 

9 12.5 o. 78410.008. 

. 10 19 .o 0.819 ±0.015 

6 28.0 0.880±0.040 

TRIS EJ\P • 9 7.7 > 0.917 

. . 



calculated using Eq. I.V. 9, if one. uses only the. target dissoc:iati..on 

.events ntd conta.ined in nnr• A!= lower energies, target dissociation 

(non-charge exchange) events are selected using the minimum 

invariant mass (Mn1) 5 me.th.od or the minimum rapidity difference 

6 (MRD) methode The charge and non-charge exchange reactions are 

.illustrated in Figs. I.2a and 2b. 

The HIM method associates the produced 'II' with either the 

fast hadron or the slow proton, whichever yields the smallest 

.invariant mass for the system. See Eqs. IV.lOa and lOb. 

IY .. lOa 

·. I.V.lOb 

. · This cri.terion may n,.,t be valid in the pion beam sample as the mass 

of the pion beam is much smaller than the mass of the ~low proton, 

but the large separation of the target and beam fragmentation regions 

.at our energy, makes the mass difference mlimportanto 

Th.e rapidity of a particle is given by Eqo IV.lle 

., 

y E 1/2 ln (E+!l/) /(E-p11 ) · rv.11 

'Jhough not a Lorentz invariant quantity, the difference·of rapidities 

between t\o.'O particles is :invariant along the direction of the 
. 

transformation. Instead of using the invariant mass, we use the 
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rapidity differences to define. the b.Jr- and J?1T- systems in 

Eqs.c IV.lOa and lOb. 

From the entire fitted event sample, only one pion beam 

event is found satisfying the charge· exchange requirement of 

Eq. 1V.,10b1 t~sing either the Mil1 or MRD method. T.he non-charge 

exchange fraction for the pion beam Cl.0SS-section ·is {., 938±;, 061) and ·· 

a lower limit of .917 (90% confidence level) is given for the 

proton beam cross section. In Table IV.4 we list the non-charge 

exchange fractions for the reaction pn+ ppn- measured in this 

. ~ 

experiment and in experiments at lower energieso Our value is consistent 

with the increase of the fraction with energy as seei1 in the. 

results of the other experiments. 

For the proton beam events ntd = nnr as no charge exchange 

events were foundi and ntd = 15 ~as used for the pion .beam sample. 

The neutron dissoci:ition cross sections (Reactio,1 IV. lb) are given 

in Table IV. 3. It is :interesting to note that the ratio r 
.,.,. 

I.V.12 

+ is very close to the ratio of total 1T n and pn cross sections, 
. + . 
u1 {1T n)/crT(pn) = 0616±.002, calculated from the total cross sections 

given in Ref o 4o In analogy to the similar scaling of inclusive 

cross-sections as discussed in Section IoCs the scaling of the above 

exclusive cross sections indicates that any model used to describe 

neutron dissociation should be factorize.able. Finally, our value 

for the cross section is higher than but not inconsistent with 
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17 values between 260 and 280 }lb measured by Biel in the same 

energy region. 

Th.e cross sections for the neutron dissociation in Reaction 

I.V. lOa an~ the charge symmetric nucleon dissociation 

·+ p + p + p + (mr ) 

have been measured over a large range. of incident beam momenta. 

For direct comparison, the cross section for the charge symmetric 

dissociation should be <~ivided by 2 as either proton coUld. 

1\1.13 

dissociateo Figs. IV.16a through 16c give a convenient representa-

tion of the amplitudes that are responsible for the above reactions 

and single pion production in any nucleon-nucleon collision. The 
l 

symbol }~ w:µl be 11sed to represent the amplitude where I is the . x 

isospin exchanged and I is the is~spin of the pro9uced Nin system. 

For example, diffractive processes would be contained in the 1']_12 
amplitude, whereas-~ (isospin 3/2) production would be contained 

exclusively in the M!12 amplitude. 

It was shown by Koba~ MvSllerund and Veje20 that the three 

:lsospin amplitudes squared and the three interference terms, 

integrated over the available phase space and sunnned over helicities, 

are tmiquely defined by the seven independent nucleon-nucleon 

reactions for single pion production. See Eqs. IV.14a through 14g. 

¢he helicity suxmnation and phase space integrations are implicit.) 
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... 

. + . 2 __ 1 
a1 • a(pp .,.. n(pn n = 3 IMJ12 I I.V.14a 

2 
:CV.14b 

0 a3 • a(pp + p(pn )) ·1 0 ·11 ·2~ 
= J ll1_/~ - 3 Ml/2 + 3 3/21, 

2 
'I.V.14c 

. 
2 - 2 0 . 1 1 . 1 r.t. "CT4 ""cr(pn + p(pn )) = 3 fl\;2 + 3 M-112 - 3 3/21 IV .14d 

= ~11 ~~12 + ~12 I 
2. 

. as = a(pn + (pn-)p} IV.14e 

. c16 = <r(pn + p(mro)) = ; !Ml~2 + ; ~/2 + ; ~/21 2 
IV.14f 

0 . 4 ,.). 1 
a1 ~ <r(pn + (nn )p) = 271 ~~/2 -M3/2! 

2 
·· J:V.14g 

The notation N1N2 + N3 (N4~) associates the produced p~on with nucleon 

N4 e Unfortnnately ,only cr1 through cr5 were measu~:abie by bubble 

chamber techniques at lower energies,as rr6 and rr7 have too many 

undetectable neutral particles in the final state. Five of the 

amplitude terms can be empirically measured as a function of the 

remaining tenn. Refso 7 and 10 studied the energy dependence 

of the amplitudes and interference tenns as a function of 

llJ.l :: Re<Mi/2 }~; 2>o It was argued that m13 should be approximately 

O.O because of the very different mass distributions of the isospin 

'l/2 and 3/2 states, and as a result, empirically found that 
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2 
~~ = I ~121 

-1.87 
"' p LAB .· :.lY.lSa 

'c.J:.V .lSb 

0 '2 . -0.33 
. · ·:111<J = I MI12 I "' P lAB -n.1sc 

.0 1 -" 
-lll03 .:: RE~/Z Ml/Z> <-v.O ·.XV.15e 

: ··lJ.ere pLAB is the effective beam momentum in the LAB.. As a function 

·- 0-of energy, M03 approached O. 0 with an increase in energy and at 

·-"28 GeV /c was down to only 10% the size of m0o . We note. the charge 

·>exchange amplitudes ~ and m3 fall rapidly with energy but that m0 

··'amplitude, containing diffractive processes, has a much. slower 

-energy dependence. The data used in obtaining Eqso ry.15a through. 

· ··15e were all at a pLAB less than 30 GeV/c, except for one point in 

· :the ISR region19 used by Refo 10 in their analysis .. 

In our energy region, we expect cr2 and cr4 to be dominated 

by mo.. The energy dependence of the remaining terms will make 

· 'them negligibleo 1.ndeed, if we look at the (p1T-) mass 

·-distribution in Fig .. rv .17, we see events clustered between 1.35 and 

l..50 GeV /c, well above. the 6.(1236) isospin _:. ~ region, and near · 

* . 1 ... the N (1470) isospin - 2 resonanceo 

Re plot the cross sections for cr2 and cr4 as a function of 

·1 
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pLAS in Fig. I.V .18 for all data no'\-l available.. Croas sections 

measured with. de.uteiium lie.ams- or ·targets. nave oeen corrected for 

Glauber screening (i.f not already done. so} and rescatter:tng to 

obtain a free. neutron cross section. We use a value of G equal to 

.95 as G has be.en found to be constant down to an incident momentum 

of 7 GeV/~0 4 , 7 ,lO The rescattering fraction for pd events, F =.2, rs· 

is constant above 28 GeV/c11• We then naively correct ~11 

deuterium data using R = 1-F = .Se Tqe summary of the values . . rs 
plotted and their references are given in Table IV.5. 

The energy dependence of the cross section was fit to the 
-n functional form cr=Ap • The best fit yields n = o •. 41±0.04 with a 

x2 of 74.1 for 21 degrees of freedom. Our value of n is larger 

than, but consistent with, values of (O. 36±0. 05) and (..30±0. 07) 

for the exponent of ~he m0 term from Refs. 10 and 19 respectively. 

In order to study tne sensitivity of the slope n to our re.scattering 

corrections, we have done. the same fit, but using. uncorrected 
. 2 . . 

deuterium datao We obtain n = (.33±~04) for a X of 97.6, close to 

previously quoted values yet still consistent with our overall 

result .. 

One might argue that we should restrict our fit to higher 

energy data \llhere the m0 term will surely dominate.. Fits using 

data taken at 19 GeV/c or 28 GeV/c and greater yield, the same 

value of.n. However, the energy dependence of the cross section 

above pLAB = 40 GeV/c may ~latten outc In particular, if one uses 

only data above 28 GeV/c, one obtains a much smaller value for n, 
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TABLE IV.5 

CROSS SECTIONS PLOTTED :rn FIG. IV. 18 

REF. PLAB Ge.V/c Cf pb 

12 (pp) 6.6 1470:9 5 
7 (pn) 7.0 1026±105 
7 (pp) 1.0 . 1350±300 
8 (pn) 11.6 763±75 

13 (pp) 12.0 985±100 
9 (pn) 12.5 68C±62 

14 (pp) 19 .o 685 ±75 
10 (pn) 19 .o 655±39 

6,15 (pn) 19 .o 765±21 
13 {pp) 24.0 755 .::9 0 

6,15 (pn) 28.0 729 ±41 
16 (pn) <40.0> 385±190 
16 {pn) <50.0> 290±120 
16 (pn) <60.0> 285±60 
17 {pn) <85.0> 260±39 

THIS EXP. 97. 7 "381.±82 
17 (pn) <!40.0> 282±38 

.' 17 (pn) <180.0> 289 ±35 
17 (pn) <208.0> 285 :!32 
17 (pn) <235.0> 299 ±31 
17 (pn) <265.0> 304 ±29 
18 (pn) 729 .o 239 ±59 
19 (pp) 1079 .4 '200±55 

The (pp) cross sections. used here are ~ the to-

tal cross section values. 



·-

n • .,07. This might suggest that in this energy range the cross 

section is almost entirely diffractive, i.e. it shows little 

dependence on energy. We note that for pLAB > 40 GeV/c, the data 

are dominated by np experiments. 

F. Concl·1sions 

Using bubble chamber techniques and a' deuterium target, we 

have successfully extracte~ a free neutron cross section for the 

- + + -reactions pn + pp1T and 'IT n + 'If p1T • The cross section for the 

proton beam reaction is seen to have a fractional contribution from 

non-charge exchange pro~esses consistent with the rise of this 

contribution at lower energies. In addition, the absolute value 

of the cross section for neutron dissociation is consistent with 

cross sections measured in the same energy range using neutron 

beam techniques. If the energy dependence for th;.s cross section 

is parametrized -n obtain an n equal to '.41, but the fit at Ap ' we 
• 

is poor. 

The fitted value includes data at 
. . 17 

and ISRlS new Fermilab 

energies and significant corrections to the deuterium data ~o ac-

count for rescattering. The poor fit for n is caused by a possible 

change in energy dependence above 40 GeV/c. Data in this region 

suggest a more constant cross section, and more accurate measure-

ments, particularly in the region from 30 to 70 GeV/c, would help 

clarify the exact nature of the energy dependence at this cross 

sectic;m •. 

'."'• .92 
• l 



. ~ 

·~RENCES 

1) ·n.G.Fong et alo, Experimental Results Presented at the 

. .r,Jntemational High Energy Physics Conference, Tbilisi, 1976; 

•iP.Lucas et alo, Bull. Am .. I'hys ... Soc .. ·21, 545 (1976). 

2) .D.G.Fong et al., Nuovo Cimenta·34A, 659 (1976). 

·3) N.G.Birger and Yu.A .. Smorodin, JETP 1.,, 823 (1959); 

,-.'4) 

:5) 

.. :;6) 

. "'::'N.G.Birger and Yu.A.Smorodin, JETP 10, 964 (1960) • 

·A.S. Carrol et al., Phys .. Lett. 61B, 307 (1976). 

G.Alexander et al .. , Phys .. Rev •. 173, 1322 (1968) .. 

W.Burdett et al~, Nucl., Phys. ~' 13 (1972) .. 

.7) .· G.,Yekutieli et al., Nucl .. Phys .. B38, 605 (1972); 

·-8) 

':9) 

·.•(;.Yekutieli et al., Nucl .. Phys., B40, 77 (1972). 

· .D. Hochman et al., Nu cl. Phys. B80, 45 (1974). 

J.WoCooper et alo, Nuclo Physo B79, 259 (197 4); 

J.W .. Cooper, Thesis - "Diffraction Dissociation o.f Nucleons 

;.in dp Interactions at 25 GeV /c", UMBC 75-2 (University of 

---.Michigan, 1975). 

: ·10) ~ E.Dahl-:Jensen et al., Nuclo Phys~ 'B87, 426 (1975) .. 

··11) J.llanlon et al., SUSB-BCG-78-07 (State University of New 

·York at Stony Brook, 1978) and to be published. 

12) N .. C.Colton et al .. , Nuovo Cimento llA, 590 (1972). 

13) K.Bockmann et al., Nucla Phys .. B81, 45 (1974) .. 

14) B.Boggild et al., Phys. Lett • .2..Q!, 369 (1969); 

· H.Boggild et al., Nucl .. Phys .. .!E_, 119 (1971) .. 

.•· 

• 



. . . . · ...... -:..1:0-

_'2.,__ .-. '·" 

15) J.Ranlon et al .. , Ph.ys. Rev~ ·n12, 673 (1975). 

J.6} A.JL~baev et al., Nuclo Phys~ Bll6, 28 (1976). 

'17) ... ~.J~.ei., Thesis - "A Study of the Dissociation Reaction 

.,.,,,._ p-+ p;r- + p For Neutron llimenta Between 50 and 300 GeV/c", 

UR-614 (Univ.. of Rochester, 1977) • 

. .l.8) ~ . G.C • .Mc.ntovani et al.., Phys. Lett. 64B, 471 (1976). 

·19) , .. ,'.~Jo11leKe.:.r:r·ett et al., Phys.. Lett.· 63B, 477 (1976) • 

'tt} ... Z.~'DH~ R.M~llerund and L.Veje, Nucl. Phys~ !?i' 134 (1971). 

: .· 

,_.,..." 
::: ... ~ ~~,,.,,, .i,1'" ... _. ... 

: 

. • 

·• 

... , 94 



V. SLOW PROTON PRODUCTION 

The production of protons slow in the LAB will be studied 

1n this chapter. Absolute cross sections for th~ reaction 

h+n+p 1 +x 
6 • 

V.l 

are measured using new 100 GeV/c data from RUN 3 and 400 GeV/c data 

from RUN 2. The differential cross sections are presented and 

discussed in terms of a Mueller-Regge formalism with explicit 

isospin exchange. Protons produced from neutron dissociation in 

a (pu-) system should not be included in the Mu=ller-Regge analysis. 

We therefore study such contamination. A specific model, a 

Reggeized-One~Pion-Exchange (ROPE) , is shown to be a poor 

approximation of the.slow proton data if one assumes the off mass-

shell correction pa=ameter to be OoO. If the parameter is not zero, 

as suggested by Bishari,1 the ROPE model will not describe the data 

at allo 

A .. · ·-Absolute· Cross· Sections 

The absolute cross sections for Reaction V.l were 

calculated using the Stony Brook and Fermilab data samples from 

RUN 2 and RUN 3o The formula for calculating the cross section 

is written as 

a(hn + pX) = a(hn, N>3) • f . . - V.2a 
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Aolhn + pX) I a(hn + pX) ~ [ (~a(ra;_ ,N> 3) / a(hn, N> 3)) 2 

+ (Af/£) 2 . J 1/2 
V.2b 

·. 
where O'(hn,N>3) is the :inelastic hn cross section for events with 

3 or more prongs and f is the fraction of the neutron target event 

sample with a slow proton (p<l.4 GeV/c), excluding the spectator 

proton. The cross section· for slow prot'ons produced from 1-prong 

neutron target events has been neglected in our experiment but 

will be shown to be small at Fermilab energieso We require that 

lti, the absolute value of the square of the four-momentum trans-
2 · ferred between the target and slow proton, be less than 1 GeV. 

(The target momenta are defined using the impulse spectator model of 

App.G)e This value of ltl is less than the maximum v~lues of 

1.2 Gev2 Dor a 1.4 :Je.V/c proton with a neutron target at rest, and 

:1.1 ~ev2 for the same proton with the neutron tar.get having a 

.momentum of 120 He.V/c in the beam direction. The Fermi-smearing 

of t will therefore not affect the absolute cross sections 

measuredo 

The total hn inelastic cross sections may be obtained from 

Table III.So The 1-prong estimates may be subtracted to obtain 

a(hn,N>3) and the error on the total inelastic cross section is 

used for ~cr(hn,N>3). To determine f, we define nA' the absolute 

cross section sample, as all odd-prong events plus even-prong 

events with spectator protons tracks less than Smm in length. The 
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most "backwards" proton, as. described in Section IV.B, is 

considered the spectator in even-prong events. This sample 

contains only non-rescattering neutron target events and it is 

then appropriate to use the free neutron cross sections, 

a(hn,N>3), in the cross section calculations. Howev~r, there is 

some coherent event contamination to thi.s sample, i.eo hd + dX 

from 3- through 6-prong events. This is a result of the measure-

ment of all neutron target. type events With these multiplicities, 

regardless of whether there was a slow (p<l.4 GeV/c) non-spectator 

,track. Using the coherent cross section estimates in Ref. 2, we .· .. 
+ find that less than 3% of either the pn or n n total sample :ts. 

coherent and this contamination will be neglected. 

All events in nA with a slow non-spectator proton such that 

It I 2 is less than 1. 0 GeV , will be included in n , the. number p . 

slow proton events. Hence., f = np/nA. There is no coherent 
. 

contamination to n , as there is an identifiable proton in the p 

event besides the (invisible) spectator proton. Odd-prong 

of 

coherent events won't have a slow proton and even-prong coherent 

events won't have 2 identifiable protonso 

Both nA and np are weighted numbers of events, reflecting 

the processing efficiencies for measuring neutron target type events. 

Table V.l contains these processing weights and shows that these 

weights are close to unity. In Table V.2, we give the values of 

o(hn,N>3), nA and np used to calculat~ the inclusive cross sections 

for Reaction V .1, also given in the tablee From Ref. 3, we obtain 
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TABLE v.1 •. 

.llSOLUTE CROSS SECTION PROCESSING WEI CRTS 

' 
•' .. 

RUN2 (400 GeV/c) RUN3 (100 rev I c) 

li SUNY FNAL .. ·SUNY FHAL 

3 1.016 1.000 1.064 1.000 
4 1.021 1.000 1.056 1:025 
s 1.005 1.005 1.114 1.011 
6 1.014 1.003 1.072 1.010 
~- 1.000 1.008 1.027 1.020 
8 1.000 1.003 1.048 1.020 
~ 1.000 1.003 1.026 1.000 

10 1.012 1.000 1.050 1.000 
11 ;..ooo . 1.007 1.076 1.000 
12 1.011 1.000 1.136 .1.000 
13 1.029 1.014 1.09 7 1.000 
14 1.024 1.000 1.085 1.000 
15 1.014 1.029 1.052 1.000 
16 1.048 1.000 1.227 1.000 
17 1.053 1.000 
18 1.094 1.000 
19 1.000 1.024 
20 1.142 1.000 
21 1.000 1.000 ·. 
22 1.000 1.000 
23 1.111 1.167 
24 1.000 1.000 
25 1.000 1.200 
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TABLE V.2 

• 
PARAMETERS FOR CALCULATING a (hn+p )1j 

.. 

.. ·100 CeV/c · 400 GeV/c 
.- . 

PARAMETER + 
..!....!!. ~ ~ 

cr(hn,N~3) (nb) 19 .55 :!O .15 29.07:fil.44 31.2±1.2 

nA 1130.04 674.40 589 6. 84 

n 199 .98 132.06 1044.44 p 

f . 0.177±0:.11 0 .19 6 ±0. 015 0 .177.:tO .005 

a(hn+p}:) (nh) 3.46 :!O .22 5.69 :!0.44 !).52:!0.26 

· a(hn+p ~ (nh) RUNl 3 .9 :!O .3 . 5.7±0.3 

<a (hn+p )1j > (nh) 3.61 :!O .18 5.70±0.30 5.52:!0.26 

n" 673±26 875:!:30 1592±40 p 

ll (}.b / ev) 5.48.:tO .36 6.51:!0.36 3.47:!0.18 



the slow proton cross. sections previously obtained from the data 

of RUN 1. The weighted averages of the 100 GeV/c cross sections 

will be used in the subsequent analyses of the 100· GeV/c data. 

The inclusive cross sections for proton producti.on from a 

neutron target, have also been measured for protons and pions incident 
8 . . 

at 195 GeV/c. Values of (5.15±0.25) ~b and (3o4±0.3) mb are 

quoted Cl t'I <l.O Gev2-) for the proton and pion beam samples 

respectively, which ar~ slightly lower than our cross sections at 

. both 100 and 400 GeV/co The value for the slow proton cross 

section from 1-prong proton beam events is (0002±0.014) mb, 

showing this contribution to the total inclusive cross section to 

be negligible at Fermilab energieso (Ref. 8) 
9 At a beam momentum of 1106 GeV /c, the pn + pX cross section 

. +o.4 1 I 2 was found to be (5.1_001) mb, for it <o82 GeV • If we make the 

same t-cut, our cross-sections are (S.34±0.23) m~ and (5&15±0.23) mb 

at 100 and 400 GeV/c, equal to the cross section at the much lower 

energy. The inclusive cross sections exhibit very little energy 

dependenceo This will be discussed further in Section V.C. 

B. ""The Total Event ·sample ·and Differential ·cross ·sections 

To study the kinematic distribution of events, we will use 

a larger slow proton event sample, nlo Included in n I are events p p 

from all collaborating institutions for all RUNS, that are either 

odd-prong events with a slow proton or even-prong visible 

spectator events with a slow proton. The visible spectator may be 

either fo't'Ward or backwards with respect to the.beam direction, 

100 



) 

•' 

.. 

but must have a momentum less. than 300 MeV /c. The number of events 

(np) and µ, the microbam-per-eyent equivalence, are given in 

Table V.2 for the 100 GeV/c pn and n+n and the 400 GeV/c pn total 

sampleso 

Figures V.l through o4 display the slow proton cross section 

as a func:..:ion of t and ti , where t I= t ._ t mine The minimum .. · · 

allowed value of t, discussed in _App. A, is calculated using ·Eq_. V .3. 

* t = -2 ., (E . min t 
* * * 2 2 ., E - p • p) + m ·+ m 
p t p t p 

the t and p subscripts 7ndicate target and proton variables 

V.3 

·respectively. In Fig. V.l, we present dcr/dt as a function of ·t. 

Th.e similarity in shape of the hn cross sections implies that the 

t-dependence is independent of beam energy and type. Also shown 

is the t-dependence of the cross section for slow proton 

production from pp collisions at 400 GeV/c from Ref. 3. At small 

values of t, dcr/dt falls off faster for the pp data, indicative 

of the diffractive nature of the pp processes in this region of 

.phase space. At large t, there is still a difference in absolute 

values between the pp and pn cross sectionso This perhaps 

indicates differences in the proton ·product:ion:process-.outside~th.e 

pp + pX diff ractive region at phase space. 

The uncertainty in t for any t-bin is dominated by Fermi-

smearing (App. G) and not our measurement errors, which are small 

for particles slow in the LAB. See Appo E. Using a Fenni-
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smeared ROPE mode.1 as. an approxiIDation of the data, discussed in 

Section V.D and App. F, we calculate our resolution ~t to be 
2 . 2 

between .016 GeV and .057 GeV • These numbers correspond to 

the error in the lowest and highest ltl regions. The resolution is 

better than the bin width of the smallest (.1 Ge?-) t'."""bins used in 

·our analysis. 

Restricting our attention to the region M2/s<.2, we may 

directly compare our results with those of the deuterium gas jet 

experiment of Ref. 4. Fig. V.2 shows d~/dt for our data in this 
: 

region. The straight lines have an exponent1:lll slope of 10 and are 

+ normalized to the areas. under the pn and n n data points. The 

fitted slopes for the 100 GeV/c n+n and pn data were (9.55±i.07) and 
-2 . 

(9.12±0,85) GeV with a her degree of freedom of 0.65 and 0.33 

respectively. The slope for the 400 GeV/c data was found to be 
-2 . 2 (10.57±0.68) GeV with a x /d.o.f. = 0.25. Witl::.in errors, the 

cross sections have the same t-dependence in this. 1?- /s region. A 

slope of 8 is roughly estimated in Ref. 4. Both this slope and 
6t ours are markedly steeper than the e dependence for pp + pX 

• S, 6 f · ·d t f 50 t 400 G V/ reactions or J..Uci ent momen a rom o e c. (A cut 

:l.s made at very small }f /s in the pp data to eliminate events in 

the diffractive pp peak.) 

The ti plots are presented in Figures V.3 and V.4. The 

use of ti eliminates the effects of the tmin boundary at large 
2 M /s. Compare these figures with Fig; V .1. The hn + pX cross 

bt1 
section may be fit to the form e over the. entire t! range; the 
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best fits to the 100 GeV /c data are given on each. grapho The 

best fit for the 400 GeV /c data 'yields o = (So07±.o'ol4) GeV-2• All 

values of b are equal within errors. 
2 The M /s dependences of the cross sections for Reaction V.l 

are displayed in Figures V.5 through o7. (The 100 GeV/c pn. 

cross section has been calculated in ?11-is bins off-set by 1/2 the 

bin width for display purposes.) Again using the Fermi-smeared 

·ROPE model, we may estimate our ?11-Js res~lution. It is found to be 

a function of t. The biggest uncertai~ty is t::.(ll/s) = 0.025 in the 

lowest It! bino This is 1/2 of our plotted bin width. Our 

calculated resolution is actually a lower limit. ~irstly, we 

have neglected measurement errors which significantly contribute. 

to 1>.tr:?-/s) at high M2• Secondly, this estimate does not e.."':plain 

the large negative M2/s spill-over in Fig. VoS through V.7. 

··The 100 and 400 GeV/c cross.sections in Fig. V.5 scale with 

respect to ~/s over its entire range, and are consistent with the 

bubble chamber measurements at 195 GeV/c of Ref. 8. The low ~/s 

dif~ractive peak, characteristic of pp + pX data, is absent. Se.e 

Fig5 .V.7 for a comparison at ~/s dependences of the pp and pn 

cross sections at 400 GeV/co As in the d~/dt comparison outside 

the diffractive pp + pX region, there is a difference in shape 

and absolute value between the two cross sections. A 12% difference 

in the absolute values can be attributed to the higher allowed 
. . 2 . 

momentum transfer C!tl<l.08 GeV ) in the pp data plotted. However, 

this does not account for the diff crence in shape and the total pp 
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cross section excess. 

The 'IT+ n cross sec ti.on in Fig. V. 6 is seen to have th.e same 

form as the pn data, and Figo V .8 shows that the ratio of the 

pion to proton beam inclusive cross sections is constant with 

. respect to ~/so It is roughly equal to the ratio of the total 

cross sections. The ratio of the 100 to 400 GeV/c pn + pX cross 

sections is illustrated in Figo V.9 and is about loO. The above 

scaling suggests that the production mechanisms.are energy 

:Independent and independent of beam type. 

The cross sections may also be studied as functiops of 

..(-/s and t simultaneously. Figures V .10 through .12 show the 

M2/s dependence as a function oft. The average value of -t (<-t>) 

is given near each set of data points, The curves in Figures V .11 

and .12 are predicticins of the Fermi-smeared ROPE model. Those in 

Fig. V .1 o have been drawn to guide the eye and ar~ not model 

predictions. (The total nn cross section is needed to apply the 

ROPE model to pion beam data, and it is not a directly measurable 

quantity o) We observe that the data in each. t-bin has roughly 

the same shape for the different cross sectionso In Figures V.13 

and .14, where we have plotted both. the 100 and 400 GeV/c· 

pn --> pX data, this effect is more strikingly seene These cross 

sections scale with respect to M2/s and t together. This is a 

much stronger statement of scaling than the previously observed. 
2 scalings of.the integrated cross sections with. respect to M /s 

and t separately. + A comparison of the 1T n to. pn cross sections 

110 



. -: . ~ . .. . 

1.0 

.. 0.8 
:E~ 
~ :-0 
x :S0.6 

. Q. x 
t a. 
c t 

·1: g_0.4 ...,_._ 
b b 

"'tJ -0 

a 
0.2 

~ (v•n-pX) 
.----- v(pn -pX) 

o~--~----~---~--~---~---~---
- .1 0.0 0.1 0.2 0.3 0.4. 0.5 0.6 

el N .. ~ ~ 1.2 
~~ 
00 -
0 0 l.0-
--:. "<:j"_ 
xx 
0.. a. 
I t .8 c c: 
0. a. . ......... ..__.. 
b b 

""O -0 .6 
II 

M2/s Fig. Y. 8 

------- o-(pn- pX, 100) 
er( pn - pX, 400) 

~ 04,--~..--~---~--~--~--~------~ 
-.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 

M2/s 

.· 

' 

• 



. .. 

' : 

;;- 60 >· 
0 Cl) 

C> 
' ; •• .,Jl 50 

" E -
~ 40 
°.2 
~ -x 30-

. I 
.c 20 
~ -b 

'"'O 
W) 10 

. ' 

Pb = 100 GeV/c earn 

I 

o .02s-t<.15 GeV2 

,A .15 S -t< .35 GeV2 

o .35~-t<.63GeV2 

o .63s-t< l.00 GeV2 

.. 

<-t >= .24 

.... 15 -!)5 .05 .15 .25 .35 AS .55 .65 

fig.1[. 10 



.. 

.. 

. . 

.. 

!" .. 

. . 

70 

:;- 60 > . 
Cl> 

Q 
..a 50 E -
.. 40 
':E 
'"tJ -~ 30 -x· 
'.~ 
I 
c 20 
0. -b 

'"'O ., 

·. •. 

p =100 GeV/c 
beam 

.. 

. .. . 

o .02s- t <.15 GeV2 

A .15 s-t<.35-GeV 2 

·,a .35s- t <.63 GeV2 

o .63s-t<l.OOGeV2 

. : 

.. 

<-t>=.48 

•. I 

,. . 
. ~ 

•. - .. 15 -.05 .05 J5 .25 .35 .45 .55 .65 .. 
M'/s. 

fig.Y. 11 
.. 

" • 

113 

' 

.· . 



. . .. 

Pr . = 400 GeV/c · o .o~~-t<.15 GeV 2 

A .15 s-t<.35 GeV 2 

o ~35~ .:..t< .63 GeV2 

• .63~-t<l.OO GeV2 

"beam 

f ·<-t>=.48 

~ ~~ 
9 ... --i~ 1i ~ <-t>=.80 

.,._.:;;....:.;;;_._.i.,~~..&--&_r~ 
~ I I I i i i •• 

0.0 .1 .2 .3 .4 .5 .6 .7 
M'ls 

Fig. Y... 12 

114 

. . . 

.. 

' : 



70 
. A 400 GeV/c} 
~ lOC GeV/c .02$-t <.lS 

~60 
~ 

o 400GeV/c} 
e 100 GeV/c .35 $-t <.63 

~ 
. ·' ...... 

Jl 50 E -
. el 40 . :E 
-0 --0 
:::::. 30 x 
~

. . I 
.. c 20 

Q. -b 
-0 

CA 10 

t in GeV 2 

<-t>=.08 . 
..... 

· .. 

-0.l 0.0 0.1 0.2 0.3 Q.4 0.5 0.6 0.7 
·M'ls 

fig.Y. 13 

• 

.. 

. .. 

.· .. · . 

.... . .. . . . . . . 

. · ... 

........ 
,-



·. 

I 
-60 ., 
> 

lP Q) .. ' C> 
' :0 50 
~ E -·; 
I 

' ., 40 
. I :E. ,, -,, .. . ~30 . ·. x -o."* 

... ~ 20 
Q. -b 

--0 
.. .,, 

10 

--OJ 

•. 

6 400 GeV/c) · 
A lOOGeV/c · 
o 400 GeV/c} 
o 100 GeV/c 
t in GeV 2 

... 

'. 

. • . 

.15 ~ - t < .35 

.63:S -t < 1.00 .. .. . , 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

Fig.Y. 1~ 

·• 

116 

... 

·'· 



•' 

.. 

made in the same manner, sftows. scalipg in the. ratio of 

a(tr +ri + pX) / a(pn + pX), as. expected from .. factorization of the 

scattering amplitudeo 

The scaling has been observed at other energies as well. We 

present our results with those of Refo 4 in ~/s and t regions common 

to both experiments. See Fig •. V 015 o The cross sections from 

the 2 different experiments ~ale nicely over a large range of 

beam momenta from 50 to 400 Gf~V /c. + As our TI n to pn cross section 

. ratio satisfies the factorization hypothesis, and strong interac-

tions are isospin invariant, we expect the cross section for 

· · pp + nX to equal our pn + pX cross sectiono However, ISR 

measurements9 of the charge symmetric reaction are smaller by a 

factor 0£ ~l/3e See Fig. V.16o 

·c. · ·~ueller..;.Regge Analysis 

~1. · ·Energy·Dependertce«m.d·Trajectories 

In Appendix F, the Mueller-Regge phenomenology is briefly 

outlined. A general expression, Eq. V.4, is given for 

in the triple-Regge limit where ~-+·co, s/M2
+·oo and s, 

2 sdcr/dtdM 

~>>t. 

. 2 . 1 
sdo/dtdl-1 = -s I 

a1 (t) + a.(t) aK(O) 
2 J 2 

Gijk (t) (s/M ) (~) 

ijk 

the a's are Regge trajectories and Gijk(t) contains the t-

v.4 

dependence of the triple-Regge couplings. We may integrate Eq. V.4 

over M2• The lower limit is ~' the mass squared of th.e beam particle, 
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and the upper limit is. cs, assumi?g the upper limiJ: for J1- to 

'be proportional to s. The result~g da/dt i.s given in Eq, V .s 

where 

da /dt = [ [ G:!.jk (t) I ~ (t)] 

ijk 

and c1 = c6(t). The lower limit may· be neglected as long as 

v.s 

·V.6 

~(t)>O, which will be true in our physical t-region for i, j or k 

: being the pomeron (P), 'IT or p trajectories given in Eq. F .15 .. 

Therefore, the energy dependence of dcr/dt is determined solely by t 

the identity of the. k....reggeon. Integrating over t does not effect 

the energy dependence, and we may write the following results: 

a "' constant 
1 

a l\r l/s ~ 

er "' l/s 

if k = p 

if k = p/A2 
if k ='If 

·. 

The constancy of the hn ~ pX cross sections throughout the 

Fermilab energy range indicates the dominance of ij!_ terms in 

Eq. V.4., where ap(t) is assumed to have an intercept of 1. 

·V.7a 

V.7b 

·V.7c 

A detailed study of the contributions from different triple-

Regge. couplings to high energy inclusive reactions, has oeen made 
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by Field and Fox. lO They lolere. unaole to ge~ a qualitative. 

estimate of the importance. of the interference. terms, where. if j • 

. For simplicity we assume ai and aj to be the same trajectories. 

l.t then follows that the double differential cross section in 

Eqo V .4 becomes 

where ap(O) =·1. 

If any one exchange trajectory a1 dominates, _the s/i/- dependence 

will reflect this dominance, and we then try to fit our data to 

the form. 

2 2 1-2aE(t) 
sd~/dtdM ~ (M:""/s) ·v.·~ 

where aE(t) is. the effective trajectoryo 

:2c ··protons From Neutron·Dissociation 

In the above analysis leading to our decision to fit the 

data to the form in Eq. V. 9, we have assumed that an "isolated" 

proton is produced via some charge exchange mechanism. See Fig. V. 

17a. However, in Chapter IV we have shown that 3- and 4- prong 

proton beam events have a .. 3mb cross section for producing a slow 

proton in a (p~-) system from neutron dissociation.. This process 

involves no charge exchange, as illustrated in Fig. V.17bo One 

would hope to be able to isolate these events from our charge 

lZl 
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.. 
exchange. data, regardless. of multipli.ci.tyo 

Using our entire. 3- and 4-prong neutron targe.t (proton beam) 

event sample at 100 Ge.V /c, we have plotted the invariant mass of 

the (pn-) system in Fig. Vol8. We. require both particles to be in 

the backwards CM hemisphere~ A peak is seen in the ~(1236) regi.on, 

corresponding to an I=l isospin exchange, and the majority of the 

* remaining events are in the. N (1470) region. Fig. V.19 shows the 

square of the missing mass recoiling from the (pn-) systemo A 

low mass peak is clearly seen and even~:s in this peak 
2 2 .. 

(MM <12o 5 GeV ) are defined to have an unambiguous resonant (pn) 

system, which was produced by neutron dissociation • 2 An sdo-/ d tdM 

. plot is then made for these events, where ~ / s and t are 

calcula·:.ed from the slow protono See Fig. ·V.20o (The errors on 

the individual data points are large, on the order of :25%). It 

was hoped that these dissociation events would be found at large 

Ml-ts values for each t-bin, as M2 would be large for ~ system 

with a slow n- and several fast other particles.- Unfortunately, 

a cl~an }i2 /s cut cannot be made on the data in Fig. V.20 and 

these events are included in the analysiso 
.. 

:3.·· ·Extr ~ting the ·Ef fectiv-e ·Trajectory 

An explicit attempt is made to account for·the Ferm~-

smearing of the data when fitting for the effective trajectory. 

2 To do this, we have Fenni-smeare.d the sdcr/d tdM form in Eqo V9. 

For any particular a, we begin by generating a target 

momentum using a Monte Carlo program that reproduces a Rulthen 
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target distribution.. Using this. ta_rget momentum and the measured 

beam momentuqt,s is calculated and a physical~ and t region can oe 

2 defined. Values. of M and t are chosen as to uniformly populate 

this M2 and t region, and these values uniquely define the slow 

proton momentum in the CM, up to an arbitrary azimuthal rotation 

about the beam. This azimuthal angle is uni.formly generated, 

because it is needed to recalculate the kinematic variables for a 

stationary target as done below. Each generated Monte Carlo event 

· / · ? 2 :1:-2a is given a weight proportional to sdcr dtcllr (W=(M /s) ) , and 
. 2. 

·can be plotted at the true values of M /sand to 

In our experiment, however, the spectator proton is generally 

not seen if it bas a momentum less th.an 80 or .100 MeV/co As we 

assume the target to be at rest in these situations when processing 

the data, we recalculate s
0

, t
0 

and M! in the same fashion, using 

a target at rest. '.:1le Monte Carlo event is then plotted with 

the true cross section weight, but at the smeared values of M2/s 
0 

and t • 
0 

Th.is smears the sdcr/dtclli2 fonn of Eq. V~9. 

The Fermi-smeared sdo:/ dtcll12 distributions are then fit to a· 

quadratic polynomial for each t-bino The fit, F(~/s,<t> la), is 

made only over the range of Mfs corresponding to the range of the 

data that will be used, and is normalized to unity. We identify F 

as being a normalized probability distribution for. the chosen 
2 . 

value of ao A summary of the t-bins and corresponding M Is ranges 

is given in Table V .,3. The minimum M2 /s cut at 0 .. 02 ensures that 
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'UBLE V.3 

t: MD ills CUTS 

* c'll-/s) . Crf /s) : <-t> -t -t 
min max min max 

0.057 0.02 0.10 ·0.02 0.20 

0.147 0.10 0.20 0.02 0.29 

. ·0.263 0.20 0.33 0.02 0.38 

0 .. 418 0.33 0.51 0.02 0~45 

0.618 0.51 0.73 0.02 0.52 

0 .. 857 0.73 1.00 0.02 Ou58 

• 2 ' 
All values for t are in rev ' and the mean value 

for -t is that of the couhined 100 and 400 CeV/c· 
pn+p.X data. 

TABLE V.4 

FITTED EFFECTIVE TRAJECTORIES 

DATA 2 a ~ x /d.o.f. 

pn+p:X, 100 GeV/c 0.27:!0.07 1.18:!D.16 1.45 
pn+pX, 400 Ce.V/c 0.25 :!0.06 1.03:±.0 .13 1.93 
pn+p:X, ALL 0.26:!D.04 1.07 :'D.18 1.18 
'ii+p+pX, 100 C:eV/c 0.29 :!{).08 0 .9 8 :!{) .18 2.05 



.. 

-if- be at least four times.. l~rger.than.th.e. l!l~imum value. oft. 

The maximum cuts re.strict us: to .. a rect<l:ngular region of phase. 

space fer eaclL. t-bin below tmin' th.us negating the. effects of the 

tmin boundary. 

For 6 different t-bins, curves were generated for a~s ranging 

from -1 to +l in steps of 0.01. For each t-bin and value of a 

we may use the normalized probability function to calcuiate a 

maximum likelihood11 as in Eq. V.10 • 

t (Xf a) == TI F(X. ja} 
i J... 

'. 

v.10 

The symbol x represents the total data set as a function of ~ /s 

for a particular <t>, and X.. is one particular observation (event) 
J.... 

in that set o As shown in Table. III.. l, the processing weights for 

the data are close t0 unity and all events will be considered to 

have unit weight. The value. of a with the maximum value of t, 

amax~ is the most likely value of the Regge trajectory at t == <t>. 

If the distribution. of L( x! CL) = log 9.. (xi a) is parabo lie with 

respect to a, it means. that t(xja) has a Gaussian shape. We then 

take the error in a to be max 

Aa a: a - a I max 1 2 V.lla 

were 

V .. llb 
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This is equivalent to choosing a 68 .. .3% con£idence interval .. 

· l'or a non-parabolic L(i:( a), tfi..is estimate of tOe.. error can oe 

sh.own to be appropriate as long as. L(x{ a) is. continuous and has: 

only one maximum in the a-region of interesto 

The values for a are plotted at the average values- of t max 
taken from the data. The deviation of <t> due to Fermi-smearing 

was found to be negligible. The. resulting effective trajectories 

for the pn ~ pX data from this experiment are shown in Fig~. V.2la 

and V.2lb. The straight lines through the data are the results of 

least squares fits of .the form a=a + bt. The~e are summarized in 

Table V.4. The fact that the 100 and 400 GeV/c beam momentum 

trajectories are equal is to be expected.because of the scaling . 
. 2 

e.xhib.ite•1 by the data with respect to M /s and t. The 'trajectory 

for the 100 and 400 GeV/c pn data· together is. given in Fig. V.21c. 

The pion beam data yield a similar trajectory. This further supports 

.the idea that the scattering amplitude factorizes into' two functions 

depending only on the particles coupling at the beam and target 

vert~ces separately as in Fig. V.17a •. 

Most important, the intercepts of the trajectories are non-

zero. A zero intercept and slope of 1.0 would indicate the dominance 

of pion exchange in charge exchange reactions at Fermilab energies. 

The trajectories have intercepts lying between the p/A2 and 1T 

trajectories, and have a slope consis.tent with 1.0. See Fig. V.22 

for the pn data trajectory. Th.is contradicts the conclusions 

of analyses done in Refs. 7 and 8, where pion dominance was concluded, 

. . ~ 
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.· 

2 
t~ugh.. the shapes of the. M /s. distributions we.re consistent wibh: 

ours.. 

:De . "The ·ROPE ·Model 

. 12 
In previous work at 100 GeV / c, we have compared the ROPE model 

(App. F) with. our pn + pX data. For our reaction we use the 

form of the cross section gi.ven f>y Bishario 1 

2 . 1 . 2 
sda/dtdM = - " JL • er (irp) • 4n 41T T exp 

2a · (t)-1 

e .. ~!:!)2 (s/Jl-) 1T 

. 2. 
a(t-m ) 

1T 

Eq. V.12 is exactly Eq. F ~18, where the beam particle is now a 

·v.12 

~roton» the target a is a neutr~n, and c, the slow outgoing particle 

:in the. target fragmentation r_e.gi.on, is a proton. It is identical 

to the triple-Regge prediction with just 1rnP and irirR tenns. 

If the off-mass shell correction parameter a is assumed 

to be O, Eq. V.12 gives a fair quantitative prediction of the. 

data·in Figs. V.11 and .12. The formula is Fermi-smeared, in a 

procedure similar to that described in the previous section, to 

produce the curves. While doing the smearing, we have calculated 

the r.m.so and average deviations between the "true" and smeared 

values of ~/s and to.· The r.m.s. deviations are then used as 

estimates of our e>.-perimental resolution for J:?-1s and t. For 

a( np) t we use the parametrization b + cM, where b = 22 .48 mb and 
.• 

Ca 17.16 mb/GeV: For g, the n-n-p coupling constant, we use a value 

132 

• 



. . 

twice that of the. Pl? coupling constant, becaus.e. of isosI?in 

considerations, Therefore.,· g2 . /4iT ~ .29 .o'. . . nnp 

On tli..e. other hand, Bishari suggests- likely- values for a to 
. -2 

·lie between 4 and 6 Ge.V • . In this case, at larger and larger values 

of t, the cross section given by Eq. V .12 would fall .too rapidly and 

be inadequate in describing the large ~//s data. The inclusion of 

~and RRR terms, e.q. p/A2 trajectories, would help eliminate the 

cross section deficiency. We therefore contend that wh:O.e the 

ROPE model with no off ·mass-shell correction can approximate the 
" . ..... . 

data to some d_egre.e. it is not a proof of pi.on exchange dominance. 
. . . 
Tb.e best description of data was found to not have a pion trajectory. 

. . 
Furthermore., the effective trajectory extracted in Section V •. C 

. does not represent any known i.sospin exchange trajectory, and is 
.. 

at best the result of a mixing of the 1f and P /A2 traj~ctory 

contributions. 

E .. · ·conclusions 

The absolute cross section for the·production of slow. 

protons from a neutron target has been obtained for both. pion and 

proton incident beam particles at 100 GeV/c, and for proton beams 

incident at 400 GeV/c. The cross sections are seen to have little 

energy dependence when compare.d with cross sec ti.ans measured at 

other energieso They ar~ also f~und to scale as a function of ~/s 

and t in the ratio of the total inclusive cross sections. In an 
. . 

analysis of the proton beam data in tenits of a general triple.-Regge 

111odel, an effective Regge trajectory h.as been extracted. 



The trajectori of a(tl = t + · 0,25 extracted is. not a "Pion 

trajectory, ~ show.s..-that. at..h.igl:Lenergi.!?.s"prot~n:·produ~tion from a 

neutron targe.t is not domfrtate.d oy pion exchange.. Th.is contradi.cts: 

the conclusions of the. analyses of other experiments at high. 
. .. 

energies, though their data i.s similar in shape, if not in 

absolute normalization, to ours., We believe that our analysi.s has 
- . .. 

been the only one sensiti.ve enough to accurately predic·t the non-

zero intercept from the data availableo · 

·. 
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APPENDIX A 

Notation and·Kinematics 

A.1) Physical Units - In all calculations, we use a system of 

units where h = c = 1. Energy will be given in multi~les of electron 

volts, e.g. 1 GeV = 109 :eV. In this ca.:;e, the corresponding units for 

momentum and mass are GeV/c and GeV/c2• 

A.2). Four~Vectors - Four-vectors are defined as 

with. the scalar product of two four-vectors 

being invariant under a general Lorentz transformation or spatial 
1 rotationo The four-momentum of a particle is 

the first vector component being the particle energy and the 

remaining three components its three-momenttnn.o 

A.3) . Coordinate Systems - All coordinate systems used are 

orthogonal right-handed systems. The three used in the text are 

the wire chamber (WCCS), bubble chamber (BCCS) and the beam (BCS) 

coordinate systems. The physical orientations of the WCCS and BCCS 

are discussed in detail in Section II •. C and Appendix D. The BCS 

is defined as having an x-axis parallel to the beam direction; the 
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y and z directiorn are perpendicular. The orientation of the z-.a.xis 

is chosen to be roughly parellel. to the ouoole chamber z-axi.s. 

Note: 

A beam track points in the general direction of the negative 

x-axis in the bubble chamber system. 

A.4) ·Reterence.·Frames - The two reference frames most referred to 

are the laboratory (LAB) and ~enter-of-mass (CM) frames. . The LAB is 
... 

the frame in which the deuteron is at rest, e.g·. pd = (md,O), where 

md is the mass of the. de.uterono (This is not the ·same as the re.st 

frame for either an internal proton or neutron target.) The CM may 

be defined by the condition 

A.4 

where the b. and t subscripts indicate the beam and target vectors 

and the * superscrip~ the use of .CM values. No superscript will 

normally mean LAB values. 

A.5) Coordinate Variables - The nomenclature for angles is as 

follows. ~ and. A. will signify the azimuthal angle in the film (x-y) 

plane and the dip the angle out of the plane, towards or away from the 

cameras. See Figure A.l. Three momentum components can be written 

as 

p a p cos A cos ' x 

p a p cos A sin ~ y 

p • p sin A z ' 

A.Sa 

A.Sb 

A.Sc 
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where p is the three-vector magnitudeo 

Two additional angles may be specified with respect to the 

beam system, ~ and eo In Figure A.2, ~ is measured radially about 

the beam in the y-z plane from the z-axis and e is the angle 

between a vector and the x-axis (beam direction). 

A.6) TVGP and SQUAW ·variables - the T;GP and SQUAW programs use 

variables picked to minimize the correlations in their errors. 

They are 

A.6a 
.-

s = ta-q. ). . A.6b 

k = 1/ (p• cos>.) A.6c 

or azimuth, slope and curvature of a track. The azimuth is the same 

as described in Section A.5. The variable s is the slope of the 

track out of the film-plane. The curvature of a charged particle 

in a constant magnetic field is inversely proportional to its 

momentum, such that k may be thought of as the track curvature 

projected in the film-plane. 

A.7). ·Longitudinal and·Transverse·camponents - The components of 

momenta parallel and perpendicular to the beam in any frame for a 
-+ 

particle with momentum p in that frame are 

A. 7a 

and 

,;A.7b 

.. 
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where pB is the. unit vector in the direction of the beam momentum. 

A.8); Tot~1·01·Energy -

A.8 

It is a lnrentz and rotationally invariant quantity. 

·A.9) Momentum.·Transfer artd'Missing·Mass - In studying inclusive 

reactions of the type 

b + t -+- c + x A.9 

where c can be a single particle or system of particles· and X 

· designates the remaining particles, two particularly useful invariant 

quantities can be defined. 

A.9a 

A.9b 

The four-momentum transferred between the target and c, the system 

of interest, is t, and i(- is the mass squared of system X recoiling x 

against particle c (missing mass squared) • 

.,.{:, t and s uniquely define the kineroa tics of reaction A. 9, up 

to an arbitrary rotation about the beam direction. For given values 

of s and M2, t. has a minimum possible value. Fig. A .. 3 shows the x 

t-min boundary as a function of J:r2 for 100 and 400 GeV /c beam x 
particles incident on neutron targets at rest. This kinematic 

1.40 



... . . . 
' 

. . 

.. . 

. 

-. 

N -('J 

~ 
~ 
C> -C\I >C 
:E 

.. 

480 

440 

400 

360 

320 

280 

240 

2.00 

160 

120 

80 

40 

. 0.0 

. . 

. . 

' . 
I 
I 
I 

.. 
I 
I 
I ' I 
I 
I 
I : • t • 

I· 
I 
I 
I 

P8 =400GeV/c I 
I 
I . • • 

I 

' I .. I . 
I 
I 
I 
I 
I 
I 
I . 

.... :-:. 
I 
I 
I 
I P

8 
= IOOGeV/c I 

I 
I 
I 
I 

0.2 0.4 0.6 0.8 1.0 
tMIN(GeV/c) 

2 

Fig.A.3 
---- ---



•' 

.· 

•. 

.. 
:boundary is taken into account durf?g data analysise 

·1.A.lO) .Feynman xF - The Feynman scaling variable is used to define 

.4?article momentum spectra in much of the literatureo 

- * ,,..... ·;-= 2p I .Ys. II . 
,• 

'* ''The maximum and minimum longitudinal momenta in the CM is ±pb giving 

~a range from -1.0 to l~O. It may also be related to the 

~'missing mass by expression A.11 at high energies (large~?· 

.:Ji...11 

-A.11) ·Invariant Cross·sections - The Lorentz invariant phase space 
3+ + ,element is d p/E where p has the components 

\:• .142 

.A.12 

:u the beam coordinate system. If the beam and target are 

· ·-1\mpolarized we may assmne isotropy with respect to cpb. Integrating 

;-'OV'er ~' equivalent Lorentz-invariant phase space elements may be 

-defined~ 

211' ·1 (d3p/E) d4b 
irdp d2p · ·mis 2 

_;, · II · .i = ZR dxd pl. = 
E 

2 nd(M /s)dt A.13-a. 

0 
For reaction A.9, a Lorentz-invariant differential cross section may 

2 then be written in terms of t, s and H o 

1 d2cr 
=-; d(M2/s)dt 

A.13b 



( -1 The. 11' factor "Zill ll.e omitted when quoting the invariant cross 

sections of this form in the text.} 

A.12) · Means - The mean of the value x for a data set will oe 

tzhere we sum over the entire. set and W. is the weight for that 
l.. 

particular value.. The root .me.an square. (rom.;s.} deviat.ion from 

the. mean and the error in the. mean are given in. Eqs. · A.15. 

rms M = [ f W i (xi - <x> ) 2 / f Wi ] !,; 

~~x> = rms (x) I (~ n.)~ 
i. l.. 

where nL is the number of unweighted events at each value xi. 
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APPENDIX B 

SURVEY 

. The program SURVEY determined the values R1 defined in 

· Section II.C by using the wire chamber information from 526 

"good" beam tracks with the magnetic field turned off. By 

"good" beam tracks we mean those that are non-interacting and 

cause only one wire hit in each plane. As planes 4, 5, 11 and 

12 are used to define the x-axis, they have R.'s of 0.0 and the 
l. 

beam tracks have a straight trajectory.which.may then be calcu-

lated using the hits on these planes. The hits on ::he remaining 

planes may then be used to calculate the non-zero R values. 

See Table B.l for x, Rand w values for each plane as defined 

in Section II.C. 

The uncertainty in the R values based on statistics 

should be about ± 50 microns·. However, values of R can be 

affected by as much as 120µ by the residual field in the magnet, 

estimated to be as much as 42 gauss. We then assign an uncer- .. 
. 

tainty of 120µ. 

We may also feed the SURVEY program "good" field-on 

beam track data once the values for the PWC plane parameters 

have been determined, and use this data to determine an average 

beam momentum value. Two straight trajectories are calculated, 

one for the upstream chambers and one for those downstream, 

which are not within the magnetic field. · The upstream 
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trajectory with a momentum estimate is the swum through the field 

and a fit made to the downstre~m trajectory. The momentum yield-

ing the best fit is the momentum for that beam track. A value 

of 97.7 ± 0.4 GeV/c was obtained for RUN 1, the largest contribu-

tion to the error coming from the uncertainty in the R values. 
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TABLE B.l 

WI.RE CRA:~B ER PARA METERS 0 • 

. fi.A..1-{E . .!. (m) R (m) ~ (rad) 

4 -175.3640 0.00000 3 .66519 
s .,.175. 3320 0.00000 2. 61799 
6 •175.3000 -0.0009 6 1.57080 . 
7 -15 .8640 -0.00715 4.19 810 
8 -15. 8320 -0.00275 3.15090 
9 -15.8000 0.00449 2.10370 

10 -2.5760 0.00047 1.04400 
11 -2.·5440 0.00000 -0. 00320 
12 . -2.5120 0.00000 5.23280 
13 1.9345 -0.00670 3.14136 
14 1.9562 0.00751 0.00000 
15 1.9948 -0.00603 2.09424 
16 2.0329 . 0.00169 1.04712 
17 2.2818 -0. 00342 3.9 2700 
18 2.3199 -0.00830 2.87900 
19 2.3580 -0.00400 1.83326 
20 2.9 250 -0.00823 3.66492 
21 2.9630 -0 .009 21 2.61800 
22 3.0080 0.00023 1. 57068 
23 3.0300 0.00060 4. 71204 
24 5.7508 0 .0089 0 4.58229 
25 5. 7889 0.04385 3.53510 
26 5.8111 -0.04330 0 .39 349 
27 5.8492 0.03602 2.4879 0 
28 5.8714 -0.03504 5.629 40 

.. 



APPENDIX C 

FIDROT 

To align the bubble chamber and PHS to the high degree 

of accuracy required, non-interacting beam tracks in. a field-on 

bubble chamber are measured. Given tLie beam momentum and plane 

coordinates as determined by the program SURVEY, FIDROT generates 

new translation constants and a rotation matrix. The beam tracks 

are swum upstream and downstream from the bubble chamber using 

the initial translation and rotations in Section II.C and gener-

ate wire hits on all wire chamber planes. By adjusting the 

input rotation and translations, FIDROT minimizes the discrepan-

cies between the actual and generated hits. 

This procedure was done for one hundred beam tracks. 

Table c.1 lists the results for transforming frLm the wire 

chamber to the bubble chamber reference system, the rotation by 

w around the z-axis not being included in the rotation matrix. 

These numbers are part of the input to PWGP where the recon-

structed.wire chamber tracks must be put into the bubble chamber 

system. One should note th&t an error in 1 mrad at the center of 

the bubble chamber is a 6 mm or 3 wire discrepancy in the last 

dO\\"IlStream chamber. 
: 

,· 

148 



149 

_____ __; 

.TABLE C.1 . 

. . 
FIDROT PARAMETERS 

0.0788 m 

. -o·.1847 m 

0.9999 700 0.0031280 0.00199 56 

ROT {PWC+BC) = -0.0031407 0.999935i . 0.0066358 

-0.0019 757 -0.0063642 0.9999 438 

Rotation matrix is in radians. 



·. 

.. 

.APPENDIX D 

·scan Corrections 

Several corrections must be applied to the.raw scan data 

:ln order to produce the final multiplicity distributions. The 

net effect of all corrections is to lower the mean multiplicity 

defined in Eqo D.l 

D.1 

where N is the event multiplicity and WN the number of events with 

that multiplicity, by an amount comparable to the error 'in the mean. 

F~r simplicity, the error in·WN is taken to be the square-root of WN. 

D.1 ··uncountable ·Event ·Error ·Assi~rtments - -

In assigning error quantities to the distributed 

uncountable events, Je should take into accolnlt possible systematic 

errors; the total error should be larger than the statistical error. 

See Section II.D for a treatment of these uncountable events. An 

estimate of the systematic error may be obtained by using only the 

lowest odd or odd-plus-even prong counts in the prong estimates. 

One half the difference of the means will be called the "systematicu 

error. This number will be small if the range over which the 

prong number is estimated is small and vice-versa. I.t is therefore 

a qualitative measurement of the "goodness" of the prong estimates,. 

On a multiplicity-by-multiplicity basis for uncountable 

events, the statistical error for each multiplicity class is 
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multiplied by a single factor such. that the error in the mean 'will 

equal the root mean square. sum of the. statistical and and 

systematic errors. At 400 GeV/c, a factor of 2.9 is required for 

the odd prongs, and 3.6 for the odd-plus-even prongs to reproduce 

systematic errors of .54 and a69 respectivelya These factors are 

large but effect only the 10% of the s.;anned data that is 

imcotmtableo 

D.2 Short·Stub Correction 
.. 

To eliminate possible biases in the odd-prong multiplicity 

distribution arising from a multiplicity dependent visibility· 

function for proton stubs, all even n-prong events with stopping 

tracks less than 5 mm in length will be considered (n-1)-prong 

eventso This. increases the odd-to-even prong event ratio from 

e25 to e28 but has no effect on the odd and hd (odd +·even) meaD.. 

multiplicities. Table D. l contains the probability distribution for 

sn even prong event to have a stub, used in correcting the scan 

data .. It was taken from our measured inclusive data samplee The 

hign value for f(4) may be attributed to a sizeable 4-prong 
. . 1 
coherent deuteron cross section • 

. D.3 Missed ·nalitz Pair ·correction 

To calculate the number of Dalitz pairs in the s~mple, we 
0 . . 2 

calculate n 0 , the number of produced n 's,using a parametrization 
1T 

0 of 1T production in pp events as a function of the negative particle 

multiplicity. See Eq. D.2. .· 
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TABLE D.1 

SHORT STUB PROBABILITY 

... 

PRONGS PSHORT (%) 

4 13.6±1.1 . 
6 9 .3:!0.9 

8 10.0±0 .9 

. 10 9 .1±0.9 

12 . 1.9 :!O .9 

14 10.1±1.2 

16 ·s.4±1.4 

18 8.4±1.8 

20 4.9 ±1.8 

22 L4±1.4 

24 o.o 
26 4.5 ±4 .5 



.• 

' • . ' ' I ' 

<n., 0 > ... 70<n_> + 1.5 

For an hd reaction where. the beam h is positively charged 

n_ ... (~- 2)/2 

where 11N is the. event multiplicity, and Eq_. D.4 follows. 

The number of expected or TRUE Dalitz pairs is then 

where n~3 is the number of events in our sample and BR the. 
. + -branchi··g ratio for 110 -+ ye e • The fraction of Dalitz pairs 

missed is 

_M TR OB TR fi) = . (11> - ~ ) I nD 

D.2 

D.3 

D.4 

D.5 

D.6 

the superscript OB meaning observed events. Using Eq_s. D.4 and 

D.6,, the true number of N-prong primary events corrected for 

missed Dalitz pairs is written as 

OB TR TR .. fM 
~ !;' ~ - ~ .. niro ,N D .. BR 

D.7 

+ nTR "' n .. _M .. BR 
N-2 ir0 ,N-2 fD 

!---
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The correction to ~. TR to produce °N is given in Eq. D.8 

D.8 

inc-missed fraction of Dalitz pairs is large, on th.e order of .7, 

but only lowers the odd and hd multiplicities by .0.06. 

•. 
D.4 Vee·corrections 

Vee corrections are. made in the. same manner as the Dalitz 

corrections. Equation D.4 can be used to find the y multiplicities 

) . 

<D. >='2 9 <11 O >= .7n.. + 1.0 y,N 1T ,N ~ 
, D.9 

and from Ref. 2, Fig. 86 we find that 

<n..._o >= ~Ol<n..>+ .14 K s-,N N 
D.lOa 

D.lOb 

independent of multiplicity. 3 , 4 , 5 The mean lives (cT) in centimeters 
0 . 

are 2.68 and 7. 73 for Ks and A respectively, with Feynman ~ 

distributions peaking at O.O for the kaons at 100 and 300 GeV/c 

ond xF = ± OcS (0.3) for lambdas at 100 (405) GeV/c. 



Using a Lorentz trans.formation 
• •. 

* E y - 1l 0 E 

* p = -n y 0 pl/ 
.... a 0 1 -+ p p .,L, D.11. 

. 
1n the beam direction, we find th.e average. kaon/lambda momenta in 

the LAB. For a K0 in 100 GeV/c pp interactions s 

"' 3.5 Ge.V /c 
"' 

D.12 

and at 400 GeV/c, p ~ 7.0 GeV/c. In this case, the. center-of-

mass is the kaon rest frame and n 0 to go to the kaon rest frame 
KS . 

is just pB(/; or 7.0_ (14.0) at 100 (400) GeV/c. 

Assuming that half the A's are at each maximum in ~, and 

expecting to see decay only those in the back-wards CM hemisphere, 

~A t~ transfer to the lambda rest frame is 1.8 (3.8) at 100 (400) 

cev/c. 
Knowing nizo tbe probability that a K~ will decay visibly 

s 
w:lthin 1 cm of the vertex is 

D.13 
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.. 

0 + -BRv being the visible branching ratio, ~.;g. Ka -+ 'If ir • 

For 1 < cn'Ko , we. expand the exponential, multiply by the 
s. . . . . 

average· r.0 multiply and obtain the probability to see any rc.0 
s . ·~ . . 

decay in the 100 and 400 GeV/c data. 

p 0(9..) == .0079,. (.0049..) 
·K s . . 

.· 

D .. :..4 

For half the h's (the backward hemisphere) expected to decay we get 

D.15 

.The probability of observing any photon convert is a function 

of the conversion length. for total pair production process, e.g. 
+-y .... e e ' and the 1 multiplicityo The conversion length is 

. ·1 "" A/.: N p 
· c 0PR o D.16 

.• 

where A is the atomic number of the. medium,p the density in 

. g/cm_,3 , N
0 

Avogadro 1s number and crPR, the total cross section for 

pair production. The cross section is a function of th.e photon -
. 6 7 
~omentum • For an average p~o~on momentum from .5 to 6 Ge.V/c the 

cross section varies only by 16%. We then use a crPR of 18 mb, 

corresponding to a photon momentum of 1 GeV/c and a conversion 

length. of 1350 cm. In analogy to Equation D.13 

p (9..) a 1-exp (-9../A ) "( c D.17 
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1s the probability of seeing a photon convert within t cm of tlte 

vertex. Expanding the exponential and multiplying by the average 

photon multiplicity, the probability for any y to convert in the 

100 (400) GeV/c data is 

r Ct> = .0041 c.0061) y D.18 

The total neutral decay (plus conversion) probability can be 

made a function of primary event multiplicity. The normalized 

multiplicitl functions from Eqs. D.9 and D.10 are then combined 

w~th the decay probabilities to produce the probability of seeing a 

vee in an N prong event. At 100 GeV/c 

. ' 

and 

at 400 GeV /c. 

(.35N + .5) P (1) /2.6 + (.OlN + e14) P_ 0 /.20 
. y K 

+ P = (.89N + 9'.67) • 10-J Jl, .A 

.s 

D.19 

p.20 

Plotting the number of vees seen as a function of distance 

from the primary vertex in Fig. D. l, there is a loss seen near the 

vertex. The number missU:g in the d~pletiDn region, 11i• is known 

and a·n eq_uivalent distance L can oe defined in which all vees can 

':·· 157 
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be considered lost. The number of vees lost or not seen is 

.r· 

-3 10 LK. = ~ D.21 

where slope A and intercept B can oe gotten from Eq. D.19 or D.20, 

and K is a constant. Letting N = <N> we solve for IZ:, which was· 

found to be between .5 and 1.0 for all collaborating institutions. 

·The correction to the mean was on the order of .02 using a formula 

similar to Eq. D.8. 

TR OB · OB . OB • 
~ = -~· -11N ~ °N QN(L) - °N-i QN-2 (L) D.22 

· D. 5 · ·Sec cndary ·Carree. tions 

It is entirely possible for a scanner to miss an interaction 

or to miss a secondary track if it occurs close to the vertex in 

the forward spray of particles. The correction ~o the multiplicity 

distribution depends on both the primary and secondary vertex 

multiplicities. First the expected number of secondary interactions 

as a function of distance JI. from the primary vertex is calculated 

and compared to the observed distribution. This yields the 

number of secondaries lost as a function of JI.. Then the correction 

to each multiplicity is made as to reflect the multiplicity 

distribution of the secondary events. 

An interaction length is defined as in Equation D.17 with 

aT(~p), the total np cross section, substituted for uFR• The nP 

cross section is momentum dependent, but above 2 GeV/c, 30 mb is 

\:• 159 
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a good approximation for both negative and positive pions. Slower 

p1Dns tend to have enough. curvature to be visible before they 

interact. The. probability of a single track~ interacting between 

O.O and J!. is 

Q(t) = e.xp (-1/'i.) D.23 

where ).'V 400 cm. For an N prong event 

ri.24 

is the probability of no interaction, and per unit length becomes 

Given th.e primary.multiplicity distribution~'. the number of 

tracks not interacting is Eq. D.26 

dN/dt = L ~dQN/dJ!. 
N 

b.25 

D .. 26 

and ·may be compared to the data in Table D.2 ,where non-interacting 

. secondary tracks for each primary multiplicity are recorded as a 

function of t in centimeters. (The data are from one Stony Brook 

roll where all secondaries, the associated primary multiplic±ty 

and 1 were recorded.) We find a loss of observed secondaries for 

primary events with a multiplicity greater· than 10. The equivalent 

lengtb. for 'iosing all secondaries is O. 3 to 1. 0 cm, dependent on 
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.. . 
TABLi: D.2 

CHARGED SECCNDARY INTERACTIONS 

PROO CS ~ 0 5 10 l~ 20 

.. 
3 22 66 64 61 59 57 
4 84 336 320 304 289 275 
5 38 190 178. 168 158 148 
6 94 564 523 485 450 418 
7 37 259 237 217 199 183 
8 99 792 716 648 587 531 
9 37 333 298 266 238 212 

10 95 950 838 740 653 576 
11 .19 209 182 158 138 121 
12 81 972 836 720 620 533 
13 18 234 198 169 144 122 
14 47 658 552 464 389 327 
15 12 .. 180 149 124. 103 85 
16 30 480 393 322 263 216 
17 9 153 124 100 81 65 
18 ·12 216 172 138 110 88 
19 3 57 45 35 28 22 
20 11 220 171 133 104 81· 
21 3 63 48 37 29 22 
22 10 220 167 127 96 ~3 
23 
24 5 120 88 66 49 36 
25 -
26 4 104 75 54 39 . 28 
27 -
28 1 28 20 14 10 7 

.. 
Distances are in cm on the scan table • 

. . . . 
. 

.. 
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ins ti.tut ion, and a, the fraction of primary events w:ith. missed 

secondaries is between 1.0 and 2.5 percent. 

I£ th.e secondary interactions are randomly missed for 

primary multiplicitI:es greater than 10, i.e. are independent of 

primary multiplici.ty, t:..nd tha.t missed· fracoon is- ·a, the observed 

number of N-prong events becomes 

OB TR TR 
~ c: °N (1-a) + °N-l aP 2 

D.27 
TR . + ~-2 aP3 + ..... • 

where PN is the secondary multiplicity distribution normalized to 

uni.ty. (Table D.3) 
. OB . TR 

Approximating nu ~ ~ we derive the correction for 

unobserved secondaries. 

TR OB . ~ = ~ - ~ ~ ( OB OB °N· - °N-1 p2 . 
D.28 

. ~ 

• 
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TABLE D.3 

SECCNDARY INTERACTICN MJLTIPLICITIES 

SECCNDARY N EVENTS ~ 

. 
2 377 0.49 5 :±0. 018 

3 76 0.100 :!D. 011 

·4 144 0 .189 .:!{). 014 

5 33 0.043±0.007 

6 51 0.067.::!:0. 009 

7 17 0.022.±0.'JOS 

8 24 0.032±0.006 

9 10 0.013 .::!:O. 004 

10 14 0.018:!0.00S 

11 3 0 .004 :!D. 002 

12 . 6 0.008:!D.003 

>12 6 0.008±0. 003 
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APPENDIX E · 

Measurement Errors 

In dealing with a variety of data sets produced at 

different institutions, systematic biases must be understood. 

Distributions of interest may change and more importantly, 

error assignments may change radically, affecting the probability 

distribution from least squares fits made by programs like SQUAW. 

E.1 Bubble Chamber Measurements 

If any biases exist in the data, the most probable source 

is the bubble chamber measurement, due to the variety of measur-

ing machines and TVGP programs used. The only significant 

deviations from the norm were found in the Stony Brook error 

assignments. The FRMS setting error for the Stony Brook measuring 

machines was approximately twice that of the other institutions, 

resulting in larger error assignments. 

In Figures E.1 through E.3 we show the errors from the 

400-GeV/c inclusive data for the variables ~' A and p for non-

stopping tracks. Only tracks with a measured length greater than 

10 cm are used. The error in ~' the angle in the film plane, is 

a function of track length and curvature. Hence it has a minimum 

in the forward direction, the direction of the longest and 

fastest tracks, and is symmetric about n/2 radians. The error 

in the dip is a strong function of A itself, as the projections 
.• 
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of steeply dipping tracks become increasingly more difficult to 

measure with increasing A· A comparison of 6~ and 6A at their . 

minima shows the azimuthal resolution to be twice as good. The 

last figure shows that the percentage error in momentum is high 

for very small momenta (large curvature) and after reaching a 

minimum between 500 and 600 MeV/c, begins to rise slowly. The 

correlations inerrors between ~' A and p have been neglected for 

simplicity, but may become large in extreme cases, e.g. steeply 

dipping tracks. 

' In Figures E.4 through E.6 we show the same distributions 

for each collaborating institution. The Michigan values are 

from 100 GeV/c data. The angle errors of the Stony Brook measure-

.ments are consistent with those of other institutions but the 

fractional momentum error is noticeably higher, making the Stony 

Brook momentum distributions suspect. However, the momenta 

themselves are distributed similarly for all institutions. See· 

Fig. E.7 for positive pion distribution for slow tracks. 

The same is true for negative pion and proton momenta, 

so we may conclude that if any bias is present, it can only 

affect the exclusive sample of events where SQUAW performs 

kinematic fits using the assigned error values. But the SQUAW 

results don't have a disproportionate amount of Stony Brook 

events satisfying the £our-constraint fit to the neut'ron dissoci-

ation hypothesis of lm + hp11'-: This is not surprising since fast 
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tracks.havi!lg been TR.ACK ORGANIZED have errors mainly determined 

by the PWC measurements which are independent of institution. 

The absolute value of the combined momentum errors, as high as 

S GeV/c, make the differences in the momentum errors on slow 

. tracks, which are not TRACK ORGANIZED, insignificant. 

E.2 Ionization Errors 

•' Particle misidentification in ionization mass ass.ignments 

bas two possible sources. Short stopping tracks, may be deuterons 

from coherent events and ionized pions may be charged kaons. 

· ·Because in our sample .'Jf interest we require a spectator proton 

and a slow proton to identify a neutron target event, the deuteron 

events, normally with only one possible proton (dark) track, are 

·not a source of contamination. Furthermore, all calculations 

done with spectator proton distributions use only those spectators 

that have a negative cose . All. deuterons will be forward with s 
respect to the beam. 

Charged kaon contamination may be estimated using the K0 
s 

distribution from Ref. 2. Crudely estimating the average charged 

~multiplicities and.~ distributions to be similar to those for 

K0 , in our measured region of phase space, p 1.4<GeV/c or 
Ii . 

~<-.10, Figure 89 in Ref. 2 shows that we measure 60% of the ., 
bacl-ward hemisphere (CM) kaons. As in Appendix D we use average 

K0 multiplicities of .14 and .24 at 100 and 400 GeV/c respectively, 
B 

half of these for the back1vards hemisphere. The average 
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multiplicities of measured pions are 1.3 and 1.6 respectively. 

This leads to a kaon contamination of 3 and 9%. In 205_ GeV/c pp 

data2 using Monte Carlo techniques, the K-/p contamination to the 

total n data sample, where all tracks in an event were measured, 

was found to be 10%. This is an upper limit for our.data because 

roughly 40% of the kaons are produced between xr of o;o aud ·-0.1, 

which is above our 1.4 GeV/c lab momentum cutoff. Our crude cal-

culation is then consistent with a more exact method, and the 

small kaon contamination to the charged pion.sample will be 

ignored. As a final check, CERN results3 at-' s=3(). rey2 and Fermilab 

counter experiment results4 at 100 and 400 GeV/c in pp collisions 

+ + - -show K /n and K /n ratios of 10 percent or less for transverse 

momenta less than 400 MeV/c in our phase space region. 

E.3 Proportional Wire Chamber Measurements 

Errors in ~,A and p for fast tracks and beam tracks pas-

sing through the wire chambers, differ considerably from bubble 

chamber values. Where the bubble chamber measurement of momentum 

becomes totally unreliable for tracks with momenta greater than 

20 GeV/c, yielding fractional errors greater than 20%, the PHS 

errors will typically be no larger than 20% even for the fastest 

beam-like tracks. (The merging of.BC and PWC data by TRACK 

ORGANIZER improves this 'result considerably) • 
.. 

Angular resoh~tion is much b¢tter for PWC tracks, owing 

to the "lever-arm" effect of having the wire chambers several 



J 

meters away from an event vertex. Where typical bubble chamber 

errors are on the.order of a few milliradians, PWC errors can be 

quoted in tenths and hundreths of milliradians. Unlike in the 

bubble chamber; where the resolution for the azimuth is better 

than that for the dip, the PWC dip is the better determined 

angle. 

Errors at the vertex are calculated after the PWC tracks 

have been swum to the BC vertex. To the degree that the chamber 

magnetic field is constant in the bubl·le chamber, the momentum 

used in swimming the track has no effect on the angle in the 

direction of the field. The error in the dip then· reflects just 

the error in the wire positions. In contrast, the film-plane 

azimuth depends strongly on the PWC track momentum which intro-

duces an add~d uncertainty to the determination of ~.· Typical 

errors for ~ and .:>. are • 25 and • 05 milliradians. The smallness 

of these quantities gives rise to a dominance of PWC track angles 

over the bubble chamber measured angles when TRACK ORGANIZING. 

E.4 TRACK ORGANIZER errors 

The errors calculated by TRKORG are part of the input to . ' 

SQUAW and have a tremendous influence on the kinematic fit 

attempts. The validity of these error assignments will be demon-

strated in this section. 

In Figures E.8a and Sb we present scatter plots of the 

error in A versus the error in ~ for positively _and negatively 
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charged tracks that have been successfully.TRKORG'ed. The system 

should show no bias for or against a charge type, and the two 

figures appear qualitively the same. The abundance of positively 

charged particles is expected, as the beam particles are posi-

tively charged and the wire chamber "sees" all of the beam . 

fragmentation region. The ~rrors are seen to be on the order of 

PWC track error values, which dominate. 

Ari interesting feature is the band effect in the·dip 

vaiues. The lower bands correspond to tracks that have passed 

through all four downst.ream wire chambers. ·The upper bands of 

p~orer resolution are from the slower three-chamber tracks. 

The band effect would presumably be seen in the azimuthal errors, 

if the wire chambers constrained in -~he x-y plane as well as in 

the z-d:i.rection. But this is not the case, as mentioned in 

Section E.3. 

The fractional error in momentum as a function of momentum 

exhibit a linear dependence. Figures E.9a and 9b show the frac-

tional error for four-chamber tracks. Beam-like positive tracks 

with momenta on the order of 100 GeV/c have errors between 2 and 

9 percent, the average value being 5 or 6%. There are almost 

no beam-like negative particles, the majority of the fast negative 

particles resulting from beam fragmentation. 

E.5 System Alignment and Sensitivity 

·a. Alignment 
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· Extensive studies were made to test the accuracy of the 

TVGP-PWGP-TRKORG results and the sensitivity of these results 

to. misalignments of the bubble chamber coordinate system to the 

PRS. .The momentum of beam tracks was previously determined to 

be 97.7±.4 GeV/c by the program SURVEY, which requires only wire 

chamber data and the magnetic field map, and we use beam tracks 

to calibrate the system. 

l'WC beam tracks are well collimated, have known momenta 

and have good angular resolutio? from the long upstream lever-

arm. In comparison to bubble chamber angles, the PWC beam 

tracks when swum to the vertex may be considered to have no 

error. Defining 

A~ - ~BC : . ~PWC 

p.. =. ABC -. '-pwc 
Ay - YBC - Ypwc 

Az - zBC - zPWC 

. E.la 

E.lb 

E.lc 

E.ld 

where the PWC values have already been rotated and translated into 

the bubble chamber system, we take weighted averages of the dif-

ference on each rol~ of film using the inverse square of the 

bubble chamber error as the weight. See Section A.12. The error 

in the mean differences is the weighted r.m.s. divided by the 

square root of the unweighted number of beams used. A <6~> or 

<A)..>. significantly different from 0.0 means there is a mis-

alignment of the two measuring systems. 
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·Table E.l presents the mean differences and errors for 

vertex angles and ·positions for beam tracks in the exclusive 

event sample. Two rolls from each institution are presented. 

Only tracks with a measured bubble chamber length greater than 35 

cm are u~ed. These longer tracks have a better bubble chamber 

resolution and will not mask any significant deviation$. All 

dip differencesare seen to deviate from 0.0, particularly the 

Carnegie-Mellon data • .A.z.lf.m.u!:h~::di.fJerences ·tend to be smaller, 

within .25 mr and 3 standard deviations of 0.0, the Carnegie-

Mellon data again bei~g the exception. Except for Michigan 

v~rtices, all differences are less than 1 mm. 

b. .sensitivity 

What do the.numbers in Table E.1 mean in ternis of momen-

tum determination end resolution? To answer this question, we 

took a relatively well-aligned roll (1232) and measured 120 non-

:Interacting beam tracks. A fake vertex was generated on the beam 

track and the vertex and a fiducial mark used to define a 2-point 

track. The data was then processed as a 2-prong event through 

the TVGP-PWGP-TRKORG processing chain, the downstre~m pa'.!'.'t 

of the beam track treated like.any other outgoing track that 

reaches the downstream wire chambers. 

Vert~~.~,s w~re generated at several points along each 
- . ::--~·-.,'.:."::-,·.~\. ~· -··. '~ '.' 

beam track, corresponding·to different bubble chamber track 

lengths for the downstream part. A summary of the.TRKORG 
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ROLL msT .NB 

1226 SUNY 95 

, 1229 CMJ 168 

1230 MICH 42 

1231 SUNY 149 

·1232 FNAL 139 

1233' CMU 121 

1238 MrCH 49 

1240 FNAL 95 

TABLE E.1 

PWO-BC MISALI~MENTS 

A~ (mr) .. .!:.").. (mr) 

-0.14±0.C9 . -1.9 7 ±0 .16 

1.13 ±0 .05 ~8.01±0.17 

0.07±0.16 0.04±0.47 . 
0 .11.±0. 06. -1. 31.±0. 23 

.-0.11±0.05 -1.51±0.11 

1.27:!:0.07 -7 .49 :!:O .28 

0.22 :!O .11 1.10±0.56 .. 

-0.28±0.07 ·-0. 65 ±0 .21 

~y (tllm). 

0.12:!0.06 

0.19 ±0 .04 

0 .44 ±0 .07 

0.13-ill.03 

0 .10±0.04 

0.21±0.04 

0.53:!0.10 

-0.08:!:0.08 

bz {mm) 

-o .15 :!:O .19 

-o .9 3:!0 .11 

-2.00 :!:0.20 

-0.24±0.10 

0.22±0.08 

1.07±0.14 

-1.81±0.27 

. - 0 • 06 ±0 .19 

• 

•: . ..... 

.... 
00 
.I:'-



results is presented in Table E.2, where the OUT subscript refers 

to the downstream track segment, and IN to the incoming upstream 

segment. The angular differences should be 0.0 if the two ends of 

the PHS are themselves properly aligned. The azimuth values are 

consistent with 0.0 and the dip values, while not 0.0, are an 

order of magnitude better than the values in Table E.l. The 

slow increase or decrease in the differences as a function of track 

length arises from the bubble chamber influence on the TRACK 

ORGANIZER results and depends on the precise nature in which it is 

out of alignment with the PHS. 

· ·The.most interesting number is POUT' which is the beam 

·track momentum as determined by the entire processing system, and 

is quite reasonable when compared with the SURVEY result of 

97.7±.4 GeV/c. It appears only to have a slight dependence on 

track length, so we may be confident that events in any particular 

part of the bubble chamber don't have a momentum bias •. The RMSP 

or root mean square deviation of the momentum distribution, on the 

other hand, increases markedly with a decrease in track length. 

This width can be interpreted as the error in momentum when 

TRACK ORGANIZING a beam-like track, which becomes larger for shorter 

tracks, and is roughly equal to the actual momentum error quoted 

by TRKORG. For vertices in the center of the chamber, yielding 

on average track length of 37 cm, the quoted error is 6.4 GeV/c. 

Both error values agree well with the 5 to 6% fractional error in 

185 



. 

TABLE E.2 

·. 

FAKE 2-t>RCNG RESULTS 

' .. 
LOUT ·(cm) Ay OUT-IN (mm) b.~OUT-IN (mr) b).OUT- m (mr) 

. 
59 0 .14.±0 .04 -0.0115.±0.0199 . 0 .109 8 :!i). 0280 

48 0 .12.±0 .04 -o .0130.±0 .0233 0 .1040.±0 .029 0 

37 0. 11 :±!). 04 -0.0153±0.0342 0. 089 4 .±0. 029 1 

26 0 .11.±0 .04 -0 .049 O±D .0545 0.0404.±0.0179 

Pour (Ge.V/c) 

99 .44.±0.23 

99 .84±0.32 

100 .19 .±0. 56 

101.18±1.11 

. 

'RMSP (GeV/c) 

2.52 

3.51 

6.13 

12.16 

.... . co 
°' 



JDOmentum quoted in Section E. 4 for real secondary tracks'· giving 

validity to the TRKORG error values. 

The "fake" 2-prong events are also processed through a 

system where the wire chamber has been rotated or translated with 

respect to the bubble chamber. This is easily done by tampering 

with the rotation and translation constants calculated by FIDROT 

and used as input to PWGP. Fake secondary tracks of 48 cm are 

used in this test for the sake of better accuracy. In Figures 

E.lOa and E.lOb the change in momentum from the nominal TRKORG 

value of 99.8 GeV/c is shown for rotations in~ abont the.z-axis 

and for translations in the y-direction. Dip rotations about 

the y-axis and translations in the z-direction have no effect 

on the momentum. 

'we conclude from the values of 6~ in Table E.1 and the 

associated bp in Figure E'~ lOa that all systematic errors from 

angular misalignment are at most equal to the quoted error values 

except in the CMU data. The fastest CMU tracks are found to be 

in the 110 to 120 GeV/c range as predicted by the CMU 6~ and are 

corrected before being fed to SQUAW. Momentum ch~nges due to 

y-axis translations are negligible • 

. . 
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APPENDIX F 

Mueller-Regge Analysis 

F.1 The Generalized Optical Theorem, 

The simplest inclusive cross section is the total cross 

section for any two particle interaction, a + b + X. The cross 

section for this process can be related to the imaginary part 

of the forward elastic scattering amplitude a + b + a + b as a 

result of the unitarity constraint on the scattering matrix. 

.. 
Defining the sr,attering matrix as 

S E l + io4(q - p)T F.l 

where o is a four-dimensional Dirac delta function, p the total 

incoming momentum, ~ the total outgoing momentum, and T the 

transition matrix for going from an initial state I.ab; to a final 

state (X>o The unitarity constraint is SSt.,. 1 and when applied 

to Eq. F.l yields 

~i(T - Tt) = TTto4(q - p) F.2 

Letting the final state IX>form a complete basis such that 

Ilx><x! = 1 F.3 
x 

where the sununation is over all possible final states, then 

<abf-i(T - Tt) lab>= o4 (p-q)<ab IT<Ilx><xl)Ttlab> F.4 
x 

which reduces to 

2Im<abjT\ab> = Io4 (q - p){<ab!Tlx>J 2 
.x 

F.5 

is the elastic forward scattering amplitude T
8
b(s) and 
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depends only on the 01 energy. If we can analytically continue 

Tab(s) to the complex energy plane 

F.6 

Disc T b(s) indicating the discontinuity across the s-cut of the s a 
amplitude. The right side of Eq. F.5 is scr;~~), the factor of s 

coming from the implicit integration over Lorentz invariant phase 

space, and the total cross section is then written as 
ab · -1 

oT (s) = s Discs Tab(s) F.7 

This is the optical theorem, and is illustrated in Fig. F.19. 
1 Mueller generaJ i.z.ed these res.ults f on inclusive processes. 

For single paeticle inclusive reactions a + b + c + X , which may 

be written as a + b + c + X, we proceed as above, summing over all 

fin~l states with missing mass ~ and showing the cross section to 

be proportional to the three-body forward scattering amplitude. 

See Fig. lb. Note that the three body amplitude depends on three 
2 variables out of s,t,u and M , and that the discontinuity in the 

amplitude is 
d3 ab 

0 E CJ 
c d 3 

Pc. 
More detailed 

2 and 3. 

taken across the ~-cut. The analog. to Eq. F.7 is then 
= d2crab = -1 2 

sdtdl2 s Di~'l-'2T(s ~ t;li ) F.8 

discussions of these results can be found in Refs. 

F.2 Triple-Regge Analysis 

According to Mueller, Regge theory may be applied to the 

results of the generalized optical theorem, in our case to the 

•. 
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single particle inclusive cross section _in Eq. F. 9 and Fig. 1. b. 

The amplitude will exhibit Regge behavior if one or more of the 

kinematic variables becomes large. Then there are Regge poles in 

the crossed channel and the asymptotic behavior of the amplitude 

is determined by the trajectories of the poles. The functional 

form of the amplitude may be derived from non-relativistic potential 

theory4 or relativistically from group theoretical arguments5• 
. 6 2 

Following Field and Fox , we let s/M . become large with 

s >> t, and write the invariant cross section 

!.~.f'·o- . s/M~~~ l L 0L _ (t}£,.(t} (('3J _(tJ)*" 
1(<!--t-J.J1.l. J(pf(S i.j. a.c " Q.C 

,5o{~[-t)+e\jlt)J A.. . (....,~ t} F.9 
. M tb--lJh r1 

2 e · 
where \l= M - t - ~, A(v,t) is the forward Reggeon particle scat-

i . tering amplitude, and S - 1s the coupling of Regge pole i to particles ac 
a and c. e1 (t) is the Regge signature factor 

c1 (t) = (•i + exp(-ina1 (t)))/(-sinnai(t)) F.10 

where a.(t) and•· are the trajectory and signature of the pole. 
l. l. 

(For poles with even angular momentum, Ti * + 1 , and for odd angular 

mome.ntum, Ti= - 1). The limit is displayed graphically in Fig. F.2a. 

By further requiring ~ -J- •. co, the asymptotic behavior of 

A(~,t) may be reggeized as in Eq. F.11 ,governed by the poles ak(O) 

which c~uple to bb and ai~j. See Fig. F.2b. 

Im.Aib~jb=~b(O)Imck(O)g~j(t)·(l12)ak(O)-ai(t)-aj(t) F.11 

where g~j(t) is the triple-Regge coupling. Combining ·Eq. F.9 and 

F.11~ yields the triple-Regge fonnula, pictorially represented in 

. . 
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.. 

Pig. F.2c. 

sda/dtd)12 ~ s-l l ~(t)(s/~2)ai(t)+aj(t)(M2~~k(O) F.12 
ijk 

Gijk(t~ contains the four couplings and signatur~ factors. 

If i-j in Fig. F.2b, the graph represents the total Reggeon-

particle cross section mediated by Regge pole k and we write 

~~~CM2 ,t) = k-(t)ImS (O)gk (t)(M2)ak(O)-l 
~ bb k >ii 

and 

F.13a 

F ... 13b 

( Eq. F.13 is defined such that the optical theorem in Eq. F.6 is 

obeyed.) 

Cheesing i and j to be pion trajectories for a particular 

process, we expect dominant contributions from TinP and TITIR couplings. 

Here P is a pomeron trajectory with 2ero quantum numbers and R a 

general Reggeon trajectory, such as the p/A2 with isospin 1. 

Eq. F.12 is then rewritten as 

~ f .f.c1,11• "'° If {G:-c (tJ{''(1/sin1Yc<ry (t)} 2"'tti<J-1 c( o F. l~ 
. [(dw) :i.o<,,.. (tl-o<.i£o)(l:(-rrL) + (s/w) (ti l) ~ 1 ~~JirU] 

usillg Eq. F.13a. Letting 

«p(t) = 1 + yt 

a (t) = o.o + t 
'II' 

~(t) = o.s + t 

and using Eq. F.13b we arrive at · ·· · 

F.lSa 

}i'.lSb 

F.lSc 

) 
,_ t-1 

s1:Jn~ = it;b~ (t;)/).(ifsin'l(c.<11(-1.))(s/11'- ~ (1rb) F.16 

Near the pion mass-shell (t= m; ), the sin function may be 

... .,. 
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expanded giving 
. 2 I a -Ct) I = ac 

.•. . . 

2 (t-In.rr) and we set 

g2 (t) exp (a(t - m2)J · irac tr · F.17 
2 where g is the on mass-shell coupling, the exponential term a 1Tac 

correction for the pion trajectory being off mass-shell and the 

factor -t forces the cross section to zero.,at t=O. The final cross 

section expression as given in Eq. F .·1s. is the Reggeized-One-Pion-

_!xchange-Model. 

sdcr/dtdM2 = ·2 2 ( 2 2) . (g /16n ) -t/(t - m ) .. nae ir . 
2 2t-l ( , 2 ) •(s/t1) oT(irb)exp a(t -,m1T) " 

. . 

• • 

.. 

F.18 

\:~ 19 7 
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APPENDIX G 

Deuterium Targets 
. 

Even in a simple deuteron nucleus, care must be taken in 

extracting cross sections for the nucleon of interest, in our 

case, the neutron. A formalism developed by Glauber1 ' 2 can be 

used to deal with the problem of screening, the eclipsing of 
1•, .• 

one nucleon by the other,. whic:n .. ~ec~~ases the expected deuteron 

cross section. Once the individual nucleon cross sections can 

be related to the nuclear cross section, it is still n7cessary 

to identify which nucleon, if not both> was involved in the 

reaction. Knowledge of the deuteron wave-function and the 

applic~tion of the impulse approximation model of Chew3 will 

supply the handle needed to identify target types. Fridman4 

outlines the above and more in a.systematic and detailed manner. 

The reader should note that deuteron target interactions fall 

into three classes: 

l. ·coherent deuteron interactions where the deuteron 

appears in the final-state; 

2o · Spectator interactions where only one nucleon 

interacts with the beam particle and the deuteron breaks up; 

3. Rescatter interactions where both nucleons are 

involved and the deuteron breaks up. 

G.l Glauber Formalism and Screening 
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. · Let us naively assume the deuteron to be composed of two 

black sphere (totally absorbing) nucleons. The total cross section 
· a d for a nucleon is cr1 .= cr 1+ a1 , 

d metrical) cross section and a1 

a~ being the absorptive .Cgeo-

the diffraction scattering cross 
s section, and for black spheres a d 2 a1 = aL = nR • R is the radius 

of the sphere. The geometrical cross section for the second 

nucleon is then a /2 and the probability that a straight line 
2 . 

passing through the first nucleon also passes thro.ugh ·the second 

i P L /4 2 2 b • h di b s . ,.. ~ cr n<r > , <r > eing t e mean stance etween 
12 

nucleons. (It is implicitly assumed that ~r2 > >> R2, i.e. the 

.average nucleon separation is much larger than the range of inter-

action for a single nucleon, and that the probability density of 

. the second nucleon is isotropic about the first). Geometrically, 

P 12 is the solid angle subtended by the second nuc_leon as viewed 

by the first nucleon. The cross section of the first nucleon 

shading the second is l/2a P , and an equal term, l/2o P , arises 
l l~ . 2 21 

from the interchange of nucleons 1 and 2. The total correction 

to the geometric nuclear cross section is then -cr
1
P12 = -cr

2
P21 

and we ·write 

a where OD is the deuteron absorptive cross section. The total 

deuterium cross section becomes 

CJD • a + a - (a a / 4n ) <r - 2> = a + a - 6a 
l 2 l 2 l .'2. 

. • 

C.1 

G.2 
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~a is the Glauber screening correction. 

The screening correction term may be derived in a more 

rigorous manner using the eikonal approximation.of the scattering 
. . 1 

amplitude combined with the optical theorem. The Glauber cor-

rectiou arises from the interference of the scattering amplitudes 

from each nucleon, in the limit where the interaction +ange is 

less than the mean nucleon separation. 
. . ; -2 In the rigorous derivation, <r > loses its direct 

physical interpretation and should now be considered a parameter 

to be obtained empiric~lly by inverting Eq. G~2. Many calcula-

ti f - 2 h b d 1 . . 4 , 6 . . . ons o <r > ave een one at ow energies, us1ng a variety 

of hd, hp and hn cross sections. 
. -1 1 

between 0.03 mb and 0.04 mb- • 

-2 All values for <r > fall 
7 At high energies, Carroll 

-2 . -1 
finds <r > to be 0.039 mb for incident pions and o·.036 for 

incident protons, independent of beam particle momentum. Eq.G.2 

inay be rewritten as 

0n ... a + a .. _ G (cr + a ) = (1 - CT) (a + a ) ,· n p. n p n p 

with a and a being the appropriate neutron and proton target 
n P 

cross sections, and G the fractional Glauber correction to 

an+ ap to produce crD. For pd reactions G is .053 at 100 GeV/c 

and by extrapolating Carrol's data, .056 at 400 GeV/c. For v+ 

beam particles incident on deuterium at 100 GeV/c, G is found to 
+ be .039, using charge symmetry between the ~ p and v n cross 
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sections. 

G.2 The Rulthen Wave Function 

Throughout the text, the deuteron will oe viewed as a 

bound proton and neutron in a pure S (angular momentmn L = O) 

state, though there is an admixture of 6-7% D (L = 2) state. In 

this context, the Schrodinger equation (Eq.G.4) may be solved 

for the deuteron wave~function in coordinate space with L2t/J = O, 
2 . 

where L is the angular momentum operator squared, and we assume 

a pure S-state neglecting the angular dependence. 

. 2 2 2 2 .. 

[
-L_ 1_ _d _. r + n L + V(r) lt/l(r) = Eip(r) 

. 2 2 . •2M. rd r 2H r ·. · r · r 

M is ~he reduced mass of the proton-neutron system and is s~t r 

G.4 

equal to one-half the nucleon mass (2M -= m) and -E is the binding . r 

energy (B) of the deuteron. The.solution as r becomes infinite 

has the form 

· -ar -llr 
~ ~ e (1-e )/r= u(r)/r G.5 . 

whe"re a = (Bm) l/2• Using the notation 13 = a + µ 

and 6 is adjusted to give a reasonable description for the wave-

function. 8 Rulthen and Sugawara give values of a = .0456 GeV/c 

and 6 = .260 GeV/c, and with the use of these values .in Eq. G.6, 

the wave-function will be ref erred to as the Hulthen wave-function. 
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·The nucleons have a momentwn distribution (Fermi motion) 

that may be calculated by taking the Fourier transform of the 

Bulthen wave-function, as in Eq. G.7 

·G.7 

·The wave-function in momentum space is directionally isotropic 

and has the form 

.. · .. 2 . 2-.· ( 2. . 2 2 2 } 
~(p) = k~B -a)/ (p: +··a )"(p + e )-J · G.8 

where k is chosen to normalize ~(p) as desired. The momentum 

probability P(p) is then defined by Eq. G.9 using a system of 
.· 

spherical polar coordinates 

·G.~. 

and has the.form 

· ~G.10 

where k' is chosen to normalize P(p) to unity when integrated from 

p e: 0 to · p + co. 

G.3 The Impulse Approximation and the Spectator Model 

. The deuteron has such a small binding energy that the 

bound nucleons may be considered on mass-shell, i.e. they have 

masses close to those of free nucleons. In addition the mean 

nucleon separation 1/ a "Ii 4 f ermi (f = 10·~13 cm) is larger than 

. 
• 



. 
the range of the nuclear force R = l/m~ ~ 1.4 f, where m~ is the 

mass of the pion. It is then very likely that a beam particle will 

interact with only one target nucleon and that this interaction 

will be similar to a beam particle-free target interaction, 

provided that the interaction time is much less than the char-

acteristic time of the deuteron. The interaction time, i: = R/f3 

where 6 is the incident particle velocity and at high energies is 
-23 1, ·is less than • 5 x 10 seconds • The charac·teristic time T d 

defined using the Uncertainty Principle f3-rd ~ 1, is ~ 2 x 10-21 s, 

indeed much greater than T. The bound target nucleon is then 

considered "frozen" during the time of interaction-. 

The above is the.basis of the impulse approximation model 
9 of Chew. The non-interacting or spr,ctator nucleon is expected 

to have the same momentum after the collision, when it is freed 

. from the deuteron, as its fermi motion before the collision. 

Neutron target interactions in deuterium will then have a 

spectator proton associated with them, and vice-versa. Further-

more, if the.Hulthen wave-function is a good description of the 

deuteron, the spectator momentum distribution is known. Couse-

quently, the neutron target momentum may be determined through 

momentum conservation, the deuteron as a whole being at rest in 

the LAB. 

On an event-by-event basis, the target three-momentum is 

equal and opposite to the spectator momentum. One has a choice 
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:l.n determining the target energy, either letting the neutron 

target be on mass-·shell (E~ = p~ + m~ _), or conserving total 

energy by letting the energy.of the target be the difference of 

the energy between the deuteron and the spectator proton • 

. The. second ch.oice puts the neutron target off mass-shell, but 

Fridman4 believes this choice to be more in the spirit of the 

impulse approximation model, and we therefore use Eqs. G.11 to 

define the target momentmn 

E· "'m - E t d s 

.. 

where the t, s and d subscripts denote target, spectator and 

deuteron values. 

The empirir.al validity of the impulse approximation 

·S .. "lla 

.G. .. "llb 

wuld then seem to rest on how well the spectator pro.ton momen-

tum distribution matches the Hulthen prediction. Unfortunately, 

there are complications. The maximum spectator momentum is on the 

order of 300 to 400 MeV/c and the distribution peaks at 45 MeV/c. 

However, at best we ~ee spectator proton tracks no less than 1 mm 

in length (80 MeV/c). Therefore, the Hulthen distribution predicts 

roughly 2/3 of the neutron target events to have invisible specta-

tors, i.e. be odd-prong events, which limits the data available. 

Also, proton target events can produce slow protons in the forward 

direction which may be misidentified as spectator protons. To 
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. 
be safe, we must then use only backward spectator events to 

test the hypothesis, which further limits our data. 

The event distribution as a function of target momentum 

is given in Eq. G.12. 

·c.12 

where et and ~t are the spherical coordinate an.gles in the 

_!eam Coo"t'dinate.~stem in the LAB. See App. A.3. The b sub-

script refers to beam particle values, and F is the }iueller flux 

·factor, given in Eq. G.13. 

.. G.13 

3 ~- . . 
Use of the Mueller flux factor in Eq. G.12 makes d N invariant 

under Loren.tz trans£ orma ti.ons. Substituting in spectator for tar-

get variables using Eqs. G.11 yields the spectator event distri-

bution in Eq. G.14 ·. 

•3 s d N/dp dcose d~ tt F (~ ~P ,cose )P(p ) s s s ·o s s s G.14a 

where 

G.14b 

The beam is assumed to be unpolarized and we may trivially 



integrate Eq. G.14a over ~ to give s 

d2N/dp dcose « 'F(~·b,p ,cose )P(p ) s s s s s C.15 

Integrat:f.ng Eq. G.15 over p , defines the spectator distribution s 
as a function of cose s 

dN/dcose « <F(pb,cos )> 6 . s G.16a 

where <F> is an average value of the flux factor, now a function 

of pb and cose
6 

only •. The value of <F> will have a maximum when 

the spectator is moving in the beam dirction, i.e. when case is s 

equal. to 1. The minim::m of <F> will occur at case = :..i. A s 
backwards-forwards asymmetry in the spectator distribution as a 

function of case should be seen. s 
hi a similar manner, we may average Eq. : G .15 .over 

cose to find the ~1>ectator momentum distribution as a function s 
of p • Se~ Eq.· G .16b. 

6 

dN/dp « ·<F(pb,p )>P(p ) s s s 

Here the flux factor is now a function of it and p
5 

only. 

G .16b 
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For the momenta allowed by P(p "), this <F> is always close to s 

unity, such that dN/dp should look like the Hulthen momentum s 
di::;tribution. 

The spectator distributions for both 100 CeV/c hd and 

400 Gev/c pd data are given in Figures G .1, 2, 3 and 4. Only 

those spectators backwards with respect to the beam dirction 

are plotted. With respect to <j> , the distribut.ions in Figures . s . 

c;.la and 2a should be flat, but there .. are:defi.Ciencies .. at o0/3500 

and 180°. At these angles, the spectator track projected onto 

the film plane is anti-parallel to the beam. direction, and short 

stubs can be easily overlooked during scanning and measuring. 

This de.:icien.cy is then not surprising. Figures G. lb and 2b 

show the cos9
8 

distributions. The curves are the predictions of 

the spectator model in Eq. G.16a normalized to the area under 

the data in the histograms. The predictions and the data are 

consistent except perhaps in the first data bin~ where the an-

gle between the beam and the spectator proton goes to 1800 and 

a loss of short stubs is again expected. The forward-backwards 

asymmetry can now be seen in the backwards spectators by the a-

symmetry about cose a -o.s. s 

.. 
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. 
The data in Figs. G.3 and G.4 are the momentum magnitudes 

of the spectator protons weighted by (1 + F) where F is the Mueller 

flux factor for the associated target in the forward direction 
0 

reflected into the backwards direction (e = -e ~ -e -·1so ). t s . 

The steep fall-off in the data below 80 MeV/c corresponds to the 

missing of all stubs less than 1 'IlIIll in length. If the spectator 

m6del is correct, the distribution 9btained from the data by 

this method should be identical to a forward-plus-baclavard 

spectator distribution, provided we .could unamb.iguously recognize 

the forward spectators. The predictions of ·the spectator model 

using a flux factor weighted Hulthen wave-function· averaged 

over case , are given by the curves. The curves are normalized s 
to the odd-prong plus weighted even~;rong backward spectator· 

events. While below a momentum of 160 MeV/c the predictions 

seem somewhat high, the general shape is in good agreement with 

the visible spectator data. 

We then assert that the impulse approximation spectator 

model is at ieast qualitatively correct, the shapes of the specta-

tor distributions being understood. We further claim to be able 

to recognize a neutron target event if it is an odd-prong event 

or an even-prong event with a backwards spectator. Corrections 

for odd-prong events from coherent deuteron interactions with an 

invisible final-state deuteron are discussed in Section III.C. 

In addition, by generating a Hulthen target distribution with a 
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Monte Carlo program for proton targets in 100 GeV/c pp + pX 

",data9 , we have estimated ~he contamination to the odd-pro.ng and 

backwards-spectator event samples from proton targets in deuter-

ium. Values of .005 and .025 were obtained. (There is no 

contamination to the neutron target slow proton sample, 

hn(p ) + (p )p 1x, because we don't expect two protons with less 
R .S. S 

than 1.4 GeV/c momentum in the LAB from a proton target inter-

action). 

G.3 · t\Ferm:l-Sme.a:i:ing" 
. . 

The ferm 11F~r~~--smearing" w:tll be defined as the resulting 

. uncertainty in kinematic variables due to the unknown motion of 

a target in an invisible spectator event. In our neutron target 

sample, at le~st 2/3 of the data are odd-prong events, even if 

forward spectator protons are identifiable. 

To demonstrate the effect of Fermi-smearing on our data, 
~ we choose to use the center-of-mass energy s. For a 400 GeV/c 

proton incident on a neutron target ).n a deuter.on at rest in the 

LAB; the distribution of S~is given in Fig. G.5. The value of 

~f ~ 27 4 and s~+ and s~ s or a neutron target at rest is s = • 3 GeV, 
0 

are the maximum and minimum values of s ~for an event· with an 

unseen spectator proton {p < 80 MeV/c). The cross-hatched s 

area is then the area of known values, and unseen spectator 

events have possible values ~ ~ within the range of s+ and s_. 

Note that the average value ofs~,<s~> = 27.52 GeV is slightly 
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··.·_,. 

higher than s\ 
0 

~ What value should then be assigned to s for the odd~ 

prong events? Let us generate a sample of spec~ator events using 

our spectator model and call this the "real" distribution. For 

each generated event, we either guess that the target is at 

rest or generate a spectator IDOmentum, again using our model~ 

but independently of the "real" event. generated. If we calcu-

late s~ for 

in s~ 

each choice of target, we then find that the·devia-

tion 
·, 

·· ·C.17 

where the summation is over each set of targets, N is the number 
. '~ 

of sets gene~ated, sr ~ ~ is the real s value and sg is one of 

·the two types of guesses, is smallest for the stationary target 
~ guess. For 2000 events, ~s was .23 GeV for -the: stationary target 

·' 
and • 33 GeV for the generated target choice. The same resu_l t was 

obtained when generating M2 missing-mass values from pp +pX 

data; the minimum deviation in M2 was given by the zero target 

momentum estimate. Therefore, if a spectator is not visible, 
. 

the target will be ansumed to have no three-momentum. 

G.4 Rescattering 

Estimates of the amount of rescattering events present in 

deuteron break-up events can be made. If normalizing single 

nucleon cross sections to hadron-deuteriU:m cross sections, one 

21~ 

• l 



I 

I 
must correct for the loss of events to the rescatter~ng process, 

i.e. deuteron break-up events are not the simple sum of proton and 

neutron target events corrected for Glauber scr~ening. 

L ,ll i · f 1 u1 i F th . ys prescr ption or ca c at ng , e rescattering rs 
fraction for all inelastic' deuteron brea~-up events, is given in 

Eqs. G.18 

P2)F Q.3) + P2F (2) rs rs 

where 

G.18b 
- a(hn,N>3) 

Frs(~ 3) = 1 - ( ?1(ps)M(tot))ri + a(hp_,N~4)] 

is the rescattering fraction for all even s with 3 or more prongs, 
.. 

M(p ) is the m.nnber of proton spectarnr events, M(tot) is the. s 
total number of deuteron break-up events with 3 or more prongs, . 

. and (hp, N ~ 4) ( (hn, N ~ 3)) ·is the hadron-proton (h-neutron) 

cross section for events with 4 (3) or more prongs. F (2) is the rs 
rescatter fraction for inelastic N = 2 events and is estimated 

to be one-half F ('.:3). P2 is the inelastic 2-prong probability rs 
for hd interactions, as discussed in Section III.D. The above 

calculations yield an F value of 0.208 ± 0.019 at ioo GeV/c and rs 
a preliminary value of 0.195 ± 0.017 at 400 GeV/c. 11 The F for rs 
pion beam particles incident on deuterium is 0.145 ± 0.026. The 

results appear to be energy independent above 20 GeV/c incident 

beam momenta. 10 

., 
' 
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