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ABSTRACT

Presented here are the results of the analysesof data ob-
tained from exposures of the 30-inch Fermilah deuterium-filled
bubble chamber to mixed, positively charged beém particles inci-
dent at 100 GeV/c and proton beam particles incident at 400 GeV/c.
The Proportional Hybfid System was used to identif& the beam par-
ticles, and on low multiplicity events, to improve fast track mo—
© menta for phe 100 CkV)c data sample, ‘Topologicai hd and hn cross

sections are'extracted from both daté samples. Eventskvith 3 or'
4 prongs at 100 GeV/c cfe fit to the mass hypothesis h&fhppﬂ—-éndv
- a free neutron cross section fér hn#h(pn;) is extréctedq This
: éroés section is'then compared with &alues dbtained.at other ener—
gieé or measu?ed usipg different techniques. The production of _
' protons;with 1dh oratory momenta less thaﬁ 1.4 @V/e i; also stu-
-died for the full event samples af both energies. The inélusive
proton'cross secfions are seen to scale as functiéns of~iF/s and.
t, léading us to make a.detailed study of theseﬂcross sections in

the context of a Mieller-Regge formalism.
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I, "'INTRODUCTION

-

A. ‘CGeneral Information

This work deals with the analysis of exposures of the BO;inch
deuterium-filled bubble chamber at Fermilab to mixéd positively
charged beam particles at Fermilab energiﬁs.' The use of the
Proportional Hybrid System (PHS) allowed us to idéntify individual
. beam particles,; mostly protons and pions, Statistics‘wili restrict

us to studying only the proton and pion beam samples, or pd and ﬁ*ﬂ

interactions. As‘well as identifyingiﬁeam particlés, the PHS
.v.downstream of the bubble chamber yields aaditional information on

fast-fofward tracks leaving the bubble chamber. Imn particular, :

the momentum resolution of measurements made on these tracks may be

. dmproved greatly over the resolution of bubble chamber measurements.

B. 'Deuterium‘TargetS‘.

The use of liquid deuterium as a taréet affordé a unique
opportunity to observe processes not available when usingvhydfogen
targets, or too difficult to analyze in more compiex nuclear targets.
The deuteron can serve as a source of neutron targets if one restricts
his attention to the incoherent class of events where only one
nucleon, the neutron, participates actively, and one assume; the
validity of the impulse approximation, See App. G. Also, in the
simple deuteron nucleus, both nucleons may be involved iﬁ an
interaction, providing information about coherent and rescattering

phenomena, See App. G. Though these phenomena are not the main



interest of this work, it will be necessary to have an understanding
of their effects in order to select neutron target events,

Neutron target reactions will be noted as either
h+n*X f : N : . IL.la
or

htdrp +X . % T

where h.qenotes either a proton or fion bgam éafticie aﬁé P, is the
deuterium proton not involved in thé inteiacgion, the épectator
proton,  This proton may‘or'may'not be visiblel in the.bubble
chamber.so that a neutron target-eventAmay'have eiéher an odd or
even number of outgoing tracks (prongs). The nuﬁber of prongs.in
an event will be referred to as the event multiplicity. From the

odd-prong event sam;le we will extract hadron—-fr-:e neutron cross

sections,

‘Ce Inclusive Reactions

 Bubble chamber measurements alone provide good momentum
resolution for tracks with momenta 6f a few CeV/c or less in the
LAB, (See App. A.) Data is then available for studying:inclusive
reactions where only particles slow in the LAB, i.e. in the target
fragmentation regionz, are measured., The follo&ing reaction has
been studied with beam particles incident on target with momenta

of 100 and 400 GeV/c.



h+n~* p+X ' 1.2

Here, h is the beanm hadroﬂ, ﬁ is the neutron target, And X
represents all remaining particles not specified on thé right-hand
side (in the final state) of the reaction;

The sloﬁ proton spectra (Eq. I.2) may be used to test fhé‘
validity of Mueller-Regge analysis3 in the Triple—Regge‘limith.
Basicaliy stated, the behavior of cross sectioné should be
. governed by the behavior of singulariﬁies in the exchange=.0f -
channel. For the inclusive reaction atb <+ c¢+X in the .s—channel, -
the t-channel reaction is a+E-+~g;X, where Ehand ¢ are the antirA
particles of b and c. Physically, sAandut are the cenfer;of—mass
‘ énergies squared for the s— and f*bchanﬁels res?ecﬁivélf. This.
1s shown schematically in Fig. I.la. (See App. A for the |
mathematical definition of S, trénd.other kinemaﬁic variables‘
fpséd.) The position of a singularity changes with.t,‘and is said
to map out a Regge trajectory a(t). In this case, the behavior of
the cross section is governed by the possible exchange of traje;tories.

Fig. I.1b represents the specific reaction in Eq. I.2.  The
I=1 label next to the exchange trajectory (wavy liﬁe) indicates
‘that charge (isospin) must be transferred between the two verticés,

in order that the neufron say become a proton, and M2 is the mass-—
squared of the X system of particles., Possible trajectories that

could mediate the charge exchange reaction are the 7 and p/A2



trajectories, It has been suggested by Bisbariﬁ, and Field and Fox7,

that at high energles, the pion, trajectory should dominate, but

apriori, there is no reason to rule out'p/A2 contribution.

al

| Fig, I.lg
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The availability of two types of beam particles at

100 GeV/c allows ué to test the validity of the factorization
hypothesis7, implicit in the Mueller-Regge formalism. In the
formalism, the effects of the upper and lower verticles on the
_cross section may be factorized iﬁto a product of two functiéns,
'Yﬁg e Yﬁp’ which are independent of each other, fhe vertices
aré:then "igolated" from each.other; a change in beam particle
type only changing Yﬁge Naively, the upper (Reggeop—beam—x)
vertek in Fig. LI.1b can Ee viewed as describ?gg the total pross'
rsection for the pfocess.hR + X, diOT(hR)’ at center—of-mass

" energy ‘M, Therefore, if the samé Regge trajectories contribute
to the ﬂ+h -+ pX reaction as to the pn -+ pX reaction, factorization
:implies'that .the two inclu'sive cross sections shc;uld.scale as the

" total cross sections, (ﬂR)/UTOT(pR)’ and tha. the shape of

%ot A
the differential cross sections (see Apﬁ° A), governed by the

exchange mechanisms, should also scale.

‘D."ExclusiVe‘Reactions

Improved momenta for fast tracks are obtaiﬁed Sy combining
the PHS and bubble chamber measurement data (TRACK ORGANiZING).
ﬁe have therefore attempted to kinematically fit 3- and 4— prong
events in the 100 GeV/c data sample to the mass hypothesis in
Eq. I.3a, which at high energies have only been studied in counter
experiments at Serpukhov and Fermilab, using neutron beam particles

incident on hydrogen targetss. Exclusive cross sections in general



tend to fall off with energy. To map out the trend of this
partiéular cross section up to an incident beam momentum of
several hundred GeV/c is of interest because this cross section

éeems to change its energy dependence at high energies.
»h.‘+d-*h+_i)-§-p+1r-‘ . L.3a

The hadron h in the final state has the same identity as.the‘

incident beam hadron, and one of the final state.protons is a. |

possible spectator. While the above counter gxpérimehts make

high statistics measurements, the determination of thé neutron beam‘

flux ié difficuit to maﬁe, and therefore the abéolﬁte'crosé.

sections difficult to'extract‘ Our.bubble chgmber experiment has

low étatistics, but our absolute total cross section measurement

is easier to make,_as our beam flux is well known. ‘
One.migﬁx.think.that as:well as-measuring deuteron bfeékrup

events, we couid measure a éross section for the coherent deuteron

reactioﬁ
h+d+h+nw +71 +d ~ 1.3b

where d represents the deuteron. As will be discussed in Section II.G,
our efficiency for measuring this reaction was poor and no estimate

could be made.

Using our knowledge of the deuteron, we can identify neutron
target events on an event-by-event bésis,‘and extract the following

¢cross section,



hé+¥n->h+ (pw"), ' ’ ' k i . Y.ha
h+n=+ (hr ) +p o ) 1.4b

The pion has been specifically associated with being iﬁ either the

beam or target fragmentation region. We'might represent these

ﬁwo reactions as in Figs. I.2a and I.2b.
- The (pm ) system.in Fig. I.2a can have the same quantum

numbérs (S-spin, I—iAQSpin, B—béryon numberj as the neutron target.

It certainly has the same ‘électiic - chargeZQ, and the exchange

mechanism cannot transfer éhérge from the upper (beam)'vertex to

" the lowér (targetj vertex., If the mass of the (ﬁﬂ“) system is

on the order of 1 of 2 nucléon masses, then Eq. I.4a is a quasirélastic
reaction; i.,e. atb +,a+b* vhere b* is an excited state of particlé

b, and should havé'pfoperties sim;lar to elaétic scattering , Tn parti-
cular, it shouid Se.dominated by a diffractivé9 mechanism, which |
1nvoives zero quantum number ekchange. The neutron is said to
diffractively dissociate. As a rule; purely diffractive processes
have iittle energy dependenée at high,ene;gies, reflecting the
constancy of elastic cross sections, and this can be chécked by
comparing our results with cross section measurements at other
énergies, A marked energy dependence would imply a nannegligible
non—diffractiQe component in neutron dissociation.

Fig. I.2b, on the other hand, must involve a charge exchange

mechanism, The cross section is expected to fall ﬁith.energyll and
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this behavior has been verified at lower energies by bubble
chamber measurements, At 28 GeV/c10 the‘charge exchange reaction
is seen to consfitute only 12% of the pn -+ ppT™ events, and at
Fermilab energies, the cross section should be so small as to

be unmeasurable in our expefiment; Indeed, we will find only - .
one possible event candidate for charge exchange in our tot#l ofi

46 successfully fitted events.

E. Outline

In Chapter II, the data acquisition anduexperimeﬁtal
" techniques will be discussed. The multiplicity distxibutions
. {topological cross seétions) will be extrécfed from the data in
Chaptér IIT, and will be used in calcula&ing the inclusive and
‘exciusive cross sectionsin the following cﬁaptefs. .Cgapter v
wiil present the cross section fesults and analysié éf the neutron
~dissociation géaction, and Chapter V the cross séctioﬁ resﬁlts and
analysis of slow protén production from a neutron target. Much of
" the details of Chapters IT through V ﬁavé been élaced in

appendices,
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II. DATA ACQUISITION

‘A 'Film Exposures

" Pictures were taken during three separate exposures whiéh
will be called RUNS 1, 2 and 3. The Fermilab 30-inch bubble chamber
vas filled with liquid deuterium (negligible HZ contamination) for
each run, The first exposure of 41,000 pictures utilized a secondary
beam of positively charged pérticles.' The momentum‘was foﬁﬁd to be
97.7 GeV/clwith a momentunm bite of .5%Z. RUN 2 was a 100,000
picture exposure of the chamber to a 400+2 GéV/c ?roton béam with
negligiblé non-proton contéminationf The third exposure of 45,000‘ '
plctures was similar to RUN 1, but with paraffin inserted in the
beam 1ine upstream of the bubble chamber‘to'enhance the ﬁf/p ratio..
For all runs the bubble chaﬁber was multiply pulsed fof each main.
. ring accelerator‘cycl.eo A summary of each run iS'giveh in Table II.1.

Pictures we£e taken with three cameras (3 viéws) for eachﬁ
frame on 35mm film. Film from RUN 1 was divided between the |
collaborating institutions of Carnegie-Mellon University, Fermiléb,
the University.of Michigan and the State University of New fo;k~at
Stony Brook., RUNS 2 and 3 had Carnegie-Mellon, Fermilab and Stony
Brook collaborating.

RUNS 1 and 3 comprise Fermilab Experiment E-194, RUN 2

was Fermilab Experiment E-196.

12 .



per scannzble frame

N > 3 prong events

TABLE II.1
KNI RN2  RN3
~ # Pictures 42K 100K 46K
sgannab le frames (%) 85 76 86
Beams/frane” 6.3 495  5.84
Events/frame 0.457 0.5  0.38
p D R £ 10 40
¢S 39 — 56
S 2 — 2
@ 2 —_— 2
.
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B. ' ‘Proportional Hybrid System

Upstream of the bubble chamber in the beam line ana
immediately downstream are a series of proportional wire chambers,
scintillators and a;renkov counters called the Proportional Hybrid
Systen (PHS). The system facilitates the tagging of individual
beam particles and the impro§ing.of fost outgoing tr;ck momentae.
See Fig. II.i. |
Signal pulses from each proportional wire cﬁamber (PﬁC)
A sense'ﬁire are discriéinated and amplified in the wire cﬁambe;
vicinity’ and transmitted as a digital signai and stored in a 16~
bit memory word. A'coincideﬁce from scintiilators Sl andAS2 is
used fo‘set up a time slot fof'individual beam tracks. The
z;counter information is stored like sense-wire éignéls in péeudo
" planes 1 and 2. At the end of a bubble chamber spill, the data
" from local memory are transmitted to a PDP-11 crmputer in the
'bubble.chamber control room, and written out on tape in a Fortfah—
 compatib1e format., | |

The E;renkov system consisted of two sepérate counters, -
one set to fire on the passage of a ﬁ+ particle, the othér oﬁ a
FK% particle, A null signal was assumed to be a proton identification.
Non-intefa;ting muon.beam tracks were identified by firing PWC H,
which was shielded by lead. -

Each wire chamber, except plane I, consisted of at least

three planes with their wire directions oriented 120° relative to
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each other around an axis parallel to the beam direction; The
3—p1ané per chamber construction allows one to uniquely define a
spacé point throuéh.which a particle passes if all.planes in the

" chamber fire. Some of the downstream chambers contain planes
parallel to one of the three.primary planes but offset by 1 mm
(spacing between wires is A2 mm).to obtain greater accuracy in-
position de.términation° The chambérs were monitored after each
roll of film by looking at the total hits distribution per wire
and the missed hits on reconstructed tracks.2 The spatial profile
of the beam:entering_the bubble cha;ber was monitored by accumulating
hits on the vertical plane of PWC A and the horizontal planes of
PWC's B and C. More details.of the physical syétem are available

in the litergtureB,Section II-C, and Appendix B.

C. 'Coordinate'Systéms‘and'Surqu§.

"Two separate coordinate systems WereAﬁsed, er for tﬁe
bubble chamber system and one for the PHS, resulting.from separate
surveys of the systems. Rotations and translations between these:
two systems are corrected for when the data is merged.
- Figures II.2a and II.2b give the approximate chamber
orientation, camera and fiducial positions. The bubble chamber
origin was chosen to be at Fiducial 1 on the fromt glass, the
¥—-axis pointing towards the cameras and the orientation of the x= -
and y- axes defined by the other fiducial marks. The beam is in

the general negative X direction. Relative positions of the



" f1ducials on the front and back glasses were determined by
mechanical measurements, and a theodolite survey was used to
determine the rotation and translation of the back glass and the

chamber depth, which can change from run to run,

The PHS coordinate system is defined as follows. The x-— -

axis connects the intersection of the center lines ofjplanes 4
and 5 and theiintersection of the center lines of piaﬁés 11 and 12,
the positive direction being in the”genéral direction bf the beam.
The center 1ine of the plane is an imaginary line équidisfént from
and parallel to the center wires in the plané: The x-z plane is
chosen to be horizontal to the ground with tﬁ; y—axin poinéiﬁg A

vertically downward. The orientation chosen for the z-axis makes =

the system right-handed, and X=0 is chosén to correspond with the =

bubble chamber origin. A rotation of the PHS'system by 180° around
.its z-axis and a translation by 8 cm and -18 cm fn the‘y and z
Airections respectively, will align the PHS and bubble chamberA
systems to within a few milliradians, but it is iméortant to obtain
~ @ more éccurate alignment because a misalignment'of as little as
3 mr will wrongly recoﬁStruct the momentum of a 100‘GeV/c track
by several GeV/c, More precise translations and rotations will be
obtained by the program FIDROT. See Appendix C. |

~ The relative positions of planes within the chamber and
the wire spacings within the plahes are known from construction, so
that if the chambers are berpendiCUlar to the ground, e.g. in the

y-z piane, only three parameters are needed to describe the ith

18
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plane; X5 the chamber distance from the o;igin plus the intra-
chamber distance, Ri’ the perpendicular diétance from the x-axis
to the planes center line, and Wis the angle measured clockwise
from the y-axis to the directi@n of increasing wire address. Ri
may be negative if the center.line lies in a negative Wy direction.
See Figur: IIL.3, |

The distances of each chamber were measured before RUNS

.1 and"3. Plane angles w, were measured mechanically with a level.

i
The Ri of each plane was determined by the. program SURVEY, See

App. B.

D, Scan

| Scaﬁning of the film for beam inééractions was dbne‘using
projections between 1.1 énd 1.4 times lifesize. Some difficult
' events with many overiapping prongs or ;econdary»scattérs and
neutral vertices.closeito the primary vertex.were studied at higher
magnification. This was found to be of little helﬁ in.detérmining
the primary event prong count, |

fhe séanner was instructed to reject frames in which one

or more views were missing, more than 15 beam tracks were entering
the frame (12 beam track 1limit for the 400 GeV/c data), or more
than 20 tracks total en_tering° The scanning fiducial volume was
defined by the fiducial £ectangle'6—7—8—1l in View II,'the master
view (see Fig. IL.2b),and only events within these limits in the

scannable frames were accepted, All events with two or more prongs
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had their prong count and projected position recorded. In addition,
all neutfal decays (vees), converting photons (gammas), Dalitz pairs
and neutral particie interactions (neutral stars) had their positions
recorded, | |

Although two independent scans were performed and discreﬁancies
wvere fesolved, for many primary events one could not clearlj count
the prong numbers because of a secqndary interaction, a nearby
primary vertex, or a very close spacing of forward tracks. These .
uncountable évents were given a prong count range corresponding to
the best estimate of the scanner, Tﬁe dncouqtable events from the
100 GeV/c sample were distributed between their minimum and maximum
prong counts as to reflect the multiplicity distribution of the
countable events within thesé limits, The sum of the weights
contributed by the multi@licity range was nofmalized to 1.6,,50 that‘
each uncountable event had a total weiéht of 1,0, ﬁncountable;
events tend to have a high multiplicity and this method ﬁrobably :
undérestimated the high multiﬁlicity tail of the distribution, butv
. the uncountables were only 3% of the data,

Due to the large number of uncountable events at 400 GeV/c,
we chose the following method to distribute the uncountable events:
The events were distributed as to maintain thé fraction of odd events
(fo) in the entife data gample as determined by the countable events.
Odd-prong counts within the prong estimate range contribute a
fract;onal weight of fé/no, where n is thg number of possible odd-

prong entries within the range. At each even prong count within the
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:ange; (1-—f°)/ne is contributed to the event weight, where n, is the
number of possible even—-prong entries., We believe this method
gives a better estimation of the tail, only assuming'fo to be the
same in the tail as the rest of the distribution; 9% of the
400 GeV/c scanned events were uncountable, The errors assigned to
redistrib ted uncountable e;eots ete discussed in Apo; D. |

Tables II.2a and-b.cdntain the raw multiplicity-distribution
'for parts of the 100 and 400 GeV/o data samples. The 100 GeV/c
sample.contains the part of the data Qhere all events were measured
regardless of topology (approx1mately 70% of RUN 1) and where the
. beam has been successfu;ly tagged (90%).. We assume that the tagging
efficiency is independent of beam mass and event multiplicity. The
400 GeV/e sample oonteins approximately 55% of the total data i
taken. Both odd-prong and oddaplus—even (deuterium) event |
~ distributions are pizsented. An odd—prong event in the deuterlum
distribution is given a multlpllCICY of N+ 1 to aecount for the
1nvisib1e spectator proton. .

We use the methods of Evans and Barkasa to find the
scanning efficieney as a function of multiplicity, For events
with 3 or more prongs the efficiency is 99%17% or bettero _The
scanning eff1c1ency for Z—prongs in the 400 GeV/c film was

97+1%.

B,  "Track Measurement and Reconstruction

‘1. Bubble Chamber




TABLE 1I.2a

RAW 100 GeV/c

X x4
3 410 174
5 92 215
7 420 197
¢ 2 an
1 . 168 87
13 . 82 46
15 - 33 22
Y 103
19 s 1.
a2y
23 I | A'é-
25 . - -
27 . -

2. - -

TOTAL 1911 867

RAW 400 &V/c

pd
915
996
1087
1028
845

" 576
408
249
138
82
27

6378
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TABLE II.2b

RAW 100 GeV/c  RAW 400 GeV/c

TOTAL 6667

i+d

2d

N pd
4 1569 660 2491
6 19 735 204
8w 412 308
BET T 412 3008
a2 ssh 268 a9
14 %2 1 1718
16 134 52 - 1177
18 35 16 710
20 10 6 428
22 - 2 2 us
24 1 1 119
% . - -~ 7
8 . - - 28
30 ~ - 7
32 - - 5
N - ] )
36 - - 1
253 18569



Thevselection criteria for events from the scanned sample to
. ﬁe measured were different at some institutions, but all criteria
contained the subsets of data to be used in subsequent analyses.
The basic philosophy was to measure all eventé with 3 or more prongs
vhich appear to be neutron-target candidates. The candidates are
either odu-prong events with an aésumed invisible spectaﬁor éroton
of even-prong events with a ﬁossible spectator érotono §ee App. G,
For all accepted events, the beam track éndtracks with a
projected momentum less than 1.4 GeV/c were measured . If a track
had a secéndary scattering within a frojééfed length of 10 cm, it
.4waslalso measufed,.regardless of curvatpre; Iﬁ add;tion, all
* remaining tracks were measured for 3- through 6~ prong e&ents in
VRUN 1 (the exclusive event sample), | |
The events were measured on various image-plane and film-
bplaﬂe digitizers‘(i}D's and FPD's), The FPD's were roughly twice
gg accurate as thé IPD's. The track measurements were.reconstiucted
in s?ace and momenta were determined by the Three View Geometry
P:ograﬁ (TVGP)S. For 3- and 4- prong events in the exclusive sample,
kinematic fits to various mass hypotheses were tried.using the.
SQUAN6 program. In all three vieWs, the measurer had to identify
each track and at Stony Brook, a track matching program inserted
- into TVGP generated additional solutions, which occured primarily
in the exclusive sample where the many fast forward tracks may bé
‘confused. In cases where more than one solution reconstructed

successfully, tﬁe fit for the parametrized tracks with the minimum

-
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r.m.s. deviation (FRMS) from the measured film points was kepﬁ.

It was found that for the exclusive event sample, there
were some events at each institution which did not satisfy charge
balance arising from the fact that the fast track curvature was
difficult to measure. These events were kept for'further processing,
as the merging of bubble chamber Aata with wire chamber infofmation
resulted in a correction of the charge imbalance. The sample of

3~ and 4~ prong events input to SQUAW, was better than 98% charge

balanced,

On IPD and FPD measurements, anywhere from 4 to;7 poihts
were measured per track per view except for short stopping or

scattering tracks. The momentum of stopping tracks was almost

always determined by range and of other tracks by curvature. The

Fermilab exclusive sample was méasured on é semi—automatic.
measuring machine (SAMM), where 19 poiﬁts per track-view were
measured, For a detailed investigation .of the error assignmenis
for the variéus institutions, see A‘.pp.,‘E° All tracks had an FRMS
Jess than 25y or’the tracks were remeasured.

Masses for each measured outgoing track were identified
as follows: Negative tracks were assigned a 7 mass hypothesis
and positive noﬁ;stopping tracks<l.4 GeV/cwere identified as a
proton or pion by the tracks® bubble dénsities'or ionizations.7
In Fig. II.4, the 1.4 GeV/c momentum limit is seen to yield a 452
differenceAin 1/82, where B is the velocity of the pérticlé in the

LAB, As encrgf loss per unit distance is proportional to 1/82, the

26
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. buﬁble dgnsities will also differ by 45%, this being considered the
minimum recognizablg difference., Stopping tracks were assumed

to be pfotons and scattering tracks were identified by a combination
 of ionization and telltale signs such as a m-p—e decay. In the
exclusive event sample,tracks with momenta éreater than 1.4 GeV/c
were assumed to be pions excgpt where the best 4-constraint fit
determined the particle to be'a proton. The kinematic»fits alwayg
found the fastest positive particle £o have the same ident;ty as
the beam, in agreement with the leadipg partiq;e effect.8 Details
of the lonization determination and strange particle cogtamination
are given in App° E. |

20"ProportiOnal'Wire;Chamber

In each spill (frame), several time slots are set up by
the passage of beam tracks through scintillators Sl and SZ’ each
‘slot having a set of wire hits in the upstream and downstream
chambers, The Proportional Wire Geometry Prégram (PWGP)9 findé
the minimal set of space points that will produce the ébserved wire
hits in eaéh.chamber for each time slot. As the wire chambers afé
out81de the magnetic field, straight tracks are reconstructed
through the space points. Using the nomlnal beam momentum value
found by the program SURVEY (see App. B), beam tracks are swum into
the bubble chamber and if possible, connected with a particular
bubble chamber vertex, A;sociated with each beam track is the
E;renkpv information so that each bubble chamber event connected

with a PWC beam track has the beam particle Identified (tagged).
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- Results are available in group memos and presented papers.

The dowmstream tracks reconstructed in the time slot which is

associated with the event are also swum to the connected vertex,

.the best fit yielding the momenté for these tracks. Both upstream

and downstream reconstructions are done only for the exclusive
event sample while the upstream tracks are reconstructed for
beam tagging purposes for the remainder of the 100 GeV/c data
sampleselo

.Testing of the program's reconstruction.efficiency and' 
accuracy was done in previous experiments with the same apparatus.

3,9,11

A Monte Carlo program was used to generate a fast track momentum

) distribution and the resulting wire hits. The hits were then

reconstructed by the program PWGP and the results compared to the
generated track. A 927 efficiency for proper reconstruction is '
quoted. Of the remaining tracks 4% failed due to high_x2 values

end another 47 failed to pass through more than 2 wire chambers.

‘Most important, only 1/37 of all tracks were reconstructed with

wrong momentum values. It was also found that for tracks passing
through 3 or 4 chambers, Ap/p was proportional to the momentum
{.0006p with p in GeV/c) and that the spatial accuracy in the y

and z directions was better than .5 mm.

F. Beam Track Tagging

Before any 100 GeV/c data could be analyzed, the topological

cross sections for the different beam particle types had to be



obtained. This required that in a significant sample of the data,
all evenﬁs had to have their beam track and vertices measured so

that they might be‘tagged and separated into proton and pion samples,
vhether or not they satisfied ghe meaéurement ceriteria.

The PWGP and BUATAG]'O’11

7 programs provided the tagging in
the 100 G.V/c data sample. In short, given a nominal beam momentum,
the érograms swim PWC upstream tracks to bubble chamber ‘vertices.
If the PWC beam passes with 1.5 mm of a vertex, the heam is
associated with that bubble chamber event and its‘Eérenkov informa-
tion gives the mass identity.‘ Taggfﬁé efficiencies for both events

treated by PWGP and BUG1IAG are given in Table II.3. From Table IT.3,

it is seen that the tagging efficiehcy is independent of the event

‘multiplicity as expected. The BUGTAG efficiency for RUN 1 is

higher than the PWGP efficiency because the criteria for beam track
reconstruction and - ertex matching were loosened for the inclusive

event sample,

6. Track Organizing

In order to improve fast tracﬁ.momenta befqre trying
kinematic fits with SQUAW, bubble chamber tr;eks and downstream
PHC tracks must be matébed and the data combined to give a best fit.
A track organizing program12 (TﬁKORG) was written by the PHS
Consortium for this purpose. -

The program proceeds in two steps. All PWC tracks are
swum to their bubble chambér'vertines and projected onto the film

plane. The y-éoordinate values of the swum PWC track are then
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DATA

RUN1 - BUGTAG

RUN3 -~ BUGTAG

RIN1 - PWGP
RIN1 - PWGP
RNl - PWGP
RUN1 - ché .
®

TABLE II.3
EVENTS ‘ EV TAGGED
11499 10234
5949 4551
662 . 520
1320 11034
819 629

- 1237

- 986

31

EFF (%)

U771

801

: “F
Many rolls were unsalvageable due to total Cérenkov

failure and are omitted from the efficiency calculation.



compared with the y-values of the fxubble chamber track at the

beginning, middle and end of the track in each view. The root

mean square sum of the y differences in each view, the residue; is

then calculated and if less the 50 ﬁ, the- tracks:are ‘matched for thét

view. This process discards tracks from secondary interactions oi: ‘ .
Interactions in the chamber walls.that go through the downstreém |
wiré chaﬁbers, but will sometimes have mﬁltiple ﬁubble chamber-PWC
matcﬁes. Ambiguities are removed by an algorithm which favors pairs
of tracks that match in all three views, and then the lqwés; values
of the sum of the squared residues. | | |

"~ A 13 parameter least—squares fit is then done to determine

f the three momentum of the track. As the resultant momenta are

greater than 10 GeV/c, the fit is masé independent., The 13
variables fit aré the 9 residwes and the y_agd z coordinates énd slopes
at the master chamber, PWC D. Appropriaté errortvaiﬁes afe also
c#lcuiateé for each.tréck.and the output is written in.a format
compatible with SQUAW input. _

| The efficiency for matching PWC and bubble chamber £racké'
with common vertiées depends on the definition of what kind of
track should be track;organizable ("fast"). The PHS‘is designed
to accept all tracks with a momentum greater than 20 GeV/c in the
labératory, through all four downstreaé chambers. A 20 GeV/c
track within the geometric acceptance of the fourth chamber may

13

then be defined as “fast“. In Fig. II.S5, the efficiency of the

TRKORG program for successfully handling "fast" tracks is shown.
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. organized (hooked-ui).

Note the cbnstant efficiency above 15 GeV/c? An angle cut—off of
37 wr between the outgoingitrack and the x-axis Is made.

" The topology for exclusive reactions I;3 a should contain
only one beam-like particle if it is mostly a target dissociation '
reaction, implying that Fig. IT.5 shows the TRKORG efficiency |
correction that must be applied iﬂ calculating those cross séctions.
The coherent reactions in Eq. L3b could contain as many as three '
“fast" particles from beam dissociation, the efﬁiciency for these
reactions being.at best the sinéle track efficiency cubed. This
low efficiency combined with the larée momentum an invi§ib1e .
deuteron nay carry gnd poor statistics, makes a quaﬁtitative éross

section calculation for coherent events unreliable, Table II. 4

presents the TRKORG efficiency as a function of the number of “fast"

~ tracks in 3-4 prong events, and the number of tracks track

-

Errors - ghe errors assigned by TRKORG are_smalle; thaﬁ
either PWGP or TVGP>errors alone. The angular resolution is best
for:tracks passing through all four dounstream wire chambers, and
the fractional error on momentum, Ap/p, is propoftioﬁal to the.
momentum, See App. E. A |

£

Calibration - To test the accuracy of the TVGP - PWGP —

.TRKORG system we measure non-interacting beam tracks and divide the

track into two parts, créating a phony vertex. For simplicity in
programming, we generate a fake straight track at the vertex,

defined by the vertex and a fiducial mark, and process the data as
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TABLE II.4
Nyoow-yp  EFF (B~
i 180,241.0
i 78.041.9
2 60.022.2
1 65.8 .4
2 61.5%.5
3 25.644.0
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a 2-prong event., The part of the l'aeam track downstream of the
vextex is then a faét forward track passing through the wire chambers
and should have wire chamber and bubble ‘chambe.r data merged. By
varying thé location of the ve.rtex,'-and purposely misaligning the
two coordinate systems by rotating and translating the output from
FIDROT, we test the sensitivity of the processing system to. |
coordinate alignment for various‘ track lengths. Appendix E gives
- the full results of this study. | | |

| For a vertex at the c:c—:nt:er~ of the iaubble chamber the
vaverage momentum for the dovvfmstream beam 'track_ is 99.8+.5 GeV/e .
This may bé compared %ith_ the 97.7 .4 CeV/c as deﬁermined by
the SURVEY program in Appendix A. The 5 GeV/c width of the
distribution is also roughly equivalent :to the error in momentum
for fast tracks v;ith momenta of 85 to 115 GeV/c. .-Bott.gof the
above facts lead us to believe that the processing syét@ is well

calibrated., For more details see App. E.

B. Data Handling

PHé information was wr;tten by a PDP<11l éomputer onto tape
in a Fortran-compatible foﬁnat.; This tapé. vas reforin;tted and
then read directly by PUGP or BUGTAG concurrently with reformatted
TVGP outpuf. The TVGP output for the exclusive sampie of events-
was the standard binary record, which also served as SQUAW input,
For the inclusive slow track sample and the exclusive sample,

an abbreviated Data Summary Tape was .mad\e, including all ionization

information,
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XII. TOTAL AND TOPOLOGICAL CROSS SECTIONS

Presented in this chapter wil'l'be the results of the 100 GeV/é
nultiplicity analysesl’2 and neu'results3 from thé 400 GeV/c data
. sample In Section IT.D. Details of the.scanning corrections to produce
the corrected event samples méy be found in Appendix D. Total and |
topological cross sections for hd and hn reactions will be measured

for use in subsequent analyses.

A, "Scan Corrections

Experience with scan corrections?;t iOOjGeV/ﬁ. hag shown ;é"A
“.that-the proton stﬁb visibility becomes ﬁultiplicity independent for
stub lengths gfeate: than 5 mm (120‘M£V/é for a proton). While~tﬁe
correction for missed stubs was made in a multiplicity dependent
. manner at 100 GeV/c, for simplicity in the new data we will definé any
) ;ountable even N-prong event to Be:ap N-1 odd-prong if i£ has a stub
less than 5 mm in 1(?;ngth6 The uncountable gvenﬁs should thgﬁ be |
‘redistributed, as in Section II.D, to reflect the new odd»érdng
probability fo s where.now.fo'& 0.27, scanned 1- and 2-prong eveﬁfs
being included in the calculation of this value; This raw event
sample is corrected for missed Daligz pairs, close vees, close
converting photons and close secondary interactions. The corrected.
event samples for odd-plus-even hd events are given in Table IIT.1l and
the odd multiplicity eventé in Table III.2, Boph pd and §dd |

distributions at 400 GeV/c are given in'Table II1I.3.
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14

16
18 |
20
22

N

24

TOTAL

TABLE III.1

6643

54.00%2.00

pd 100 GeV/c atd 100 &V/c |
CORRECTED‘ OOREECTED
EVENTS o) mh EVENTS a(¥) mb
1576 31 12.8130.58 67627  7.570.48
1732443 14.0840.63 742428 8.3110351
1430 11.700.54 67228 - 7.5340.48
943133 7.67:0.3 40222  4.5020.33
53825 4.3730.26 26218  2.930.25
24848 2.0210.16 121413 1.3620.16
12643 . 1.0230.11, 4833 0.5440,09
Y 0.2430.06 1435 - 0:1640.06
913 0.07:0.02 63  -0.070.03
281 0.0230.01 24 0.020.01
141 0.0120.01 14 0.0120.01
2946 33.0041.60
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TOTAL

TABLE III.2

100 Ge'V/c
CORRECTED . CORRECTED
pd ODD 7 d ODD
469 24 201 .tié_
550826 242417
45826 21636
307419 12743
173315 | 91411
g1a1 4537
0w 2
83 22
T I
. 1m
13 —
2083 948
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TABLE III.3

1

.23

400 G?.V)c
CORREC’fED CORRECTED S -
N ODD EVENTS  pd EVENTS  o(pd,N) zb -
34 930833 - 2518362  7.6920.22
56 11005437 241574  8.9840.26
L 110040 324580 9.910.2
Y10 103759 3056381 $9.3420.28
12 835137 - '2460476  7.5130.26
13 34 53131 1685366  5.150.22
B 38728 1148357 ~ 3.51:0.18
17 18 227223 67439 . 2.06%0.15
1 2 11811;8‘ 399 41 1.220.13
g 7014 224531 . 0.68%0.10
24 "~ 15%9 10223 0.310.07
25 26  uw 6346 0.19:0.05
76  3m 21 0.064%0.028
B3 14 53 0.015:0.000
3 3 L — 6%  0.0180.012
3, S _
35. 36 —_ Caa 0.003 0.003
0DD TOTAL 625

pd TOTAL — ' 18548 56.730.80



B. Total and ‘Topolbgical ‘hd "Cross ‘Sections

At 100 GeV/cl, the total cross sections in deuterium for

events with 3 or more prongs were (4.00+2,00) mb and (33.00+1.60 mb

for pd and 1r+d respectively. A sample of 44,000 pictures was used

to det2rmine the cross section at 400 GeV/c. On 33,236 acceptable
frames in this sample, 16,341 raw events were found in the fiducial

volume projected on the scan table. The target density was determined

~ to be (0.1364+0,0007) g/cm3 from the thermodynamic operating .conditions

of the chamber, The cross section and the fractional error are

defined in Eq. III.l. | _ : R ‘ :
é(NZ_B) = (# events N_>V_3)‘e '(mb/even:t) = E/ (B-C) | I1I.1a
' D3y, 2 2 2 2
(So(N>3) /o(W>3))" = (SE/E)” + (8B/B)” + (8C/C) - III.1b

E is- the .c:orrec‘;ted r;umber of events with more than 3 prongs in a true
3~dimensional fiducial volume, B the number of beam particies incident
on that volume, and C the number of scattering centers (deuterium
nuclei) per cm2 seen by a heam incident on the volume.

The real number of events and the error are cal‘cula.'ted using

Eq. III.2a and .2b.

E = S (f/e)ov . IIL2a

(as'/r:)2 = (68/8)2 + (af/f)2 + (<s»:/e)-2 + (av'/v)2  IIL.2b
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where S is ﬁhe total number of raw events with 3 or more prongs

* geen in the scan fiducial volume,.c the scénning efficiéncy for
finding N>3 prong events, f the fraction of events in the'spatial
fiducial veclume and v the fraction of events which really have 3 or
more prongs., The particles incideﬁt on the fiducial volume are

calculated using Eq. ITI.3.

B=B_ < (F/F) | o - IIL.3a

62 - 1/8, IIL.3b
" Here Bc is the number of beam partiéles countéd‘(we éounﬁ approii—
mately every tenth frame), FS the number of scannable frames and‘Fc

the number of frames in which beam particlesAwere counted. The

number of scattering centers per cm2 seen by the beam is l/GT(pd)
'correctéd for beam attenuation thréugh'the‘fiducial volumé as givén

in Eq. I1IL.4a. |

¢ = [1exp(-0) ]/ 0,00 o © IIL.4a
where

G = o (PD-LeNyp/A : III.4b

I is the fiducial volume length, UT(pd) is the total pd cross section4 ’

No Avogadros's number, p the target density, and A the atomic weight
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. of deuteriim, The fractional error in C is given by Eq. III.4c.

(,GC./C)2 = [G o exf{—G) / (1-exp(-G)) ;] i
[1 - ooy 6 expl-0) )]2(5%/%)2 + (5L/1)2
- % (Sp/o) , . . IILdc

“In T#ble IIT.4, valuesrfor all éarameters are giﬁen for tﬁer
12 volls of filﬁ scanned by Stony Brook, with errors where appiicable.
For this data, o(pd, N>3) = (56,9li1.615 mb. - For the Carnegie-Mellon
data available, o= (56.1+1,5) mb and taking a weighted avérage of
the two,.we find o = (56.7+0.8) mb. Thié cross section may be
compéred with.published.vaiues at 100 GeV/c and 200 Ge\.T/c5 of.
i (54.0012}00) mb and (55.1+0,.8)mb reépectively° The'odd—plus—even
hd cross sectioﬁs normalized to the appropriate ckhd, N>3) are présented

in Tables III.1 and III.3.

€. "“ree Neutron-hn" Cross Sections

To first ordef, the corrected odd-prong multiplicity
distribution should be an unbiased sample of neutron target events
if the impulse approximation (App. G) is valid. Differences between
the odd-prong and neutron distributions4arise from coherent interactions
(h +d + d + X), symmetry requirements on the final state wave—function6
and rescattering (App.G), where bofh nﬁcleqns are involved‘in the

interaction with subsequent deuteron break-up. Lys2 derives Eq. III.5
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TABLE III.4

TOTAL CROSS SECTION PARAMETERS

<

" PARAMETERS  VALUES
e 11504 $107.26 -
£ 0.9804:0.0040
e 089 0.01
v 0.9992 10.0003
E 11383163
—-ﬁc 11530 £107.41
¥ 23596
. - 2333
B 116706 1086
: dikpd) (Ref. &)  75.4920.08 mb
L 45.00 cm
;:; 6.0221 x 1074 cn?/ub
| - 0.136420.0007 gm/cm>
A 2.0141

1.713820.0084 x 10
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" to extract the inelastic hn cross sections from the odd-prong events.

‘

o (n,N) = K [cr(hd,N) = (£ = 0.35 £)

oo (hd, d+ N)] ) III1.5

'N is defined to be odd, f,to be the probability of a‘specéator proton
to be invisible, f

d

the corresponding probability for the final—étate
.deuteron, and o(hd, 4 + N) the (N + 1) -~ prong coherent deuteron

eross section., In the derivation, it - is assumed that rescattering

and Glauber screening'effects are multiplicity independent.'7 K

) . mnormalizes the sum over all topologies to the inelastic hn cross

section.

Tae hadfdnrneutron crbss seégions areipresehtedAgn Taﬁle ITI.5
£o£ both.lOd and 400 GeV/c data. At 100 GeV/c, we use the meésqfed
pn total cross.section8 and assume the ratios of the elastic to.
total cross sectionsl"9 for pp and pn to be equal, fo érrive at our
pn results, Invoking charge symmetry and using ﬁap data4’9 as above,
we obtain the ﬂ+n cross sections. Correspbnding'to the 2 mm visibility
cut-off made in the 100 GeV/c data, £=0.64 and fd = 0,54, Tor the

10,11

400 GeV/c cross sections, we assume the inelastic pp and pn

- cross sections to be equal with an additional 2% uncertainty in
GIN(pn), and use f and fd_eqnal to 0.76 and 0,75 respectively,
matching the 5 mm visibility cut-off. Our cIN(pn) may be compared

with a value of {31.5+.3) mb extracted from data with neutron beams

@
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TOTAL

TABLE III.S5

hn CROSS SECTIONS

- 100 Gev/e 400 Gev/e
.o(pn,'N) mh : o(1r+n,N) mh o(anﬁ) b
 2.8120.50 . 1.1740.25 1.6220.40
' 6.1710.37 3.880.38 3.8240.23
7.730.37 5.0040.36 4.96%0.29
6.5340.34 4.5540.34 5.6640.29
4.3830.27 2.69 10.28 5.3310.27 -
2.4740.21 1.93:0.23 4.2930.24
1.15#0.16  0.9530.15 2.840.19
0.430.10 0.4730.11 1.9940.16
© 0.1120.06 0.0430.04 1.17.40.13
0.0630.03 0.02 .02 0.6120.10
0.030.01 0.0220.02 0.3630.07
0.0110.01 0.0770.046
0.07210.036
0.0150.010
0.00510.005
31.8820.44  20.7230.15 32.8&..2
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i

incident on polyethelene (CH) and carbon (C)  presented Sy T. Roberts.,

12

'The cross section for reactions with a deuteron in the final state at

‘400 GeV/c are assumed to be equal to those values extracted7 at

100 GeV/c from the p + d »+ d + X data available.ls'

The impossibility of scanning, measuring and fitting l-prong
events requires us to make an estimate of the N=1 inelastic hn cross
sections. Using the appropriate same CM energy cross'seci:ioné, pn

(1r+n) cross sections may. be related to the pp (v p) cross sections via

the following set of equationsz,. where N is defined: as even,

°
& -

" olpn, N+ 1) = (1 =Xy 5 (pp, M), + X0 c'(j;p, N+ 2) | 111,53‘

+2

E ’o’(n'*n_, N+1) =1~ YN) o (rp, N) + Yo o(n p,N + 2) III.6b

N

struck proton in an N-prong hp interaction remains a proton or yields a

“The quantities XN and Y may be interpreted as the probability that a

hyperon—-positive kaon pair.' At 100 GeV/c, XN and YN were consistent

with being equal to 0.6 and independent of N for N > 4, so we assume

o(pn, N=1) = (O.GiO.,l). a(pp,. N=2) _ III.7a
olrn, N=1) = (0.620.1) o(v p, N=2) ETL.b

where all the above cross sections are inelastic. (We expect
c(n°p, N=0) to be negligiblei): Sunﬁning over all multiplicities, the

average values of XN and YN are
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’ > = 0.5 <N> - <N> +0|S ) . |
Ky | ¢ - pn ) z IIT.8a

<Yy

> = 0.5 (,<1~:>“‘_P ~ <N> 4 )+ 0.5 ' - IIL.8b

4where the <N> are the average inelastic muitiplicitie;. With the

values of <> and Wy found fn Table ITL.6 and <N>pl; and

<N>i'p calculated from pp and ¥ p déta, <XN> = O.Gid.l and

<> = 0.61+0,08 at 106 GeV/c. If Eq. III.7a is valid at 400 GeV/c;'
vthe 400 GeV/c pn and pé data yield <3&>= O.SQiULOQ, cerfainiy |
consistent with the léwer energy value, Figuies ITI.1, .2‘ahd .3

-‘graéhically compare the topological ﬁp (v p) and pn (ﬂ+h) cross

sections normalized to unity. The 100 GgV/c pp data are a compilation

of the results from Refs. 10, 14 and 15 and the 400 GeV/c data from

Refs, 10 and 11,

.D. Mean Multiplicities

From Table III.5, the multiplicity moments may be calculated ‘
. for hn events. For the hd samples, a 2-prong inelastic cross section
must be estiméted. No high energy bubble‘chamber experiment has
measured this cross section, because of the difficulty in detecting
1l-prong events and In separating quasi-elastic events, pd » ppn

for example, from production events like pd - ppnno. ‘The following

: estimate7 is used

°

B(hd, N=2) = 0.5 [P(hn, N=1) + P(hp, N=2) ] III.9
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" where P(hX, N=1) is the probability of having an inelastic i-prong

collision, as in Eq. III.10.

P(hX, N=1) = g(hX, N=i)-/c(hx, INEL) . TIL.10

Eq. III.9 would be exactly true if the bubble chamber liquid
 were compfised of an unbound sea of protons and neutrons with equal
eross section, Rescattering will cause a decrease in P(hd, N=2)
but coherent effects might produce an increase.’ Use of a.moréA
eomplicated formula16 taking these'two effects into ;ccount yields
'th§ same results as Eq. ITI.9 within errors,p Table III.6 presents
thg hn and hd multiplicity properties with theAl—_and 2-prong

cross section estimates, Qhere D is the ;:.m.s° deviation and

fz = <N(N—1)> - <N>2, the second moment.



o

P(hd ,N=2)
'{{>
b

| P(hn,N=1)

Q>

D

£,

A
<YN>

TABLE III.6
100 GeV/c
pd wtd
0.117:0.010 - 0.07540.080
7.0520.11 7.29%.12
3.4340.05 3.4210.07
4.7030.42 4.4140.53
' +
P n
0.088#0.015  0.0560.012
 6.2020.11 6.5730.13
3.3830.07 3.3840.09
5.2540.51 4.89 20.59
0.59 0.06
0.6120.08
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400 GeV/c

pd

-0.06640.013

9.49:0.11
4.8720.07

14.2040.70

an

0.05010.012

'8.610.12
4.62+0.08
12.7040.80

0.61:0.09
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IV, THE REACTION hid -+ htpptn
In this chapter, we present.results on the reaction
. bebd > hbpiptn ' ’ - IV.da

for measured data from RUN 1. We isolate this reaction by kinematic

" fitting using the program SQUAW. A simple kinematic program was

developed to check the results df the SQUAW fits. The cross

section for Reaction IV.la, with.h:f+, is the first to be measured

at Fermilab energies., From the fitted event sample, we will
extract the cross section for the free neutrén disscciation
reaction
ki + kt(pm ) S IV.1b
using two different methods yielding identical results. The cross

section for Reaction IV.1b will then be compared with measurements

of the same or equivalent reactions at several energies. From

the energy dependence of the cross section we may infer the

possible dominant production mechanisms.

A. " "SQUAW Results

Only 3~ and A—ﬁrong events that were beam tagged and had at
least one track organized track were used as input to SQUAﬁ.
Corrections for the béam tagging efficiency and track organizing
efficiency will be made when calculating cross sections. Four-

prong events were fit to the mass hypothesis in Eq. IV.la using
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all four outgoing tracks. For the 3-prong events, the

hypothesis was fit by inserting an unseen spectator proton track

with a momentum of P,=P, =P, = 0 and momentum error of

y . )
Agx = Apy = 30 MeV/c and te, = 40 MeV/c, The Ap's are
approximately the average momentum an unsSeen spectator would have.

The z-component is largest, reflecting the poorer momentum

" detection of bubble chamber measurements in the z—direction. AAt

lower energies, e.g. below the 30 GeV/c limit at the Brookhaven

‘ AGS, the 3-prong fitted events in deuterium experiments were

15

considered to be less reliable7’ s due to the higher possibie

: . o ' » 5
contamination from unseen 7 's allowed by the momentum errors of

.the unseen spectator. Our iarger'errors on éery fast tracks negate

this Qualitative difference between tﬁe 3~ and 4-prong event
samples. The angles of the beam were calculated by the PWGP.'
pfogram after the beam track wés swum to the vertex, and a
magnitude of 97.7 GeV/c, the value determined bylfhe program
SURVEY,was assigned. The error was set equal to .8 GeV/c,
which is 257 larger than the root mean square sum of the .4 GeV/c
error in the mean momentum, also calculated in SURVEY, and the .5%
engineering momentum bite, °

In Fig. IV.1 we show the xz probability for events fit by
SQUAW to Reaction IV.la. Proton.and pion beam events are plotted
together, as the kinematic variables ¢, s and k for tagged beam
tracks and tra;k organized:sécondary tracks are independent of

mass and the fits are therefore indecpendent of hadron type h.
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Ideally, the x2 probability should be uniformly distributed.
The Sﬁaded events in the lowest brobability bin have a X2
probability less than 17 and we will use this value for our |
probability cut. After the cut, the probability Aistribution is
etill not quite uniform, and increasing the beam momentum error
within reason (50%) did not remove the asymmetry. We did not
change the errors for the secondary tracks because we beiieve fhat
the error assignments as calculated by the TVGP — PWGP — TRKORG -
processing system are realistic. See App. E. ;Fufthermore, we

tested our SQUAW program by reproducing the fit results, on an

‘event-by-event basis, from 147 GeV/c 7 p data obtained from the

1,2

Proportional Hybrid Consortium, We therefore accepted these

' &4 events as the fitted event sample. WNot included in the ¥
. _probability plot are 4 events whose fitted mass hypotheses for

" tracks with a momentum less than 1.4 CeV/c did not match the

fonization results. As the slow proton (not to be confused with

* the spectator proton) in 39 of the fitted events had a momentum of

less than 1.4 GeV/c, this ionization check could be done for

- -essentially the entire sample.

The Stony Brook and Fermilab fitted events were rescanned,
double checking the ionization results for the slow tracks. Vees,
converéing photons and neutral particle interactioﬁs which could
possibly be associated wi£h.the fitted event vertex were also searched
for in this scan. None of éhése fitted events had any of the above

.

assoclated,
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B, Kinematic Cutting Program’

An algorithm was developed fo séleét events for Reaction IV.la.
It'does not fit the track parameters and is therefore less sensitive
to their error estimates. 1In being more simplistic than the SQUAW
program, it is also more readily understandéble. We found agreement
between the results from this simple procedure and the kinematic

.fittiﬁg results of SQUAW. A detailed description of the algorithm
follows: . |

In Section I.D, we discussed the fact t?at in dur energy»A
range, thé cross section for Reaction IV.la should be dominated by
‘a diffractive prodﬁction mechanism. Hence'in most cases, the target
will dissociate into-a iow mass system of:particlés, and the beam
willvexhihit the leading particle effect, i.e. it will keep its ':
identity és a fast'throughvgoing track carrying a large fraction of
ihe incident ﬁomentum. We therefore-assign the fastesf positive
particle the mass of the beam particle. The remaiﬁing'pésitiveA

'.particles are assigned a proton masé hypothesis and the negative
particle is assumed to be a pion. Thé‘proton ﬁith.the smallest
. value of 3.- ;, where ; is thebbeam direction, is chosen as the
probable spectator proton in 4-prong events,
" Three kinematic cuts
i) ‘the "topology" cut
2) the "fragmentaéion" cut

3) the “transverse momentum balance" cut

are then made,
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The topology cut requires an event to have a total momentum

3& ¢ x) of at least 70 GeV/c (the beam

womentunm is 97,7 GeV/c), and insists that the event have an

parallel to the beam (pT =
x

invariant mass squared (Miis) for the visible paréicles, of at
bleast IOOAGeVZ, both ?T and M%is being calculated from the
detected final state particles;_ This Mgis—cut is well below the
minimum s of 127 GeV2 for a 97.7 GeV/c beam particle colliding
?ith a neutron target having a momentum of 300 MeV/c in the beam
direction. The cut reduces the 3-prong déta by‘632 and the 4-prong
sample;by 82%. P | o .

The fragmenéation variable used had its origin in early
cosmic ray experiment53, The variable xijs (E~g&)i/m£, the
effective target mass ffagment, is used, whgre o, is thé mass of
" the target, E the energy of the i?h particle, and é” the momentum
.of the iFh particle in the beam airectiono This is'actuallf.twice
the Feynman scaliné variable (see App.A.) calculatéa in the tafget |
“.rest frame for an infinite momentum beam. Using'energyfmomentum |
conservation we write

Eb+mt=§E S W

P, = Zp ‘ . "~ IV.2b
.1 . ' .
and by subtracting Eq. IV.2a from Eq. IV.2b, we get

Y = g (B-p) =m | v.3
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considered generous if we consider the Y

1f we have summed over all particles: In the fin#l.state,inqluding the
gpectator. We have also made the high energy approximation of
Eb i Ppe The sum over all fragments Xy is equal to 1, but for

our purposes, we can use Y to Indicate how much of an event we

F
have measured, Missing slow neutral particles will cause YF to be
less than the target mass, (Fast neutral particles will hopefully
be caught by our topology cut and the transverse momentum cut as yet

to be made,)

~ For 3-prong events, YF should be the neu;roh mass, but it will

be appreciably Fermi-smeared, so we require the absolute value of the

difference (YF - mn) to be less than 220 MeV. In the ééprong
eventé, we presumably see the spectator proton and the target

momentum is known. See App. G. We then use the difference

'(YF - md), where m, is the deuteron mass, and démand the absolute

value be less than 140 MeV. Both:the 3~ and 4-prong cuts can be

F distributions in‘Figs. Iv.2

through IV,5, The maximum possible value for the 4-prong distribution

is Mys and the resolution of our measurement of YF for 4-prongs is

then given by the high mass shoulder of the distribution in Fig. IV.4a,

"which is approximately 75 MeV wide. The same reasoning, applied to

the 3-prong distribution im Fig. IV.,2a, shows the resolution to be on
the order of 125 MeV. |

At this point, we can see that as well as requiring a fast
particle systemn, the previéué cut in Mfis selected only target

fragmentation events. The unshaded events in Fig. IV.3 (before the
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»4¢ut)>$how large spikes at YF = 0 (beam fragmentation) and at the
- . meutron mass (target fragmentation). The shaded histogram (after
~the fopology cut) showSao events in the beam fragmentation region,
.78 3-prong beam fragmentation events, say pn 4’(pf+ﬂ°)nq have a
z#mall value of s for the detected particles., In the 4—prong
.adistribution in Fig., IV.4, there is a pre-cut peak at the neutroﬁ
.amass and a shoulder at the deuteron mass. The preponderance of
..+events at the neufron mass is caused by the large nuwber of
';proton-target events measured at CarnegieQMellon, and the 4—prong
'>~ﬁneutrop target (visible'épectatorj beam fragméntatioﬁ eveunts.
“The s~éut is seen to enhance the deuteron shouiderf,
“The final cut is made on the transverse momeﬁtum imbalance
- wof the ~vent, as calculated from thé diffefence between the initial
météte (beam plus target) and all observed final state -particles.
. Qur transverse momentum resclution is much better than our
~1ongitudinal momentum resolution. An eventhwill ﬁé cénsideréd to'
~‘have conserved transverse momentum if the imbalénce in transverse
-momenta is less than oﬁr resolution, - Fdr the 3-prong évents we use
a neutron target at rest in the LAB, and for the 4-prong events a
?deuteron target. The cuts are made on Pq and Pp s the projectioné
-of the total event momentum 3& on the Y— znd Z—ax:s of the Beam
--Cooxdinate System. In Figs. IV.6 through IV.11, we show the

—xesolutions ApT ,.Ap and ApT for 3- and 4-prong events separately.
x z

T
y

For 3-prong events we require both Py and Py to be less than 120
' ' z

MeV/c., The values used for the 4-prong events were 120 and 140
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MeV/c respectively. Figs. IV.3 and IV.5 show the YF
distributions after the fragmentation cut (unshaded) and after the
transverse momentum cut (shaded).

There is a distinct difference between the'ApT and Bp
, y
distributions for both 3-~ and 4-prong events, One sees a sharper

"peak for ApT with very few entries in the lowest momentum bin.

. Yy .
- This is indicative of the dominance of the fast track errors

- from the TRKORG program. These fast tracks have a better z—-component -

. momentum resolution as dlscussed in prendlx E; hence the ApT has
more entries below 20 MeV/c, The slight difference in ApT

between 3- and 4~ prong events can be accounted for if one con51ders
that seen spectator protons are usually short stubs or high
curvatvre tracks, and ﬁave a nearly symmetric distribution about

the beam. See App. G, The pfojected track lengths are normally
shorter than average secondary tracks, and the detérﬁination of the
dip angle A is.poor. As P, is foughly p ¢ SINA, the érror‘in P,
particularly for highly dipping tracks is large.

The missing mass squared for an event is defined in Eq; 1V.4.

2 - - 2 o
§m = (b + B, - )_; B,) . V.4

where ﬁb is the beam momentum four-vector, ?c is the neutron or
deuteron momentum, and the sum is over all detected final state
particle momenta., The unshaded MM2 entries in Figs, IV.12 and

V.14 afe the uncut data, the light-shaded events have survived

the topology cut, and the dark-shaded events have survived the
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fragmentation cut. Figs. IV.13 and IV.15 show in greater detail
the events surviving the fragmentation cut kunshaded) and the
final sample (shaded) after the transverse momentum cutsSe

Of the 44 events satisffing the ifonization.mass determinations
and the 4C fit criteria of SQUAW, 28 passed the 3 kinematié cuts.,
The remaining 16 events were lost during fhe final cut. Note
however that we have neglected the strong correlatiph between'
longitudinal and transverse momentum, >By changing the momentum
magnitude of the fast outdoing track within the limits of the
. longitudinal momentum reséiution in Figs. IV.6 and 7 0;8 GeV),
311-16 events survivé the transverse momgnium cuts. )

In addition, the cutting program found only 2 events thétnA
did not pass SQUAﬁc Both were fit by SQUAW as thréeAconstraint
events, ghe mgmentum magnitude of the stopping track in each
évenﬁ being donsidgfed a poorly measured quantity. (6ne was a
“Vvery short stub with a large lgngéh eiror, the other a very long
stopping~track.that failed the K~Prong curvature éest‘ Sée Refs.
5 and 6 in Chapter iIQ These events will be iﬁcluded in the
final event sample, bringing the total numSer of events to 46.
A summary of the events is given in Table IV.1l. Using our
speétator médel, N1/3'of the spectator protons should be ;isiblef
The 4-prong to total event ratios of .34%,09 and .41%+.,12 for the

proton and pion beam samples are consistent with this figure.

3



TABLE IV.l

FINAL EVENT SAMPLE FOR REACTION IV.l

BEAM TYPE PRONG COUNT NO. of EVINTS .
P . -3 19
P 4 - 10
o 3 . 10
ot 4 7
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€. 'Cross Section Calculations

The calculation of the cross section for Reactibn IV.la is a
straight forward procedure. Throughout this analysis, 4-prong
events with visible stubs will be considered neutron target events,

regardless of the stub length, unlike in Chapter III, where

correcticas for stub visibility are made. - The cross section is given

by Eq. IV.5,

c(hd +hppr ) =m0 o w/ (g ¢ €p) o - IS
vhere ng is the number of fitted events,y is the microbam~—per—
event equivalence for the sample of events containing the ng
fitted events, eB,is the beam tagging efficiency and € the track

>qrganizing efficiency. The fractional error for ¢ is given in

-~

) Eqa IV- 607

ola) = | (any )é+<A)>2+(A / §2+<A / )2%
ar = ¥/ p u/u Ep/ep! T \BEp/Eq IV.6

The.fitfed event sample is discussed in Sections IV.A and~B;
‘We i;t AnF = n? o Using g(hd,N=4) values found in Table III.1,
ns the total number of scanned 3- and 4-prong events from which the
measured sample was obtained, and the fractions of proton and pion
beam events, fP and f“, for the 3; and 4-prong evénts‘as tagged

by the PNGP program,y may be written as

¥ = o(hd, N=8)/(n_ © £, .7
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vith the fractional error in u given in Eq. IV.8 .

@l = | (b hd, N=0)fo(hd, ¥=0))7 + (an_fn )7 + (af, /£,
| Iv.8

:

The error in n_ is n_ . fhe beam tag efficiency is ihe ratio of
tagged to tétal events processed by PUGP. We include 5- and
6-prong events in this sample in ordér to.minimize the error in
€ge (Tagging is independent of multiplicity.) The efficiency for
track organizing is discussed in Section II.G. -

The cross sections for thé réaction in Eq. IV.la are given
..in Table IV.3, and values of the quantities used in the calculations
are summarized in Tablé Iv.2. (An entryuin only the pd columm
implies that the entryiis used for both tﬁégprotbnraﬁd pion beam
~€alculations,) These cross sections for deuteron breékeup with
Vsingle pion producflon should be used as a lower limit only. |
Rescatter events will normaily not have é very slﬁw or backwafds
spectator-like proton. Therefore some of these ‘events were not
measured because they did not satisfy the neutron-target criteria

discussed in App. G. However, these missed events will not effect

the free neutron cross sections calculated in the next section.

'D."VFree"‘Neutron‘Target'and'Dissociaﬁion‘Crogs'Sections

The cross section for an unbound or "free" neutron target,
bn -+ hpr , may be calculated in two different manners. The first

technique (Method 1) uses only the fitted three-prong events which
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PARAMETERS

ke 4

o(hd,N=4)

a(hn,N=3) 1

B3

‘ Uy ib/ev

PARAMETERS

TABLE 1IV.2

USED IN CALCULATING o (hnhpr )

-2 gl
5.4 1741
12.8110.58 7.570.48

2769 353

(1037/1537) = 0.6740.012

6.860.36

| (3145/3732) = 0.84330.006

0.7980.070

19 .4
© 6.1740.37
' 706%27

©12.9710.94

28+5.3
28%5.3
0.94710.006

0.7920.019

. (481/1537) = 0.31340.012

8.7340.67

103.2

'3,8840.38

17.5611.96

164.0
1543.9
0.961 10.004

. 0.84820.026

Corrected for parts of rolls where chambers malfunctioned and
events were not included in the sample fed to SQUAW.
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L

have a slow proton and by definftion are not coherent events, A
microﬁarn—per-event equivalénce;'v3, ié calculated as in Eq.IV.7;
but using the free neutron target cross sections for 3-prong
events, o(hn, N=3), found in Table IIIL.S. Instea; of n_, we use
the total number of scanned threeepfong events in our event sample,
n3s, corrected for cohafent events using Eq., ITI.5. (The cross
sections are converted to numbers of events.) The mkcrobarn—per— .
event equivalence for free neutron target events is then u3 and

B

advantage of this method is that we do not have to concern ourselves

° u3/ (eé °'sT) is the free neutron target cross section. The

with rescattering. Our fitted event sample contains no rescatter

events because rescatter events will have an even-prong count,

and u3'is also calculated using just cdd-prong events. The major

A-  drawback is that we do not use all the fitted data at our disposal

by ignoring the 4-prong events.,

 In order to use the 4—prong events (Method 2), rescaﬁﬁer
events in the fitted sample cannot be used, as they are not the
result of a single target nucleon interaction. As previously
mentioned, rescatter e&ents will not have a readily recognizableA
spectator proton. In this case, bagkwafd spectator events may
safely be assumed to not have rescattered, Events where the slowest
proton is forward with respect to the beam but has a momentum less
than 300 MeV/c will also be considered to not have rescattered.

(The 300 MeV/c limit is 1aréer than 98.5Z of the spectator momenta

' according to our Hulthen spectator model of App.'G;). Only one
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event for each beam type‘for the fitted events could be considered
to have rescattered, each having a forward "“spectator" momentum
greater than 500 MeV/c., This is less than the 20% (14%) of all
pd(ﬁtd) events one expects to have rescattered, but és explained
in the previous section, rescatter events did not satisfy the
measuring rules at some institutioﬁs.

‘The cross section formula for Method 2 is given in Eq. fV.9

‘g(hn + hpm ) =’nhru/eTeB GR :‘-»f e ‘IV.9

G and R are the Glauber screening (see Afpo G).aﬁd rescattering
corrections respectively, and n . is the numbér of fitted 3-prong
: plus.non«rescattering 4—prongs'events; _The rescattering correction
is.taken to be (l—Frs), where Frs is the rescattering fraction
defined in‘AppojGo Using this method increases our stgtistics but
introduces the problem of recognizing a rescﬁtter event and .
correcting u as to rep%esent the proton + neutron Farget cross
section. |

In Table IV.3, the cross sections for hn - hpw are
presé;ted, ML and M2 denoting which méthod was employed. The
vesults of the two methods are equal and we therefore claim we
know how to correct for the rescattering contribution, in order to
derive the free neutron target cross sections. In subsequent
analyses, we will use the results of Method 2, which yields smaller
overall errors, ‘ . |

The cross section for neutron target dissociation can be



“*TABLE IV.3

. ACALCULATED CROSS SECTIONS

* . ““REACTION

pr+d+p+pt+p+T

1++d—>1r++p+p+1r"

p+n+prptw (M)

Ptun+yp+pta  (2)

w4 n+1r+_+p+1rﬁ (M1) -

A.ﬁ'++n-+1r++p+1rﬁ (M2)
p+un->pt (pr)

ﬁr+‘+ n -+ 1r+ + (pw )

CROSS SECTION ib

> 226163

> 221359
36694
381:82
26190

" 255471
381282

239 168
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TABLE IV.4

~ NON-CHARGE EXCHAYGE FRACTION FOR o (pnppm )

© & o~

10

THIS EXP.

* PLAB

GeV/e

£(0=0)

7.0 0.7020.012
11.0 0.744 40,014

12.5 0.7840.008
19.0 10.81920.015

28.0 " 0.880%0.040
97.7 > 0.917
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calculated using Eq. IV.9, if one uses only the target dissociation

events n_. contained in oo At lower energies, target dissociation

td
{non-charge exchange) events are selected using the minimum
invariant mass (MIM)S method of the minimum rapidity difference
(ﬂRD)6 method., The charge and non-charge exchange reactions are
i1lustrated in Figs. T.2a and 2b, |
The MIM method’associates the producea T wifh.eixher the
fast hadron or the slow proton, whichever yields the smallest
:invariant mass for éhe éystem. See Eqs, IV.10a énd_lOb.

h+n+h+ (pi) if M(pr) < Mo ) - . Iv.10a

b+ n > (hr) + p if M(pr) > M(ar ) . . IV.10b

" This criterion may nnt be valid.in.the pion béém samplé as the mass

of the pion beam is chh.smaller tﬁan the mass of the slow proton,

 but the large séparation of the target and beam frégmentation regions
.at our energy, makes the mass difference unimporgant.

[N

The rapidity of a particle is given by Eq. IV.11,

y =1/2 1n (g /(E-p,) T wan

Though not a lLorentz invariant quantity, the difference.-of rapidities
between two particles is invariant along the direction of the

transformation. Instead of using the invariant mass, we use the

L
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rapidity differences fo define .the hr~ and pn systems in
Eqs. IV.10a and 10b. | |
From the entire fitted event samplé, only one pion beam
event Is found satisfying the charge exchange requirement of
Eq. IV.10b, vsing either the MIM or MRD method. The.non-charge
exchange fraction for the pion beam cxuss—sectioﬁris C938i.d61)ahd -
8 lower limit of .917 (90% confidence ievel) is given for the
proton beam cross section. In Table IV.4 we list the non~charge
exchange fractlons for the reaction pn-+ PP measured in this
experiment and in experiments at 1cwer energles° Our value is consistent
with the increase of the fraction with energ§ as seén in the - . |
results of the other experiments.
?or the proton beém events n_, = n__ as no charge exchange
events weré found, and ng = 15 ﬁas used for the pion.beam sample.
The neutron dissociation cross sections (Reaction IV.1b) are given
in Table IV.3. It is interesting to note éhat thé ratio r

R

X = a(i+n -+ f+(pﬂ~))/d(pn > ﬁ(pﬂ—)) = ,627+,140 Iv.12

is very close to the ratio of total ﬁ+n and pn cross’sections,
of(ﬁ+n)/cT(pn) = ,616+.002, calculated from the total cross sections
given in Ref. 4, In analogy to the similar scaling of inclusive
vcross—sections as discussed in Séction I.C, the scaling of the above
exclusive cross sections indicates that any model used to describe
" peutron dissociation should be factorlzeable. Finally, our value

for the cross section is higher than but not inconsistent with



isospin exchanged and I is the iséspin of the produced N

17

values betueen 260 and 280 yb measured by Biel™ 1iIn the same

/

energy region.

E. The Energy Dependence of pn + p(pm )

The cross sections for the neutron dissociation in Reaction

IV.10a and the charge symmetric nucleon dissociation

ptp>p+ (on) | . IV.13

have been measured over a large range of incident beam momenta.

For direct compérison, the cross section for the charge symmetric

dissociation should be divided by 2 as either proton could
dissociate, Figs. 1V.16a through 16cvgive a convenient representa—/
tion of the ampliﬁudes that are responsible for the above reactions

and single pion production in any nucieon~nucleon collision. The
I ' )
symbol MI? will be vsed to represent the amplitude whﬂre_Ix is the

lﬂ system.

For example, diffractive proceSses would be contained in the Mg/z

amplitude, whereas ‘A (isospin 3/2) production would be contained

| exclusively in the M%/Z amplitude.

It was shown by Koba, Mgllerund and Veje20 that the three
isospin amplitudes squared and the three interference terms,
integrated over the available phase space and summed over helicities,

are uniquely defined by the seven independent nucleon-nucleon

_ veactions for single pion production. See Eqs. IV.l4a through l4g.

Che heli;ity summation and phase space integrations are implicit.)
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v ) .2 . B

o, = alpp + n(pﬂ+)) ='3-Iﬂ%/21 o o IV.1l4a
6, =atp>p 20 Lyt i1l g2 rv.14

2 =olep e 3 M2 T3 M T3 +14b

o, = alpp » (ﬂ;’)) 1wl it 42 12 CIv.lbe

3 = olee r el ) =3 =3 Y35l V.Lhe

o, = af —»(n"))=?:‘{4° ;ll -'-1-1}412 .‘.IV14d
% = ten 7 R 3 M Y3 -3 -
- L2, Ml 2.
,65=0'(pn—>(p1r )pl =—2—i-! 2Mi/2+ 3/2' N.J.l&é
0. =a( + ~(“0.)) =1 +-1-ui +'_2‘M1 iz | v.14

G = olen 7 plam)) =3 Wy *3 M T3t - IV

| oy_\ _ & 1, 2
0’7 = g(pn #+ (ov )p) = 27[ M‘l'/z - M3/2l .‘ . IV.ll;g.

The notation N1N2 +-N3(N4ﬁ) associates the produced pion with nucleon

N40 Unfortﬁnatel&,only oy through Og were measuiable by bubble
chamber techniques at lower energies,as T and c7ihave too many
undetéctable neutral particleé in the final state, Five ofhthe
amplitude terms can be empirically measﬁred as a function of the
rema;ning term. Refs., 7 and 10 studied the energy dependence

of the amplitudes and interference terms as a funétion of

w4 = Re<Mi}2 }3/2>. .It was argued that L should be approximately

0.0 because of the very different mass distributions of the igospin

'1/2 and 3/2 states, and as a result, empirically found that
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* '“1.87 . - .o :
my 2|15, ~e < -+IV.15a
~ _ 2. 337 ‘ I |
:.'“ml= !1‘%/2' '\oPI!E . ) . ".’.IVole
- 0 , 2 - -0.33 = - '
mg = l M.L/Z' ~ P ap DU . XV.15c
.0 .
mg = Redl ), 1 /27 0.0 V. 154
‘m. = reEa®, ML, > <0.0 LAV.15

‘“Here p,,. 1s the effective beam momentum in the LAB. " As a function
-Of energy, M03 approached 0.0 with an increase in energy and at
28 GeV/c was down to only 102 the size of mye We note the charge

-exchange amplitudes my and m3 fall rapidly with energy but that m,

- amplitude, conta:mmg diffractive processes, has a much slower
.-energy dependence. The data used in obtaining Eqs., IV.15a through
~15e were all at a Ppap less than 30 GeV/c, except for one point in

- :the ISR region19 used by Ref., 10 in their analysis.

©

" In our energy region, we expect o, ‘and O to be dominated

by my. The energy dependence of the remaining terms will make

. them negligible., Indeed, if we look at the (pw ) mass
-distribution in Fig. IV.17, we see events clustered between 1.25 and

1,50 GeV/c, well above the A(1236) isospin - % region, and near

* .
~the N (1470) isospin —% resonance,

We plot the cross sections for oy and 0'44 as a function of
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-y

of 7 GeV/,

Prap
measured with deuter{im heams or -targets have been corrected for

in Fig. IV.18 for all data now availahle. Cross sections

Glauber screening (if not already done so) and rescattering to
obtain a free neutron cross section. We use a value of G equal to
95 as G has been found to be constant down to an iﬁcident momen tum
4,7,10 The rescattering fraction for pd events, F£s~='2’
is constant above 28 GeV/cll. We then naively correct all

deuFerium data using R = lfFrS = .8. The summary of the values

plotted and their references are giveﬁ in Table Iv.5.

‘The energy dependence of the cross section was fit to the

- functional form c—Ap . The best fit ylelds n = 0,410, 04 with a

xz of 74.1 for 21 degrees of freedom.- Our value of n is larger

than, but consistent with, values of (0.36+0.05) and (.30+0.07)

for the exponent of the m_ term from Refs. 10 and 19 respectively.

0

In order to study the sensitivity of the slope n to our rescattering

corrections, we have done the same fit, but using uncorrected

deuterium data, We obtain n = (.33+ 04) for a X2 of 97 6 close to

previously quoted values yet still consistent with our overall

result,

One might argue that we should restrict our fit to higher

energy data vhere the m; term will surely dominate. Fits using

data taken at 19 GeV/c or 28 GeV/c and greater yield, the same
value of n, However,.tha energy dependence of the cross section
sbove Piag = 40 GeV/c may flatten out. In particular, if one uses

only data aﬁove 28 GeV/c, one obtains a much smaller value for n,
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1

TABLE IV.5

CROSS SECTIONS PLOTTED IN FIG IV.18

GéV/c.‘ ‘ Gﬁlr;

REF. PLAR
12 (pp) 6.6 147095
7 (pn) 7.0 1026 #105
7 (pp) 7.0 . . 13502300
8 (pn) - 11.6 .. 763%75
13 (pp) 12.0 -+ 985#00
9 (pn) 12.5 685162
14 (pp) : 19.0 , 685 375
10 (pn) ‘ 19.0 o 655139
6,15 (pn) 19.0 A 765321
13 (pp) : 24.0 . - 75590
6,15 (pn) 28.0 - 729 241
16 (pn) . <40.0> - 3854190
16 (pn) <50.0> 290420
16 (pn) <60.0> 285360
.17 (pn) <85.0> . 26039
THIS EXP. 97.7 . . 381182
17 (pn) <140.0> - 282138
.17 (pn) <180.0> ' 289 35
17 (pn) <208.0> - 28582
17 (pn) <235.0> T 299131
17 (pn) <265.0> 3049
18 (pn) 729 .0 . 239 359
19 (pp) 1079.4 - » 200155

The (pp) cross sections used here are % the to-

tal cross section values.



n= .07, ‘This might suggest that in this energy range the cross
section is almost entirely diffractive, i.e. it shows little
dependence on energy. We note that for p . > 40 GeV/c, the data

are dominated by np experiments.

F. Conclsions

Using bubble chamber técﬁniques aﬁd a'deuteriuﬁ tafget, ﬁe
have successfully extracted a free nmeutron cross section for the
reactions pn ~+ ppw; ana n+n +-v+pu-, .The cross section for the
proton beam reaction is seen to have a ffactibﬁal cbnfribution frgm
non-charge exchange proiesses consistent witﬁ the rise'of ihis
contribution at lower energies. In additibn, the ;bsolute value
of the cross section for neutron dissociation is consistent with
eross sections measured in the same energy range usiﬁg neutron
beam techniques. If the energy dependence for this cross section
is parametfized at Ap“n, we obtaiﬁ an n equal to ;41; but the fit

[ 4

is poor.

The fitted value includes new data at Fetmilab17 and ISRIS

eneféies and significant corrections to the deuterium data to ac—
count for rescattering. The poor fit for n is caused by'g possible
change in energy dependence above 40 GeV/c. Data in this region
suggest a more constant cross section, and more accurate measﬁre—
mentg, particularly in the region from 30 to 70 GeV/c, would help
clarify the exact nature of the energy dependence at this cross

section.
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'V. SLOW PROTON PRODUCTION

The production of protons slow in the LAB will be studied

in this chapter. Absolute cross sections for the reaction

are measured uéiné new 100 GeV/c data from RUN 3 and 400 GeV/c data
from RUN 2. The diffe;entiai cfoss sgctions are presented and
discussed in terms of a Mueller-Regge formalism with explicit
isospin exchange. Protons produced.froﬁ neutron’dissociation in

a (p7 ) system should not be included in the Mhallef—Regge analysis.

We theieforestudy such contamination, A specific model, a

' Réggeized—OnefPion—Exchange (ROPE), is shown to be a poor

approximation of the slow proton data if one assumes the off mass~
shell correction parameter to be 0.0, If the parameter is not zero,

as suggested by Bishari,l the ROPE model will not describe the data

at 8110

Ao Absolute Cross Sections

The absolute cross sections for Reaction V.1 were
calculated using the Stony Brook and Fermilab data sampleé from
RUN 2 and RUN 3. The formula for calculating the cross section

is written as
{

G(hn'+ pX) = o(hn, N>3) - f 4 V.2a
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" ferred between the target and slow proton, be iess than 1 GeV.

Aothn + pX)/ o(hn > pX) = [’(Ad(hh,NZ;)/ U(hn,N3§))2

5 T 172 A .

+ (a£/£) ] | S V.2k
vhere o(hn,N>3) is thé inelastic hn éross section for events with
3 or more prongs and f£f is the fraétion of the neutron targeﬁ event
sample with a slow proton (p<l.4 GeV/c), excluding the spectator
proton. The cross section' for slow protons produced from l-prong
neutron target events has been neglected in our experiment but
will be shown fo be smallvat Fermil;b eﬁergieso We require that

Itl, the absolute value of the square of the four-momentum trans—
' 2

- (The target momenta are defined using the impulse spectator model of
.App.G). This value of [t‘ is less than the maximum values of |
1.2 GeV2 fior a 1.4 GeV/c‘proton with a neutron targetvat rest, and
bllbl ée.V2 for the same proton with the neutron tafget having a

" momentum of 120 MeV/c in the beam direction. The Fermi-smearing

of t will therefore not affect the absolute cross sections
measured, |

The total hn inelastic croés sections may be obtained from
Table III.5. The l-prong estimates may be subtracted to obtain’
o(hn,N>3) and the error on the total iﬁelastic cross sgction is
vsed for Ac(hn,N>3). To determine f, we define n,, the absolute

cross section sample, as all odd-prong events plus even-prong

events with spectator protons tracks less than 5mm in length. -The
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most "backwards" proton, as described in Section IV.B, is
considefed the spectator in even-prong events. This sample
contains only non—fescattering neutron target events and iﬁ is
then appropriate to use the free neutron cross sections,
o(hn,N>3), in the cross section calculations. However, there is
some coherent event contamination to tiils sample, i.e. hd +'dX
from 3- through 6-prong events. This is a result of the measure~
ment of all neutron target type events with these multipliciﬁies,
regardless of whether there was a slow (p<l.4 GéV/c) non—;pectator
track. Using the coherent cross secfioﬁ esti;ates in Ref. 2, we
find.that less than 37 of either the pn or ﬁ+h total sample is
coherent and this contamination will be negleqtea. |
All events in n, with a slow non—spectator.proton such that

|tl is less than 1.0 GeVz, will be included in np, the number of
slow protoﬁ events., Hence, £ = np/nA. There is no cbherent
. contamination to np, as there is an identifiable broton in the

event besides the (invisible) spectator proton. 0dd-prong

coherent events won't have a slow profon and even-prong coherent
eveﬂks won't have 2 identifiable protons.

Both n, and np are weighted numbers of events, reflecting

the processing efficiencies for measuring neutron target type events.
Table V.1 contains these processing weights and shows that these
weights are close to uniéy. In Table V.2, we give the values of

o(hn,N>3), n, and np used to calculate the inclusive cross sections

A
for Reaction V.1, also given in the table. From Ref. 3, we obtain
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TABLE V.1

ABSOLUTE CROSS SECTION PROCESSING WEI GHTS

=

NNNN&NH&MMMMMMHH : .
NMBWNHOYVOHONAOUVMDWN=OWONONWN W

~ RUN2 (400 GsV/e)  "RUN3 (100 GeV/c)
SUNY

1.016'

1.021
1.005

" 1,014

1.000

- 1.000

1.000
1.012
1.000

- 1.011

1.029
1.024
1.014
1.048
1.053
1.094
1.000
1.142
1.000
1.000
1.111
1.000
1.000

- FNAL

1.000
1.000
1.005
1.003
1.008
1.003
1.003

~1.000

11.007
1.000
1.014
1.000
1.029
1.000
1.000
1.000
1.024
1.000
1.000
1.000
1.167
1.000
1.200

et b bk et b fd et et et et e

‘SUNY

1.064
.056

.072
.027
.048
.026
.050
.076
.136
097
.085
1.052
1.227

114

5

FNAL

1.000
1.025
1.011
1.010
1.020
1.020
1.000
1.000
1.000

.1.000

1.000
1.000
1.000
1.000

s
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PARAMETER

o(hn,N>3) (ub)

o(hopX) (ub)

"o(hnrp¥ (b) RUN1

<g(horpX)> (ub)

a’
P

u (b/ev) -

- TABLE V.2

PARAMETERS FOR CALCULATING o (hnpX)

0.196+0.015 0.17720.005 -

. .100 GeV/c
+
™Tn pn
19.5530.15  29.0720.44
1130.04 674.40
199.98 132.06
"0.177+0. 11
3.4630.22 5.69 0.44
3.910.3 - 5.7%0.3
3.610.18 5.7020.30
673226 875 30
5.48320.36 6.5110.36

' 400 GeV/c

'21_1_'

31.24.2
5896 .84

1044.44

2.5230.26

5.5230.26

159240

3.4720.18
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100

the slow proton cross sections previously obtained from the data
of RUN 1, The weighted averages of the 100 GeV/c cross sections
will be used in the subsequent analysés of the 100 GeV/c data.

The inclusive cross sections for proton production from a
neutron target, have also been measured for protons apd pions incident
at 195 GeV/c.8 Values of (5.15i0;25) b and (30410.35 mb are
quoted ([t]<1.0 GeVz) for the proton and pion beam samples
respectively, which are siightly lower than our cross sections af
.both 100 and 400 GeV/c. The value for the slow proton prsss
section from l-prong protontbeam events'is (0;62£0.014) mb,
showing this contribution to the total inclusive cross section_to
" be negligible at Fermilab energies, (Ref. 8)

At a beam momentum of 11.6 GeV/c,9 the pn -+ pX cross éection
was found to be (S.lfg:i) mb, for itl<082 GeVz. If we make the

same t-~cut, our cfoss~sections are (5.34i0.25) me and (5.15+0.23) mb
“at 100 and 400 GeV/c, equal to thé cross section at the ﬁgch 1owér

energy. The inclusive cross sections exhibit very little energy

depeadence. This will be discussed further in Section V.C.

-

B, The Total Event Sample ‘and Differential Cross Sections

To study the kinematic distribution of évents, we will use
& larger slow proton event sample, nég‘ Included in né are events
from all collaborating institutions for all RUNS, that are either
odd-prong events with a slow proton or even-prong visible
spectator events with a slow proton. .The‘visible spectator may be

either forward or backwards with respect to the beam direction,
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but must have a momentum less than 300 MeV/g.. The number of events

(np) and p, the microbarn-per—event equivalence, are given in

Table V.2 for the 100 GeV/c pn and f+n and the 400 GeV/c pn total

samples. | . " o J )
Figures V.1 through .4 display the slow proton cross section

as a function of t and t’, where t'= ¢ = tmin’ The'minimum:~

allowed value of t, discussed in App. A, iIs calculated using Eq. V.3.

-

t 2(E”‘.E*”*'"‘+2‘+2 w3

The t and p subscripts ‘ndicate target and proton variables

respectively., In Fig. V.1, we present dc/dt as a function of t.

The similarity in'shape of the hn cross sections implies that the

t-dependence is independent of beam energy and type. Also shown

is the t-dependence of the cross section for slow proton
production from pp collisions at 400 GeV/c from Ref. 3. At small
values of t, do/dt falls off faster for the pp data, indicative

of the diffractive nature of the pp processes in this region of

phase space. At large t, theré is still a difference in absolute

values between the pp and pn cross sections, This perhaps
indicates differences in the protbn-production:procéséiou;side;tﬁe
PP =+ pX diffractive region at ﬁhase space, |

The uncertainty in t for any t-bin is dominated éy Fermi-
smearing (App. G) and not our measurement errors, which are small

for particles slow in the LAB. See App. E. Using a Fermi-
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smeared ROPE model as an approximation of the data, discussed in
Section V.D and App. F, we calculate our resolution At to be

2 and .057 GeVz. These numbers correspond to

between 016 GeV
the error in the lowest and highest |t] regions, The resolufion is

better than the bin width of the smallest (.1 GeVz) t-bins used in

. -our analysis,

Restricting our attention to the region M2/s<.2, we may
directly compére our résuits with those of the deuteriﬁm gas jet
experiment of Ref., 4, Fig. V.2 shows do/dt for our data in this
vegion. The straight lines ﬁave an éxpénenfigl sloﬁe of 1Q’and ére
normalized to the areas under the pn and v+h data poiﬁts. The
fitted slopes fo? the 100 GeV/c n+n and pn data were (9.55:1.07) and
(9.12+0,85) GeV—Q witb.aj?per degree of freedom of 0.65 and 0.33
tespectively. The slope for the 400 GeV/c data was found to be
(10,57+£0.68) Ge'\l_2 with a x2/d.o;f. = 0,25, Wifhin.errors,,the
cross sections have the same t—-dependence inbthis\M?/s region. .A
slope of 8 is roughly estimatéd in Ref, 4. Both this slope aﬁd
ours are markedly steeper than the e6t dependenée for pp » pX
teactionss’6 for incident momenta from 50 to 400 GeV/c. (A cut
is made at very small Mz/s in the pp data to eliminate eveﬁts in
the diffractive pp peak.)

The t/ plots are presented in Figures V.3 and V.4. The
use of t’.eliminates the effects of the tmin boundary at large
M?/s. Compare these figures with Fig. v.1l. vThe hn -+ pX cross

X bt/ ‘
section may be fit to the form e =~ over the entire ¢ range; the
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best fits to the 100 GeV/c data are given on each graph. The
best £it for the 400 GeV/c data 'yields b = (5.07£0.14) cev2., A1l
'vglues of b are equal within errors. ‘
The M2/s dependences of the cross sections for Reaction V.1
aré displayed in Figures V.5 through .7. (The 100 GeV/c pn.
éross section has been calculated in'szs bins off-set by 1/2 the
bin width for display purposés.) Again using the Fermi;smeared
" ROPE model, we may estimate our M?/s resﬁlutién, It is found to be
" a function of t. The biggest uncer;éiﬁty is A(M?/s) = 0.025 in the
- 1owest]§[ bin, This is 1/2 of our plotfed bin width, Our o
| calculated resolution is actually a lower limit, Eirstlf, we
have neglected measurement errors which significantly contribute
'Vto A(M?/s) at-high.Mz. Secondly, this estimate does not e#plaiﬁ
theblarge negative Mz/s spill-over in Fig. V.5 through V.7. |
-'~T£e 100 and'AOO GeV/c cross.sections in Fig, V.5 scale with
respect to les over its entire range, and are c;nsistent with.the
bubble chamber measurements at 195'GeV/c of Ref. 8. The low M?/s
difﬁ;active peak, characteristic of pp -+ pX data, is absent. See
Fig. V.7 for a comparison at M?/s dependences of the PP and pn
cross sect%pns at 400 GeV/c, As in the dg/dt compérison~outside
the diffractive pp + pX region, there is a difference in shape
and absolute value between the two créss sections. A 127 difference
in the absolute values can be attributed to the higher allowed |
momentum transfer (]t[<1.0§ CeVz).in the pp data plotted. However,

this does not account for the difference in shape and the total pp
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cross section excess,
The ﬁfn cross section in Fig., V.6 is.seen to have the same
form as the pn data, and Fig, V.8 shows that the ratio of the

pion to proton beam inclusive cross sections is constant with

_respect to M.2/s° It is roughly equal to the ratio of the total

cross sections. The ratio of the 100 to 400 GeV/c pn + pX cross
sections is illustrated in Flg° V.9 and is about 1.0. The above

scaling suggests that »he productlon mechanlsms are energy

+ dndependent and independent of beam(type.

" The cross sections may also be studied as functions of

M?/s and t simultaneouslf. Figures V.10 through .12 show the

H?ls dependence as a function of t, The average value of ~t (<—t>)
is given near -each set of data points, The curves in Figures V.11

and .12 are predictions of the Fermi-smeared ROPE model; Those in

Fig, V;lo have beén drayn to guide the eye and are not model

predictions. (The total ww cross section is needed to apply the

ROPE model to pion beam data, and it is not a directly measurable
quantity.) We observe that the data in each t-bin has roughly
the ;ame shape for the different cross sectionso.bln.Figureé V.13
and .14, where we have plotted both the 100 and 400 GeV/C' |
pn = pX dat;, this effect is more strikingly seen. These cross
sections scale with respect to M2/s and t together. This is a
much stronger statement of scaling than the previously observed
scalings of the integrated.cfoss sections with respect to‘les

and t separately. A comparison of the ﬂ+n to pn cross sections
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made In the same manner, shows scaling in the ratio of
d(ﬁ+ﬁ + pX)/ a(pn -+ pX), as expected from’factorization of the
scattering amplitude,

The scaling has been observed at other energies as well. We
present our.results with those of‘Ref. 4 in Mz/s and t regions common
to both experiments, See Fig.'VoiS o The cross sections froﬁ

~the 2 different experiments gale nicely over a large range of
. beém momenta f;om 50 to 400 GgV/c. As our ﬂ+n to pn cross section
. vatio satisfieg the faétorization hypothesis, and strong interac-—
tions are isospin invariant, we expect éhe cross section for
PP * nX to equal our pn - pX cross section, ﬁowever; ISR
measurements9 of the charge symmetric reaction are smaller by a

factor of ~v1/3. See Fig. V.16,

‘Ce 'Mueller-Regge Analysis

‘1. " "Energy Dependence and Trajectories

In Appendix F, the Mueller-Regge phenomenology is briefly

outlined. A general expréssion, Eq. V.4, is giﬁen for sdcr/dth2

in the triple-Regge limit where M?.+‘w, s/M2*¢w and s, M2>>t.

. ‘ ai(t) + oy (t) aK(O)
sdo Jatdre -1 Z 6341 (®) (s /M%) o) V.4
1k |

The a's are Regge trajectories and G,,, (t) contains the t-

ijk
dependence of the triple~Regge couplings., We may integrate Eq. V.4

over M?. The lower limit is mz, the mass squared of the beam particle,
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and the upper limit is cs, assuming the upper limft for Mz to

be' proportional to s. The resulting do/dt is given in Eq. V.5

' , ak(O)—l '
dofat = Z [Gijk(t)/ 5(1;)] 's Vs
where
's(t) = o, (0) ‘“i_(t) - aj(t) + 1 N . V.6
and ¢/ = cs(t). The lower limit may be neglected as long as

6(t)>0, which will bé true in our physical t~region for i, j or'k
being the pomeron (g),n or p trajectories given in Eq. F.15.
Therefore, the energy dvependence of do/dt is determined solely by t
'the identity of the- k-reggeon. Integréting ‘over ﬁ does not effec;t

the energy dependence, and we may write the following results: .

a n~ constant ifk=pP ' V.72
. , )
on 1/s* if k = p/A2 V.7b
® . a 1/s ifk=n1q . ' V.7¢

" The constancy of the hn » pX cross sections throughout the
Fermilab energy range indicates the dominance of ijP terms in
Eq. V.4., where uP(t) is assumed to have an intercept of 1.

A detailed study of the contributions from different triple-

Regge couplings to high energy inclusive reactions, has been made
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by Field and Fox.10 They were unable to get a qualitative

estimate of the importance of the interference terms, where i# j.

For simplicity we assume a_ and a, to be the same trajectories.

1 8n¢ %y
It then follows that the double differential cross section in

Eq. V.4 becomes

2 (t) - (0)

sdoJatd? = Zc (t) (s/Mz)

where o (0)

If any one exchange traJectory @ domlnates the s/Mz dependence

uill reflect this dominance, and we then try to fit our data to

the form. e - ." .

1—2a (t) . o
: sdo/dth v (e /s) | o Ve

vhere uE(t) is the effective trajectory.

-2, " 'Protons From Neutron Dissociation

In the above analysis leading to our decision to fit the
data to the form in Eq. V.9, we have assumed that an "isolated"

proton is prdduced via some charge exchange mechanism, See Fig. V.

17a, However, in Chapter IV we have shown that 3- and 4- prong

‘proton beam events have a .3mb cross section for producing a slow

proton in a (pﬂ“) system from neutron dissociation. This process
involves no charge exchange, as i1llustrated in Fig. V.17b. One

would hope to be able to isolate these events from our charge

V.8
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exchange data, regardless of multiplicity,

Using our entire 3~ and 4-prong neﬁtron taréat (proton beam)
event sample at 100 GeV/c, we have plotted the invariant mass of
the (pr ) system in Fig. V.18. We require both particles to be in
~ the backwards CM hemisﬁhere; A peak is seen in the A(1236) regionm,
corresponding to an I=1 isospin exchange;'and the majority of the
remaining events are in the N* (1470) region. Fig; V.19 shows the
square of the.mis;ing mass recoiling fro; theb(pﬂf) system. A |
low mass peak is clearly seen and evenis in this peakA‘

(MM2<12.5 GeVz) are defined to have an unambiguous resonant (pﬂ‘) .

.system, which was produced by neutron dissociation. An sdcr'/dth2
-plot is then made for these events, where les and t are
calculated from the sloﬁp‘roton° See Fig. V.20, (The errors oﬁ
the inaividual da?a points are large, on the order of 25%). It
was hoped that these dissociation events would be found at large'
H?Is values for each t-bin, as M2 would be large for & syéteﬁ
with a slow 1 and several fast other particles, Unfortunately,
a clean M2/s cut cannot be made on the data in Fig. V.20 and

. these events are included in the analysis,

3.7 Extrating the Effective Trajectory

An explicit attempt is made to account for the Fermi-
smearing of the data when fitting for the éffective trajectory.
To do this, we have Fermi-smeared the‘sdo’/dth2 form in Eq., V9,

For any particular a, we begin by generating a target

momentun using a Monte Carlo prograﬁ that reproduces a Hulthen
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targei distribution. Using this target momentum and the measured
beam momentup,s is calculated and a physical‘M? and t region can be
defined, Values of M2 and t are chosen as to uniforﬁly populate
this M? and t region, and these values uniquely define the slow
proton momentum in the CM, up to an arbitrary azimuthal rotation
about the beam., This azimuthal aﬁgle is uniformly generated;
because it is needed to recalculate the kinematic vériables for a
stationary target as dcne below. Each generated Monte Carlo event

1-2a

is given a weight proportional to sdo/dth? (W-(M /s) ), and

' can be plotted at the true V31UES‘0f M /s and t,

In our experiment, however, the spectator proton is generally'

not seen if it has a momentum less than 80 or 100 MeV/c. As we
assume the target to be at rest in these situations when processing
the dafa, we recalculate sy & and Mg in the same fashion, using
a target at rest, The Monte Carlo event is then plotfed.with.'
;he.true cross.seétion weight, but ét the émeared values 9f Mi/s

‘ and to. This smears the sdd/dthz'form of Eq.'V;9.

The Fermi-smeared sdG/dthz distributions are then fit to a-
quad;afic polynomial for each t-bin., The fit, F(M?/s,<t>lq), is
made only over the range of M?s corresponding to the range of the
‘data that will be used, and is normalized to unity. We.identify’?
as being a normalized probability distfibution'for.the’chosen

value of a. A summary of the t-bins and corresponding MZ/s rangés

is given in Table V.3, The minimum M2/s cut at 0.02 ensures that
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TABLE V.3

t &AND }?/s CUTS

. <;t>* mtmin | -émax (les)mi;l ‘ (les)ma:x
'1_0.057 0.02 0.10 . 10,02 . 0.20
0.147  0.10  0.20 0.0 0.3
0.263  0.20 0.3  0.02 '0.38
0.418  0.33 0.51 0.0z - 0.45
~ 0.618 051 073 0.02 o2

0.857 0.73  1.00  0.02 - 0.58

® . A :
All values for t are in GeVZ, and the mean value

for -t is that of the cowbined 100. and 400 GaV/c-

- pa*pX data.
TABLE V.4
- FITTED EFFECTIVE TRAJECTORIES
. ‘ . 2
DATA a . b x /d.o.f.

pmpX, 100 GeV/c  0.2730.07 1.1810.16 1.45
pnopX, 400 GeV/e — 0.25%0.06 1.0320.13 1.93
prp X, ALL 0.2630.04 1.0720.18 - 1.18

wtprpX, 100 GV/c  0.2920.08 0.98:0.18 2.05



Hz be at least four times larger .than .the maximum value of t.
The maximum cuts restrict us to.a rectangular region of phase

space for each t-bin below tmin

thus negating the effects of the

t o boundary.

For 6 different t-bins, curves were generated for a's ranging

from -1 to +1 in steps of 0.01. For each t-bin and value of «

. we may use the normalized probability function to calculate a

maximum 1likelihood'' as in Eq. V.10.

3

The symboi X represent;s the tétal data set as a fun.ction of les
for a particular ;t>, and Xi is one particular observation (evenr;)
in that set. .As shown in Table ITI.1, the processing weights for
the data are close to unity and ail events will be con:sidered to-
bave unit weight, The value of a:with the maximum value of :12,,

o ax® is the mc;st likely value of fhe Regge traj‘ectory at‘:.~ t = <t>.
| If the distribution of L(XI a) = log Q(X!u) is paraboiic with

respéct to ¢, it means that l(}da) has a Gaussian shape. We then

take the error in a to be
: max

Ao = amax o= al/?. | V.llz

where

. ¢ ' . 1 . .
. 1oy NE Lila ) -5 . - V.1l1b

¥ ('X'la) = :IE F(X, |o) o S RALE
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This is equivalent to choosing ; 68.3% confidence iﬁterval~
For a‘non-paraﬁolic L(XX&), this estimétéléf the error can be
shovn to be appropriate as long as L(X/a) is contfnuous and has
only one maximum in the a—region of interest, |
The values for ama# are plotted at Fﬁa average values of t
taken from the data. The deviation of <t> due to Fermi~smearing
was found to.be negligible, The resulting effective trajectoriés
" for the pﬂ + pX dafa from this experimené are shown in Figs. V.Zia
and V.21b, The straight lines through the datg are the results of
Jeast squares fits of the form a=$ + bt. These are summarized in
Table V.&. The fact that the 100 and AOO.GeV/c beam moﬁentum'
trajectories are equal is to bé~¢xpected.6ecause of the scéling
bbeXhibiteﬂ By the data with respect fo leé and t. The trajectory
_; for the 100 and 400 CeV/c pn dafa:together is given in Fig. V.2lc.
Thé pion beam data yield a similar trajectory. This further suppotts
.the idea that the scattering amplitude factorizes intoktwo functions
depending only on the particles coupling at the beam and target
vertices separately as in Fig. V.1l7a. |
MostAimportant, the intercepts of the trajectories are non-
zero. A zero intercept and slgpe of 1.0 would indicate the dominance
of pion exchange in charge exchange reactions at Fermilab energies.
The trajectories have intercepts lying between thebp/A2 and
trajectories, and have a glope consistent with 1,0, See Fig. V.22
for the pn data trajectory. This contradicts the conclusions

of analyses done in Refs. 7 and 8, where pion dominance was concluded,
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* though the shapes of the M2/s distributions were consistent wibh

ours. ’ o

‘Do * 'The 'ROPE Model

In previous work}z at 100 GeV/c, we have compared the ROPE model
(App. F) with our pn + pX data. For our réaction we use the
form of the cross section given by Bishari.l
R sdo/dth2 =1, _gf_ « a ( )7- e a‘t‘(t—mz)‘
‘ 4n 4w T "P . xp w

. V.12
20 (£)-1

e e

 Eq. V.12 is exactly Eq. F.18, where‘ the I;eam particleﬂis ‘now a i
proton, the targgt a is a neutron, and c, the slow outgoing particle
in the target fragmentation r.egion‘, is a proton. It is identical |
B ) tﬂe triple-Regge prediction with just 1r1r2 and 7TR terms.

If the off-mass shell correction parameter a is ‘.assumed
to be 0, Eq. V.12 gives a fair quantitative prediction of thé | .
data-in Figs., V.11 and .12, The formula is Fermi-smeared, in a
procedure similar to thaﬁ described in the previous section, to
produ;:e the curves. While doing the smearing, we have calculated
the r.m.s. and average deviations between the "true" and smeared
values of Mz/s and to". The r.m.s. deviations are then used as
estimates of our experimental resolutiﬁn for Mz/s and tx. For
o(up), we uge the parametrization b + cM, where b =22,48 mb and

€= 17.16 mb/GeV, For g, the W-n-p coupling cohstant, we use a value
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tuice that of the pp coupling constant, because of isospin
considerations, Therefore, g /4Tr 29.0,

On the other hand, Bishari.suggestS'likely-values for a to
-2

‘1ie between 4 and 6 GeV . In this case,at larger and larger values

of t, the cross section given by Eq. V.12 would £fall too rapidly and

_ be inadequate in describing the large dzls data. The 1nc1uqion of

kgg.and RRR terms, e.q. p/A2 trajectories, would help eliminate the
€ross section deficiency. We therefore‘contend that while tﬁe
ROPE model with no off -mass-shell correction can approxim;te the
datﬁ to some degree it is not a érétf‘éf'pioh~éxchange dominancé.

-

' The best descrlptlnn.of data was found to not have a pion trajectory.

’ Furthermore,.the effectlve traJectory extracted in Section V .C

. does not repreSent any’known isospin exchange trajectory, and is

at best the result of a ﬁixing of_the T and P/A2 trajectory

contributions.,

.‘t;"CEﬁtluéioﬁé

Fhe absolute cross section for the ‘production of slow

" protons from a neutron target has been obtained for both pion and

proton incident beam particles at 100 GeV/c, and for ﬁroton beams
incidént at 400 GeV/c,‘ The cross sections are seen to have little
energy éependence when compared with.cross sections measured at
other energies, They are also faund to scale as a function of M?/s
and t in the ratio of the total inc1u51ve cross sections. Im an
analysis of the proton beam data in terms of a general triple—Regge

model, an effective Regge trajectory has been extracted.



The trajectory of a(t) = t +'0.25 extracted is not a.piori

trajectory, and showa-tbat'athigh eﬂéfrgiﬁ$"protbp.f'prodﬁétion from a

neutron target is not dominated by pigh exchange. This contradicts

the .conclusions of:' the analyses of( other experiinénts at high

energies, though their data is similar!in shape, if not in

absolute normalization, to ours, We believe that our analysis has

been the only one sensitive enough to accufately predict the non—

zero inter-cept from t:hf. data avaiiablé; ’
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APPENDIX A

Notation and Kinematics

A.1)  Physical Units - Im all calculatfons, we use a system of

units where h = ¢ = 1. Energy will be given in multiples of electron
volts, e.g. 1 GeV = 109:eV. In this case, the corresponding units for

momentum and mass are GeV/c and GeV/cz.

A.2) Four-Vectors — Four-vectors are defined as

i

m

(as"! :ais az, 33) . - . . o N A.1l :

.

with the scalar product of two four-vectors

11~ %272 T 33°;

-

E: G B.= aobo - a,b. ~a @ b o AfZ

" . being invariant under a general Lorentz transformation or spatial

~

rotation.1 The four-momentum of a particle is

. .} . ‘ ‘ _‘ N
B= (B vy, Pys p,) = (B, ) | ks

the first vector component being the particle energy and the

remaining three components its three-momentum,

. A.3) | Coordinate Systems - All coordinate systems used are

orthogonal right~handed systems. The three used in the text are
the wire chamber (WCCS), bubble chamber (BCCS) and the beam (BCS)
coordinate systems. The Ehysical orientations of the WCCS and BCCS
aré discussed in detail in Section II.C and Aﬁpendix D. The BCS

is defined as having an x-axis parallel to the beam direction; the‘
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'y and z directioré are perpendicular. The orientation of .t:he z-axis
is chosen. to be roughly parellel. to the bubble chamber z-axis.
Note: |

A beam track points in the general direction of the négatiﬁe
x-axis in the bubble chamber system.

A.4) Retference Frames — The two reference frames most referred to

are the laboratory (LAB) and center—of-mass (CM) frames. The LAB is
the frame in which the deuteron is at .;:est, e.g. Py = (md,O) , Where
md-is the mass of the deuteron. (This is not the same as the rest
frame for either an internal proton or neutron target.) The CM may

" be defined by the condition

Ppt P =0 N W
vhere the b. and t subscripts indicate the beam and target vectors
~and the * superscript the use of (M values. No superscript will
normally mean LAB values.

A.5) Coordinate Variables — The nomenclature for angles is as

follows. ¢ and A will sigﬁify the azimuthal ‘angl‘e in the film (x~y)
plane and the dip the angle out of the plane, towards or away from the
cameras. See Figure A,1, Three momentum Vcomponents can be written

as

P, = P cos X cos ¢ . A : A.5a
Py = p cos A sin ¢ : . A.5b

P, = p sin 2 ‘ h A.5c
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vhere pvis the three-vector magnitude,

Two additional angles may be specified with respect to the
beaﬁ system, ¢, and g, In Figure A.2, ¢b is mgasured radially about
the beam in the y-z plane from the z-axis and ¢ is the angle

between a vector and the x-axis (beam direction).

A.6) TVGP and ‘SQUAW Variables — the T:GP and SQUAW pTograms use

variables picked to minimize the correlations in their errors.

They are _
¢ =4 | S . As6a
&= tan) E Y W

- k= 1/ (pecos)) S A L A.6c

.or azimuth, élope and curvature of a tfaék. The azimuth is the saﬁe
as described in Section A.5. Tﬁe variéble s is the sl;pé of the
track out of the film-plane. The curvature of a charged pafticlg'
In a conétant ﬁagnetic field is inversely proportional teo its
momentum, such that k may bé thought of as the track curvature

projected in the film-plane.

A.7). lengitudinal and Transverse Components - The components of
momenta parallel and perpendicular to the beam in any frame for a

-3
particle with momentum p in that frame are

o [.3 ) ..
P” ‘= P‘ PB An 7a
and
T & f s . ‘
p‘.= p - (5‘ PB) pB . . . . LT - :»'Ao 7b
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where Pp is the unit vector in the direction of the beam momentum,

A.8) " Total CM Energy -

Bfor = 75 = [@b+f’t)2] * o i A.8

It is a Inrentz and rdtationally invariant quantity,

‘A.9) ‘Momentum Transfer and Missing Mass — In studying inclusive

reactions of the type

where ¢ can be a single particle or system of particles and X
. ‘designates'the remaining particles, two particulariy.useful invariant

quantities can be'defined.
g t = (; - ; )2. ’ | | | . A éa
: Bk c : ‘ o ' ¢

2 A%

The four-momentum transferred between the target and c, the system
of interest, is t, and Mi is the mass squared of systeﬁ X recoiling
against particle ¢ (missing mass squared).

M?, t and s uniquely define the kinematics of reaction A.9, up
to an arbitrary rotatibn about the beam direction. For given values
of s and M:, t. has a minimum possiblé value. TFig. A.3 shows the
t-uin boundary as a function of Mi for 100 and 400 GeV/c beam

- particles incident on neutron targets at rest, This kinematic

.
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-boundary is taken into account during data analysis.

+18+10) Feynman xp = The Feynman scéling variable is used to define

particle momentum spectra in much of the literature,

= o % .f" ‘- ' L
X = ~2p”»/ Ys . a - »AJd0

*
“The maximum and minimum longitudinal momenta in the CM is ipb giving

Xy @ range from -1.0 to 1;0. It may also be related to the

. vmissing mass by expression A.1l1l at highuenergies (large s). -

é&,ulnMi/s : W

A,11) Invariant Cross Sections - The Lorentz invariant phase space

element is dai';/}‘:‘. where —ﬁ has the components

> _ A
p= (B> P8I0 ¢, P - cos g) AL

. dn the beam coordinate system. If the beam and target are

-ampolarized we may assume isotropy with respect to ¢b. Integrating

HOVET ¢y 5 equival;mt lorentz—-invariant phase space elements may be

-de-.fi'neda
. 2% ‘ 2 '
: cwdpdTp, w2 a2 o 4
f @3 as, - 0" PL = 7= dxd®p) = wdQf/s)E A3
E .
: o ‘
For reaction A.9, a Lorentz-invariant differential cross section may

then be written in terms of t, s and Mzo

@ ‘) =.1«:' 2% (bt + ctx) =2 i A.13b
Tpe (P ¢ 433 _ T :

n d(Mz/s)dt

‘

e
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(The 'n-]‘ factor will be omitted when quoting the fnvariant cross

gections of this form in the text,)

A.12)  Means ~ The mean of the value x for a data set will be

<x>££xiwi/%1_i S | - A4
where we sum over the entire set and Wi is the weight for that
particular value. The root iuean square (r.m.s.) deviation from

the mean and the error in tﬁe mean are given in Eqs. A.15.

rms (x) =[2£ W, (x‘,L - <x> )2/ E Wi] & ' I A.lSa
5.<x>4'= mms (x) / jS nl.'_)g5 - o o - .j*VA.ISb

where n, is the number of unweighted =vents at each value Xy
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APPENDIX B

SURVEY

~The program SURVEY determined the values Ri defined'in

- Section II.C by using the wire chamber information from 526

"good" beam tracks with the magnetic Tield turned off. By

"good" beam tracks we mean those that are non-interacting and

cause only one wire hit in each plane. Aé planes 4, 5, 11 and

12 are used to define the x—axis, they have Ri's of 0.0 and the -
beam tracks have a stréight trajectory which may then be calcu-
lated uéing the hitéAon these planes. The ﬁité on the reﬁaiﬁing
planes may then be used to calculate the non-zero R ﬁaiues. |
See Table B.1l for x, R.and i valueé for each plane as defined
dn Section II.C.

Tﬁe uncertainty in the R valués baséd on iétatistics
should be about % 50 microns. However, Qalués of RAcan'be
affected 5y as much as 120ﬁ by the residual field in the magnet,

estimated to be as much as 42 gauss. We then assign an uncer-—.

tainty of 120y.

We may also feed the SURVEY program "géod" field-on
beam track data once the values for fhe PUC plane parameters
have been determined, and use this data to determine an average
beam momentum value. Two straight trajectories are calculated,
one for the upstream chambers and one for thése downs£reah,

which are not within the magnetic field. :The upstream
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trajectory with a momentum estimate is the swum through .the field
and a fit made to the dowmstream trajectc;ry. The momentum yield-
ing the best fit is the momentum for that beam track. A value

of 97.7 * 0.4 GeV/c was obtained for RUN 1, the llargest contribu-

tion to the error coming from the uncertainty in the R values.
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'PLANE

W AN

.10

12 -

13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

TABLE B.1

Cx ()

-175.3640

=175.3320
=175.3000

. =15.8640

-15.8320
-15.8000
-2.5760
~2.5440
-2.5120
1.9345
1.9562
1.9948
$2.0329
2.2818
2.3199
2.3580
2.9250
2.9630
3.0080
3.0300
5.7508
 5.7889
5.8111
5.8492
5.8714

WIRE CHAMBER PARAMETERS

R (m)

0.00000
0.00000
~0.0009 6
-0.00715
-0.00275
0.00449
0.00047
0.00000
0.00000
~0.00670
0.00751
-0.00603
-0.00169
-0.00342

-0.00830"

-0.00400
-0.00823
-0.00921
0.00023
0.00060
0.00%90
0.04385
-0.04330
0.03602
=0.03504

.'A w (rad)

3.66519

2.61799

'1.57080 -

4.19810
3.15090
2.10370
1.04400
-0.00320
5.23280
3.14136
0.00000
2.09424
1.04712
3.92700
2.87900
1.83326
3.66492
2.61800
1.57068
4.71204
4.58229
3.53510
0.39349
2.48790
5.62940
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APPENDIX C

FIDROT

To align the bubble chamber and PHS to the high degree
of accuracy required, non-interacting beam tracks in a field-on
bubble chamber are measured. Given tue beam momentum and plane

coordinates as determined by the prégram SURVEY, FIDROT generates

new translation constants and a rotation matrix. The beam tracks

-

~ are swum upstream and downstream from the bubble chamber using

the initial translation and rotations in Section II.C and gener-
ate wire hits on all wire chambexr planes. By adjusting the

input rotation and translations, FIDROT minimizes the discrepan-

cies between the actual and generated hits.

This procedure was done for one hundred beam tracks.

" Table C.1 1lists the results for transforming frum the wire

chamber to the bubble chamber reference sysfem, the rotatién by
w around the z~axis not being included in the ;otation ﬁatrix.
These numbers are part of the inpﬁt to PWGP where the recon-
siructed'wite chamber gracks must be put into the.bubble chamber
system. One should note thit an error in 1 mrad at the center of

the bubble chamber is a 6 mm or 3 wire discrepancy in the last

downstream chamber.
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' TABLE C.1

" FIDROT PARAMETERS

Yewc ™ Yne 0.0788 m
Zouc = ZEC - - =0,1847 m

0.999978 ° 0.0031280
ROT (PWC+BC) = -0.0031407 0.9999351

-0.0019757 -0.0063642

Rotation matrix is in radians.

L4

0.0019956

© 0.0066358

0.9999438
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APPENDIX D

‘Scan Corrections

Several corrections must be applied to the raw scan data
in order to produce the final multiplicity distributions. The
- net effect of all corrections is to lowervfhe mean multiplicity
defined in Eq. D.1
| N N N
vhere N is the event multiplicity and W the number of events with
that multiplicity, by'an amount comparable to the error 'in the mean.

 For simplicity, the error in-W is taken to be the square-root of W.

D,l"Uncountable'EVent'EfroF'Assignméﬁts
In assigning error quantities to the distributed
.uncountable events, we should take‘intq account poééible systematic
exrors; the total érror éhould be larger than the statistical errof.
See Section II.D for a treatment of these uncounpﬁbie events.v An
estimate of the systematic error may be obtained by using only the
‘lowest odd or odduplus—eQen prong counts in the prong estimates.
One half the difference of the meéns will be called the “systematic"
exrroy. This number will be small if the range over which the
prong number is estimated is small and Qice-versa. If is therefore
a qualitative measurement of the "“goodness" of the prong estimates,
On a multiplicity-by~multiplicity basis for uncountable

events, the statistleal error for each multiplicity class is
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sultiplied by a single factor such that the error in the mean will
equal the root mean square sum of the statlstical and and
systematic errors, At 400 Gev[c, a factor of 2.9 is required for
the odd prongs, and 3.6 for the odd-plus-even prongs to reproduce
gystematic errors of .54 and .69 respectively° These factors afe
large but effect only the 107 of the scanned data that is

ncountable, o E <

DP.2 Short Stub Correction

To eliminate possible biases in the odd—prong multiplic1ty ’
distributlon arising from a mu1t1p11c1ty dependent v151b111ty
function for proton stubs, all even n—prong events w1th stopplng

o

tracks less than 5 mm in lenOtb.w1ll be conSLdered (n—l)—prong
~ events, Thls increases the odd—to—even prong event ratio frem
._».25 to .28 but has no effect on the odd and hd (odd + even) mean
multip11c1t1es. Table D. 1 contains the probablllty dlstrlbutlon for
- an even prong event to have a stub, used in correctlng the scan
date « It was takaxfrom our measured inclusive data sample,~ The.

high value for {(4) may be attrlbuted to a 51zeable 4-prong

i
coherent deuteron cross section.

D.3 ‘Missed Dalitz Pair Correction
! 'To calculate the number of~Da1itz pairs in the sample, we
calculate n o> the number of produced 7%'s using a parametrization

of n production in pp events as a functlon of the negative particle

multiplicity. ~See Eq. D.2.
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TABLE D.1

SHORT STUB PROBABILITY

‘PRONGS PSHORT (%)

4 . 13.621.1

8 10.010.9
10 9.10.9

12 . . 7909

W 10412
16 84414
18 B.411.8
20 4.91.8
22 1.441.4
24 0.0 .

26  4.5%.5

e o g e o e e



For an vhd. reac%:i.on where the beam h is posi_‘tively. charged
n_=@-2/2 B - D.3
where n, is the event multiplicit;', and Eq‘ D.4 follows; |
| ,;“‘nO,N

The number of.expected or TRUE Dalitz pairs is then

ngR &= n>3 ¢ BR <n_n_o> CF '. D.5

. where LY is the number of events in our sample and BR the

'“?"branchi“g ratio for m° > "{e+e“. The fraction of Dalitz pairs.

missed is

T .

£ = (= n)/ at . b6

D

the sﬁperscript OB meaning observed events. Using Eqs. D.4 and
D.6, the true number of N-prong primary events corrected for

missed Dalitz pairs is written as

<

0B_ TR TR LM
"I " "oy " fpBR
: D.7

TR LY L3 ©
+nN__2 nﬂ°,N—2 fg BR
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The correction to nl(;BS to produce n.;'R is given in Eq. D.8

_ TR_ OB_ M __. TR _ TR
Ay =gy f}; BR = (g * Ppo N 32 n1r°,Nv~2)
_ . e OB 0B _
- fp * B (o BoN -2 * o n-2

‘Iné missed fraction of Dalitz pairé is large, on the order of .7,

but only lowers the odd and hd multiplicities by 0.06.

D. 4 Vee Corrections

fe

Vee corrections are made in the same manner as the Dalltz

~corrections. Equation D.4 can be used to find the y multiplicities

mY’N>=' 2 D0 > 7oy + 1.0 . D9

and from Ref, 2, Fig. 86 we find ;:hat

Do 7= ;01<nN>+ 14 , : " D.10a
E . : . .
and
“n, = +10 . . D.10b
. . . :
P 3,4,5
independent of multiplicity.

The mean lives (ct) in centimeters
are 2, ¢gand 7.73 for K and A respectively, with Feynman xp
distributions peaking at 0,0 for the kaons at 100 and 300 GeV/c

and Xg = + 0.5 (0.3) for 1ambdas at 100 (405) CeV/c.
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Using a Lorentz transformation

.

*
E Yy-10 E
= | 0 *
-+ > .
0 01 D.11
P PJ_ o '

in the beam direction, we find the average kaon/lambda momenta in

the LAB. TFor a K.s in 100 GeV/c pp 1n;eractlons‘A

. * ‘ ) *' ~.
P o= fp, - (pg//%) mR
v 3.5 GeV/c R .. pa2

and at 400 GeV/c, P é‘7.0 GeV/c. 1In this case, the center—of-

) " mass is the kaon rest frame and n o to go to the kaon rest frame

is Just pB//sT or 7.0 (4. 0) at 100 (400) GeV/c.

Assuming that half the A's are at each,maximum in xf, and
expecting to see decay only those in the backwards CM hemlsphere,
nA to transfer to the lambda rest frame is 1 8 (3 8) at 100 (400)
GeV/c. R ' .

. Knowing nKo . €be probability that a K, will decay visibly

within & cm of the vertex is

ng(l) = BRv . [1-fexp(—2/c'rnl<g )]. | D.13
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s +-é+e R and the y multipllclty; The conversion length is

. glcma, N Avogadro's number and ¢

156

BR being the visible branching ratio,‘e'g° K: +-ﬁ+nrl
For ¢ < CT“KP , We expand the exponential multiply by the

average’ K multlply and obtaln the probability to see any Ks

'decay>in the 100 and 400 GeV/c data.

P o(s) = 0072 (.0042) S pud

[ . o : : o

For half tha‘A's (the backward hemisphere) expected to decay we get
() =.004¢ (002 . T . D5

The probability of observing any photon convert is a function

of the conver51on length.for total pair production process,.e g;

A = Ao NP . Db

where A is the atomic number of the medium,p the density in

PR’ the total cross section for

pair production. The cross section is a function of the photon -

‘momentumG. For an average photon momentum from .5 to 6 GeV/c7 the

cross section varies only by 16Z. We then use a IpR of 18 mb,
corresponding to a photon momentum of i GeV/c and a conversion

length of 1350 cm. In analogy to Equation D.13

Rr(n) = l-exp (—z/xc) '.‘ , D.17



is the probability of seeing a photon convert within g cm of the
vertex. Expanding the exponentialyand multiplying by the average
photon multiplicity, the probability for any y to convert in the

100 (400) GeV/c data is
B (1) = .0041 (.0069) .~ pas

The total neutral decay (plus conversion) probability can be

_ made a function of primary event multipllcity. The normalized '

multiplicity functions from Eqs. D.9 and D. lO are then comblned

uith the decay probabilities to produce the probablllty of seeing a

- vee in an N prong event. At 100 GeV/c

1’(2) (35N+ S)P(z) /zs+(om+ 14) }ko/zo

_32

_ + P, = (89N + 9.67) - 10 D.19
and ‘ ’
T B(8) = (69N +5.08) . 103 .. . pa2o

at 400 GeV/e.

Plotting the number of vees seen as a function of distance
from the primary vertex in Fig. bﬂl’ there is a loss seen near the
vertex. The number missiog in the dopletion region, Ty is known

and an equivalent distance L can be defined in which all vees can
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i

be considered lost. The number of vees lost or not seen is

s

3

Q) = N +B) 107K = m, S b1

vhere slope A and intercept B can be gotten from Eq. D.19 or D.20,
eand K is a constant. Letting N = <N> we solve for 1K, which was.

found to be between .5 and 1.0 for all collaborating instituﬁions.

‘The correction to the mean was on the order of .02 using a formula

simflar to Eq. D.S8.

TR 0B OB OB -~

Mng = ot = 0% Q) —noP QL (L D22

D.5""Sec ondary Corrections

It is entirely possible for a scanner to miss an interaction
or to miss a secondary track if it occurs close to the vertex in

the forward spray of particles. The correction o the multiplicity

distribution depends on both the primary and secondary vertex

multiplicities, First the expected number of secondary interactions

as a function of distance % from the primary vertex is calculated

and compared to the observed distribution. This yields the
number of secondaries lost as a function of 2. Then the correction
to each multiplicity is made as to reflect the multiplicity

distribution of the secondary events.

An interaction length is defined as in Equation D.17 with

or(wp), the total np cross section, substituted for g The »p

PR°

cross section is momentum dependent, but above 2 GeV/c, 30 mb is
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a good approximation for both negative and positive pions. Slower
plons tend to have enough curvature to be visible before they
interact. The probability of a single track not Interacting between

0.0 and ¢ is : -
i Q) = exp(-2/N) o © ... D.23
where _A& 400 cm. For an N prong event
N : N . ' ‘ B . : . .
Q1) = (exp(~2/2)) 4 DA
is the probability of no interaction, and pet:unit length becomes

aq/ar = N (expGNLADA . DS

Given the primary multlpliCLtY distribution nN, the number of

. tracks not interactlng is Eq. D.26

aN/as = Tngdofds | - pas
N )
and may be compared to the data in Table D.2 where qon—interacting
~secondary tracks for each primary multiplicity are recorded as a
function of & in cenéimeters. (The data are from one Stony Brook
voll vhere all secondaries, the associated primary multiplicity-
and & were recorded.) We find a.loss of observed secondaries for
primary events with a multiplicity greater- than 10. The equivalent

1ength.for losing all secondaries is 0.3 to 1.0 cm, dependent on



CHARGED SECONDARY INTERACTIONS

PROVG  my
3 22
4 84
5 38
6 94
7 37
8 99
9 - 37
10 95
11 19

12 81
13 - 18
14 47
15 12 -
16 30
17 9
18 12
1 C I
.20 11
21 3
22 10
23 —
24 5
25 -
26 4
27 -

1

Distances are in cm on the scan table.

TABLE D.2

10

66 64 61
336 320 304
190 178 168
564 523 485
259 237 217
792 716 648
333 298 266
950 838 740
209 182 158
972 836 720
234 198 169
658 552 464
180 149 124
480 393 322
153 124 100
216 172 138
57 45 35
220 171 133
63 48 37
220 167 127
120 88 66
104 75 54
28 20 14

110

15

59
289

158

450
199
587
238

- 653

138

620

144
389
103
263

81

28

104

96

49

39

10

20

57

275

148
418
183

531

212
576
121
533
122
327
85
216
65
88
.22
81
22
73

36

[
-~ o |
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institution, and «, thé. fraction of pri:ﬁary events with missed
. secondaries is between 1.0 and 2.5 percent,
If the secondary interactions are randomly missed for
primary multiplicities greater than 10, i.e. are independent of
primary multiplicity,.nd that mis;ed' fracton is 'a, the observed

-number of N-prong events becomes L ‘. : .

OB

’“NTR (1-a) +“u1. | :
| .27
R

' TR
-4 nN 2 aP 4+ aces + n:L aPN—_—l

where PN is the secondary multiplicity distribution normalized to

. unity. (Table D.3)

Approximatmg nSB o nNTR we der;Lve the correctn.on for

uncbserved secondaries o

TR 0B

0B OB . ' o
._.A"N N TP &~ ‘N T Py-1 t2 | . D.2s

- 0B R
L - "‘D-qu P3 - o-e. coce aoo)
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TABLE D.3

SECNDARY INTERACTION MLTIPLICITIES

SECQIDARY N EVENTS  POY).
2 377 0.495:0.018
.3 76 0.1000.011
4 s '0.189;0.014
5 33 © 0.0430.007
.6 51 0.0670.009
"7 17 0.02210.903
8 24 0.0320.006
9 10 0.013:0.004
10 14 0.0180.005
1n 3 0.004 20002
12 . 6  0.0080.003

>12 6 0.00810.003
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APPENDIX E-

Measurement Errors

In dealing with a variety of data sets produced at
different institutions, systematic biases must be understood.
Distributions of interest may change and more importantly,

error assignments may change radically, affecting the probability

distribution from least squares fits made by programs like SQUAW. .

£.1l Bubble Chamber Measuréments - ) ;:

If any biaseé exist in the data,Atﬁé most probaﬁlé éoufce
4s the bubble chamber measuremenﬁ, due to the variety of.measur—
iﬁg ﬁachines and TVGP programs used. Tﬁe 6nly significant
d;viétions from the nofm wére found in the Stﬁﬁy Broo# egror"
assignments. The FRMS setting error for the Stony Bfook measuring
machines was épproximétely twice tﬁat of the other institutions,
resulting‘in larger error assignments. |

Iﬁ Figures E.i through E.3 we show the érrors from the
400" GeV/c inclusive data for thé variables ¢, A and p for non-
stopping tracks. 6nly tracks with a ﬁeasured length greater than
iO cm are used. Th;Aerror in ¢,'thé angle in the film plane, is
a fgnction of track length and curvature. Hence it has a minimum
in‘the forward direction, the direction of the longest and
fastest tracks, and is symmetric about /2 radians. The error

in the dip is a strong function of A itself, as the projections
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of steeply dipping:tracks become increasingly more difficult to
meagure~with increasing A. A comparison of A¢ and AX at their .
minima shows the azimuthal resolution to be twice as good. The
last figure shows that fhe percentage error in momentum is high
for very small momenta (large cufvatﬁre) and after reaching a
minimum between 500 and 600 MeV/c, begins to rise slowly. The
correlations in-errors between ¢, A and p have been neglected fér
simplicity, 5ut may become largé in extreme cases, e.g. étéeply»
dipping tracks. .

In Figures E. 4 through E.6 we show the same distributions

for each collaborating institution. The Michigan values are

from 100 GeV/c data. The angle errors of the Stony Brook measure-

':ﬁents are consistent with those of other institutions but the

fractional momentum error is noticeably higher, makiﬁg the Stony
ﬁrook momentuﬁ distributibns4su5pect. However, the momenta
themselves are distributed similarly for all institutions. See
Fig. E.7 for positive pion distribution for slow tracks.

| - The same is true for negative pion and proton momenta,

s0 we may conclude fhat if any bias is present, it can only
affect the exclusive.sample of events where SQUAW performs
kinemafic fits using the assigned error values. But the SQUAW
results don't have a disproportiénate amount of Stony Brook
events satisfying the four-constraint fit to the neutron dissoci-

ation hypothesis of hn + hpwn . This is not surprising since fast
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tracks having been TRACK ORGANIZED have errors mainly determined
by the PWC measurements which are independent of institution.
The absolute value of the ccmbined momentum errors as high as

5 GeV/c, make the differences in the momentum errors on slow

_tracks, which are not TRACK ORGANIZED, insignificant.

- B2 Tonization Errors

v

Particle misidentification in ionization mass assignments
has two possible sources. .Short stopping tracks:ﬁay be deuterons

from coherent events and fonized pibns may be charged kaons.

"Because in our sample »f interest we require a spectator proton

and a slow proton to identify a neutron target event, the deuteron

events, normally with only ome possible proton (dark) track, are

‘not a source of contamination. TFurthermore, all calculations

done Qith spectator proton distributionsiuse only those spectators
that have.a negative coses. Allfdeutetons will be forward with
respect to the beam. | |

‘Charged kaon contamination may be estinated using the K;
distribution from Ref. 2.. Crudely estimatiné the average charged'
K nultiplicities and X distributions to be similar to those for
Ko in our measured region of phase space, p 1 4<GeV/c or
xF<- .10, Figure 89 in Ref. 2 shows ‘that we measure 60/ of the
backward hemisphere (CM) kaons. As in Appendix D we use average
KQ multiplicities of .14 and .24 at 100 and 400 GeV/c tespectively,

half-of'these for the backwards hemisphere.. The average
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multiplicities of measured pions are 1.3 and 1.6 respectively.

This leads to a kaon contamination of 3 and 9%Z. In 205 GeV/c pp

‘dataz using Monte Carlo techniques, the K-/S contamination to the

total 7 data sample, where all tracks in an event were measured,
was found to be 10%. This is an upper limit for our data because

rodghly 407 of the kaons are produced between x

¥ of 0.0 and -0.1,

which is above our 1.4 GeV/e lab momentum cutoff. Our crude cal- :

culation is then consistent with a more exact method, and the

small kaon contamination to the charged pion .sample will be

. 4gnored. As a final éheck, CERN results> at‘S=30-CeV2 and Fermilab

counter experiment results4 at 100 and 400 GeV/c in pp collisions

show K+/ﬂ+ and K /7 ratios\of 10 percent or less for transverse

" momenta less than 400 MeV/c in our phase space regionm.

E.3 Proportional Wire Chamber Measurements

Errors in ¢,A and p for fast tracks and beam tracks pas-

sing through the wire chambers, differ considerably from bubble

chamber values. Where thelbubble chamber measﬁrement of momentum
bec;mes totally unreliablé for tracks with momenta greater than
20 GeV/c, yielding fractional errors greater than 202, the PHS
errors will typically be no larger than 20%Z even for the fastestA
beam—like tracks. (The merging of. BC and PWC data by‘TRACK
ORGANIZER improves this‘¥esu1t considerably).

" Angular resolution is much better for PWC tracks, owing

to the "lever-arm" effect of having the wire chambers several
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meters away from an event vertex. Where typical bubble chamber -
errors are on the order of a few milliradians, PWC errors can be
quotéd in tenths and hundreths of milliradians. ‘Unlike in the
bubble chamber;'where the resolution for the azimuth is better
A than that for the dip, the PWé dip is the be;ter determined
angle. ‘ )

Errofs at the vertex aré calculated after éhe PWCvtracké
have been swum to the BC vertex. To thé degree that the chamber

- magnetic field is constant in the bubble chamber, the ﬁomentum

. used in swimming the track has no effect on the angle in the

direction of the field. The error in the dib then- reflects just

the error in the wirerposifions. In coﬂtrast, the fiim—plane
azimuth depends sfrongly on the PWC'ffack momenﬁum whicﬁ intro?
duces an addéd ungertainty to the determination of'¢.' Typicali
errors for ¢ and X are .25 and .05 milliradians. The smalinesé
6f these Quantities giveé rise to a dominance of PWC track angles

over the bubble chamber measured angles when TRACK ORGANIZING.

E.4 ~ TRACK ORGANIZER errors

The errors calculated by TRKORG are part of'the input to'
SQUAW and hAve a treﬁendous influence on the kinematic fit
attempts. The validity of these error assignments wil; be demon-
strated in this sectién.

In Figufes E.8a and 8b we present scattér plots of the

error‘inAA versus the error in ¢ for positivelyvaﬁd negatively
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charged tracks that have been successfully‘TRKORG'ed. The system
sﬁould show no bias for or against a chaige type, and the two
figures appear qualitively the same. The abundgnce of positively
charged particles is expected, as the beam particles are posi-
tively charged and the wire chamber "seesﬁ all of the beaﬁ.

fragmentation region. The errors are seen to be on the order of

PWC track error values, which dominate.

An iﬁtereéting featuré is the band effect in the-dip
values. fhe lower bands correspond to tracks that have passed
through all four downstreém wire cﬁambers. ‘The upper.bands of
poorer resolution are from the slower three-chamber tracks.

The band effect would presumably be seen in the azimuthal errors,

4f the wire chambers constrained in the x-y plane as well as in

the z-direction. Bﬁt tﬁis,ig not the case, as méﬁtioﬁed in
Sect}on E.3. .

The fractional error in mqmentuﬁ as a function of momentum
exhibit a linear dependence. Figures E.9a and 9b show the frac-
tional error for four-ch;mber tracks. Beam-like positive tracés
with momenta on the order of 100 GeV/c have errors between 2 and
9 percent, the averaée value being 5 or 67. There are aimost
no beam-like negative particlés, the majority of the fast negative

ﬁarticles resulting from beam frégmentation.

E.5 System Alignment and Sensitivity

.a. Alignment ; ' ,

179



180

.
.
.
P
3
.
. .
I . ' :
7
.
.
A d .
.
s A . o— e p————
] M . . .
. R
. -
- : » .
.
.
<@
H L3
* LI 4 . .
- . . e .. B . ’ .
ve v o= - -
. 8000000000000012479749‘4‘260:0856?20892 > 3
. O VT T OO NP O e AR
.o - L H . OO N e FE4-3 v
R N ST RS : cox 3 .
U T ¢ -. Lo . . . \ -
BEDEREEN L) . N .. . H FAY ®
ST . § bg ]
I3 S el 0§ S Pl 3 0t ¢ b 04 0=d ot 24 .t 4 ke lalal e o T e il el L}
H co. . . -, - - - e ] ~ e OO . T
. K ] . - . .- ~N - P WM e 00 .
o R -3 ‘ - o~ - ' g e 200 Q
3 P H 1 ~ - A - P e etd $O0 -
s, b 1 ] ! - -t i cand | ~OsreD OO O’
P d PR H - —— o 1 e 00 50
hb - ‘s E R e e v e e 1 ey OO0 0O . .
2 2 ‘e S o~ —Ca N f P I o O OO . )
. - . ».~ ”“ .~ "N N PN 1 Ny QN OO — 1 ~
. +1 : N : " N ~ O 1 NI ST QO OO
. R K »b el REE o - Mo~ et O I oeumny U OO .
¢ - 2] T3 44 .o e — et tnA RN i rumn OO 2O -
. R R 1. TS O e T O DT P On t an o~ 0O QI..U
. § § ] M Apelia O e AT O ) Mo N 20O
e ‘L + %) M I AT O O P oF I SO 00O Q0 .o
P o ‘.M R v 13 O N 1T U ) P OV 1 W GO S
N by e 14 <) T AT T A AT t WO 00
i o B -0 . s - ~N Lo IR A B -Ta' ) 1 Mo s e
& 43 KE “y vi . - I N O T 1 o Y]
PR - L M L an an ol ol A BN AL aNTAP A NER JENTAVE X 4.0 ] ¥ MOeE il *d1D
I H M ca 0 AR 00 E Ddand mad B AE DS YN H0e] I <0 ) ¢ XD
vy 13 2 “: y e s N S-SR e 1 ™o N0 e
e R i " . s e P PO O ) 1 Mar et
% A [ t % o Lo T NI NER TN N I N ~0d YO
N X s ] 4 31 NS P e A e O § e E PO OO
- 5 L% B I Vi W NS N AN [ O] ow QA
2 b PR 34 P R O O PFWAR ) WP T O Y Mo PRI Te's )
& [ M Bt ci T eNO RNeed annber 1 e o~ C1)
b N T [ e ] * L ® ETINO T RO [ 4 T72Y o e OO0 P
. |91 A L2 K P R ol AL A R K Yo RS ]
5 2 M "a 4 DA RIS AT A A At g R et ¥E Xe TR X P e ) C
3 o2 3 1.0 3 Q- AT N OO 8 1 e N0 *r>J -
H = 4 il 24 SNBSS siadhb i S t NO nsr sa v
S 4 4 - .4 .y 1! TN O 1 T e e
' i IS M I - AN OO [ T VY o R o fe)]
R L4 b i3 et W) (U VT 0NN [N ~u) e xD
<3 D o NI IO t rew SO eCxD { mM
Lt S .. 4 33 FH O AT OO I R == ]
H - E% 1 m L ila Yot loate X 2o 1 e E NS =] * N”
BV “ -4 3 w,. ! WL SP AP CRATSNS RS S Y« BN, % §
. R b T TN P UND O TS ,10) SO .
.3 | 53 1é e [ IE R RTINS t ~rQ O (D
SO BRI R P o~E e SR s
: B ! EX] R N e T e O I ==
<< . ! = . i B N I =R I AT =Y Q.
- e o3 H ca LR R I Yo N I 41 N 6O
° R : HRS I H I PO ) T ~NO GO
B H : s i 3 K V0 Mo N -
. : M i e ] 000 | MR N 0
K C T - e - b s ~OO § Mgt NOD *CrD
. . : 1 id 2 I is L. NGO | NOS - e
N A + . [ H A L e i: I NGO L Mg -0 e
- . — . H i L2 L2 -3 -, er~o0O1 Mce T e
B e $ d . : R e B A TR L )
..4] : 4 v ot [ T 3 [N WX NOE O ek
» tm s ., LY «2 Y PN . “7 4 e W €K
N M ¥ g ] o3 ] L e 3 T A ] 0 ecx
k : e - -1 i t M IR ¢ H ) ¢ - 5 e cx)
s i. D u ] A = 4 [4) N oeCxD .
: P . | - . ! Se a & .
-t [l ol L e e e e L e T S Tt B e . ~ L. . Y
. A . : f t . -
L . .
.. OO 040 PP DUWN 22 T Y NN o= OO VO 1) OB D O NI T M A ry N e = O !
WV T T e T T OO0 OXOIO O OOCKDHD OO0 OO0 v ZwD
@ OB B S G N O AN EC S O I T E T O ETONEEES TSN PetRsos O 4 K TTW)
w2z o< -

B U g d

ul 2] [ ¥ ] o .
. \4 K ’ . &.& . .. .
o ey




*

are ..

13

cemlme

-,

- . b

i1 . i

H Py s
LR i

l.

k] R

: £
’

i .
i {
A :
-t <
! H
LE] .

e
(X M

.3 : E
i :
<} & ..m.
S 3
[ . ]
£ 4 "
IO < S

t v N
w. o Jma
bt} .- W3
b ;

I wa.
oo
.. 1 i
S S
e 3
o 4
"
{:
:

RETE RS

'TRACKS

e
ema’ & fesas

T4-CHAMBER ™"

LT

e e e
IR

A

2]
o

Dol !

'

Lo

S

g
e o,

o ST
Shns nle e b UL

Lo
-y bl S, o,

b e ey

B R A Y S}

e

s
.
TR
FAPFIIOS

sdue sides e ratalobe et ot N

R . . f
e e R Y IR

PR

P AP P I

[
o

Brrovm; mpar e ey s

- g meda g m

om e 0saa s gy

\

S L e s X M VIR

P P

e o
PECSIRSETT N 2SR PRPWE W 14

CREINY

~dw"“,“ « hsvrniibens . an

o Valsidads wan 4160

! OO0 0000 00 HOD GO OO COOOOCHKI QNG =W 0 FIAF @) Obafe

NN O O
P =
T,

S ;

.
T I S

e T T Oy e LT Lok o]

vu e gl
. ié X
¢ .

- 3
it H !

: S ]
.~ 8y i
y 7 ‘,.
12 B A 3
i 3y m
h x .
b 1. o8
- g’ (%]
i: -y A
I . Y
32 o e
o riee
o S e
[ i
13 - .
W.A- - -

‘ - .
é1 i
ia N
i -
- -
N - v

. - e

H e e

H .- -

i o
'3 it - 24)&1
3 IR s A
Y . - Ll g e T Y
< MR o ol T VR T 2
= T eetiein
¥i- 14 e
m* :3 L ottt ol Tl
Ey Py | o~
mm 1 B R I 12
! - m AT N
..~ . mm ” outen
H 2 OORO WO
2] 4 B raon
4 e M T A
1 h .wu Clerte oW

< —e N
pb K3 ii oo
P e MR £ ool
N 24 ot NOA
+ .o <ot
3 pi 1 . O
. .,‘ Ld N
X : ¥
s N ..

.

[ s L T e T e e L L e e L e e e el ol e alalalel

OO MW I O ONNTF I v = OO GO P B ORI - I AN e O D
T T e T T T e e e e L2 OGO QOO OO T TGO

B S E0 9O AE O S CIC S S s 0B Q0L SeTeeSaeeteao e

iobod

o

S0 uoa
d/dv

L}

L

®

*

181



182

'ﬁxtensive étudies wvere made to ;esF éhe accuracy of the
TVGP-PWGP-TRKORG results and the sensitivity of these.results
to misalignments of the bubble chambe; coordinate system to the
PHS. The momentum of beam tracks was previously determined to
be 97.7%.4 GeV/c by the program SURVEY, which requirés only wire
chambér datavand the magnetic field map, and we usé beam tracks
‘ to.calibrate'the system. |
- -PHC béam tracks are well collimated, have known momenta‘
and héﬁe good aﬁguiarnresoiutiop from tﬁe long upstream lever—. |
arm. In comparison to bubble chamber angleé,vthe PWé beam
i tgacks when swyum to thé vertex may be cqnsideredvto have no

error. Defining

‘E.ia

8 = bpe T dpyc . ) 4

AA = Ao = Apue o . C }E"lb,
by = Ype = Ypuc . E.lc
bz = 2, - iPﬁC }, E_’ld

. whefe the PWC values have already been rotated and translated into
the bubble chamber system, we take weighted averagés of the dif- |
ference on each roll of film using the inverse square of the.~
'bqbble chamber error as the weight. See Section A.12. The error
in the mean differences is the wéightéd r.m.s. divided by the
square root of the unweighted number of beams used. A <A%> or
<A1>A_significantly different froQ 0:0 means there is a mis-

- alignment of the two meaSuriné systems.
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"Table E.l presents the mean differénces and errors for
vertex angles and positions for beam tracks in the exélusive
event sample. Two rolls from each institution are presented.
Only tracks with a measured bubble chamber length greater tham 35

.cm are used. These longer tracks have a better bubble chamber
re§01ution and wili not mask any significant deviations. All
dip differencesare'seen to deviate from 0.0, particularly the

N Cafnegie-Mellonvdata. AzémﬂghgﬂifferénCesﬁtend to be smaller,

within ,25 mr and 3 standard deviations of 0.0, tﬁe Carnegie-

Mellon data again being the exception. Except for Michigan

" - wvertices, all differences are less than 1 mm.

b. Sensitivity

What do the.numbers in Table E.1 mean in terms of momen-—
tum determination and resélution? To answer tﬁis éuestion, we .
took a relativel§ well;aligned roll (1232) and measured }20 non-
interacting beam tracks. A fake vertex was generaﬁed on the beam
track and the vertex and a fiducial mark used to define a 2—poi§t
~track. The data was then proceséed as a 2-prong event through
the TVGP-PWGP-TRKORG processing chain, the downstream part
of the beam track treated like any other outgoiﬂg track that
veaches the déwnstream wire chambers.

- Vertices were generated at several points along each

bean track, correépbnding:td different bubble chamber track

lengths for the downstream part. A summary of the TRKORG



1240

ROLL INST
1226  suxy
1299 oW
1230 tmen
1231 SUNY
1232 AL

1233w
1238 cH
FNAL

|es

95

168
42

149

139

121

49

- 95

TABLE E.1

PWC-BC MISALIGNMENTS

" Ad (mr)

~0.1430.09
1.1320.05
0.0720.16

0.1110.06

=0.1120.05 -

1.2710,07

0.2210.11

~0.2810,07

AX (mr)

. =1.970.16
~8.01%0.17
0.0420.47 -

-1.3110.23

~1.5120.11
"7049 ﬂ028
1.1040.56 . -

- =0.6520.21

Ay (mm)

0.1240.06 -

0.19 0.04
0.440.07
0.1340.03

©0.10%0.04 -

0.2120.04

0.5340.10

~0.0820,08

Az (mm)

~0.1540.19
~0.9320.11
-2.09 0.20
~0.2440.10
0.2240.08
1.070.14

~1.810.27

“ -0.0629.19 :
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results is pre;ented in Table E.2, where the OUT subscript refers
to the downstream track segment, and IN to the incoming-upstream
segment. The angular differences should be 0.0 if tﬁe two ends of
the PHS are themselves properly aligned. The azimuth values are
conéistent with 0.0 and the dip values, while not 0.0?.are‘an
order of magnitude better than the values in Table E.1. The .
aléw increase or decrease in the differences as a function of track
,lengéh arises from the bubble chamber influenée on thevTRACK |
ORGANIZEﬁ results and depends on the precise nature in which it is
out of alignment with the PHS.

. which is the beam

" The most interesting number is Pout

track momentum as determined by the entire processing system: and
is quite reésonable when compared with the SURVEY £esu1t of
97.7+.4 GeV/c. It appears only to have a élight dependence og'.
track-length, so we ﬁay be confident that evenés in any particular
part of the bubble chamber don't;have a momentum bias.f The RMSP |
or root mean squafe deviation of the momentum diétribution, on the
other hand, increases markedly with a decrease in frack length.
:Thié width can be interpreted as the error in momeﬂtum when

TRACK ORGANIZING a Beah—like track, which becomes iarger for shorter
tracks, and is roughly equal to the actual momentum error quoted
by TRKORG. For vertices in the cénter of the chamber, yielding

on average track length of 37 cm, the quoted error is 6.4 GeV/c.

Both error values agree well with the 5 to 6% fractional error in
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Logr “(em)

TABLE E.2

FAKE 2-PRONG RESULTS

Yot E Ay gy ()

Moy oy BT)
59 0.1420.04  =0.011520.0199 . 0.10980.0280
48 0.1220.04  =0.013020.0233  0.104020.0290
37 0.11:0.04  =-0.0153%0.0342 0.089420.0291
26 0.1120.04  -0.0490%0,0545  0,040420.0179

101.184#1.11

RMSP (GeV/c)‘ .

Pout (CeV/c)

99 440,23 2.52
©. 99 .84%0.32 3.51

100.19 #0.56 . 6.13

12.16
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momentun quoted in Section E.4 for real sécondary tracks, giving
" wvalidity to the TRKORG error values.

The "fake'" 2-prong events are also ﬁrocessed through a
system where the wire chamber has been rotated or translated with
respect to the bubble chamﬁer. This is eésily done Ey tampering
ﬁith the rotation and translation constants calculated by FIDROT
and used as input to PWGP. Fake secondary tracks of 48 cm are
uséd ;n this test for the sake of better accurécy. In Figures
E.10a and E.10b the change in momentum from the nominal TRKORG
value of 95.8 GeV/c is shown for rotations in ¢ about.the'z—axis
and for translations in the y-direction. Dip rotations about
the y-axis and translations in the z—di¥ection have no effect
65 the momentum. | | o

‘We conclude from the values of Ad in Table E.1 and tﬁe
- assoclated A?~in Figure E.10a that all systeﬁatic errérs ffom
angular misaligﬁment are at most equal to'the quoted error values
except in the CMU data. The fastest CMU tracks are found to bg
in the 110 to 120 GeV/c>range as predicted by the CMU A¢ and are
corrected before being fed to SQUAVW. ‘Mbmentum cﬁaﬁgeg.due to

y-axis translations are negligible.
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. state IX>, The unitarity constraint is SS

. APPENDIX F

Mueller-Regge Analysis

F.l The Generalized Optical Theorem

The simplest inclusive cross section is the Eofal Cross
section for ény two particie interaction, a + b » 3. The cross
gsection for this process can be related to the iImaginary part
of.fhe forward elastic scattering amplitude a +'§ > a+ B as a
vesult of the unitarity constraint on the scattering ma;rix.

Defining the scaﬁtering matrix as | S |

n sz1+18% - T | ' 13', "_'4' ‘F.1
where Guis a four-dimensional Dirac delta fuqction, P the ﬁotalﬁ
I1ncominé mbméntum, q the total outgoingvmomentum, and T the
trénsitipn matrix far going from an initial state [ab5 to a fipal
** 1 and vhen appliéd
to Eq. F.l ylelds ,

-1 - th = st - T R

Letting the final state [X>form a complete basis such that

Pw<x] =1 - F.3
X . :
wvhere the summation is over all possible final states, then
<ab|-1(T - T') |ab>= 6% (-q)<ab |T(] |x><x|)T" |ab> R4
‘ x
vhich reduces to .
2Im<ab|T]ab> = 16°(q - §)|<ab|T|x>|? P.5
X - .

is the elastic forward scattering amplitude Tab(s) and
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depends only on the CM energy. If we can analytically continue
b(s) to the complex energy plane
2ImTab(s) = Tab(s+is) - Tab(s—ie) = DiscS fab(s) ' | ?.6
Disc T (s) indicating the discontinuity across the s-cut of the
amplitude. The right side of Eq. F.5 is so ?s), the factor of s
coming from the implicit integration over Lorentz invariant phase
space, and the total cross section is then written as |
| ogb(s) = s"lDiscs Tp(s) | - S '1?.’.7'
This is the optical theorem, and is illustrated in ?ig. F.19.
A Mueilerl generalized these results foér inclusive processes.
For single pacticle inclusive reactiens a ; b ; c +'X ; which may
be written as a + b+ec 4~X, we proceed as above, summlng over all
final states with m1531ng mass M2 and show1ng the cross sectlon to
- be proportional to the three-body forward scattering amplltude.
See Fig. 1lb. ﬁote that the three body amplitude depends on three
variables out of s,t,u and Mz, and that the discontinuity in the

amplitude is taken across the Mz—cut. The anatog to Eq. F.7 is then

3 = a2 - o
~E 3 7 S Disesz(s;tﬂﬁ ) A F.8
dpc sdtadt

‘More detailed discussions of these results can be found in Refs.

°

2 and 3.

F.2 Triple-Regge Analysis

According to Mueiler, Regge theory may be applied to the

vesults of the generalized optical theorem, in our case to the
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single particle inciusive cr;ss section in Eq. F.9 and Fig. 1.b.
The amplitude will exhiblt Regge behavior if oné of mére of the
kiﬁematic varia%les becomes large. Then there are Regge pbles in
the crossed channel and the asymptotic behavior of the amplitude
4s determined by the trajectories of the poles.~The functional
‘fofm of the amplitude may be derived from non-relativistic potential
théory4 or relativistically from group theoretical argumentss.
| Following Field and Fox6, we let s/Mz.become large with

8 >> t, and write the invariant cross sectlon

%i}jﬂ* s/MP—or 0 IG7TS %:_(5 _(t )5 ¢ (6 (t))

;
5 &)+°< (t)Im LL-’JL <'7’ 't)

vhere v= ’“12 -t - mb, A(v,t) is the forward Reggeon part1c1e scat=-

F.9

tering amplltude, and Baz is the coupling of Regge pole i to part¢c1és

a and c. ei(t) is the Regge signature factor .
ei(t) = (Ti + exp(-lwai(t))]/(-sinﬂai(t)) - F.10

where qi(t) and T, are the trajectory and signature of the pole.

(Fdr poles with even angular momentum, Ty * + 1., and for odd éngular

momentum, = - 1). The limit is displayed graphically in Fig. F.2a.

Ti
By further requiring Mz +.o, the asymptotic behavior of
A(v,t) may be reggeized as in Eq. F.ll ,governed by the poles ak(O)

which couple to bb and aig See Fig. F.2b.

j' .
2, ar (0)-a4 (t)-a; (t)
TmA b ebb (0) Ime (O)g j(t) M7 i | F.11
where gij(t) is the triple-Regge coupling. Combining Eq. F.9 and

F.11, yields the triple-Regge formula, pictorially represented in
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Fig. F.2c. . \
ado/dtdn s 1 z G(t)( /Mz)“i(t)+“3(t)(m2)“k(°) F.12
Gijk(t; contains the four couplings and signature factors. |

If i»j in Fig. F.2b, the graph represents the total Reggeon-
particle cross section mediﬁted by Regge pble k and we write
C b ete = Eoms o @@t F.13a

and
- TOT

ol = Jof, o mam

( Eq. F.13 1is defined such that thé 6ptica1 theo.rem in Eq. F.6 is

| obeyed.) | ‘ A | | |
Choesing i and j to be pion traj ectori;es'for a. particuléf

process, we expeét dominant‘ coﬁtributions from P and wnR couplings.

Herg P is a p.omeron trajectory Witl'l Yero quantum numbers aﬁd R a

‘ general Reggeon trajectory, such as the p/Az with isoépin 1.

Eq. F.12 is then rewritten as

;{dez = 7—!5_/ a,c (ti ( /S'nﬁr/c(rr (t)) B ¥.14

[( /M;) 10(-7-‘({:) O(E(O)UE(WL) (S/M) td@il dﬁ{ﬁr TT'Q]

using Eq. F.1l3a. Letting

ap(t) = 1+ yt | F.15a
'u“(t) = 0.0 +t o " . R.15b
“R(t) =05+c . _ Fuasc

and using Eq. F.13b we arrive at

s s il ) (fsin? “ro<7ra}7(5/m) o;(m) 2.6

Near the pion mass-shell (t= xnn ), the sin function may be
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expanded giving Ct—m.,zr) and we set ‘ ‘
leto)|? - gfmmexp(a(c - mﬁ)]; R
vhere g:'ac is the on tﬁass-—shell coupiing, the exponential term a
correction for the pion trajectory being off mass-shell and the
factor -t forces the cross section t:o' zero-at t=0. The final cross
| ééction expression as given in Eq. F.18. is Athe _I}_eggeizea-_gne—zioﬁ-
Exchange-Model. | | |
sdo/dtav? = (g?‘_ac/161r2) —t/(t - mfr)?} L ' - F.A8

. (smz) 2t—1o,r (nb)exp [a(t - mﬁ)]
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APPENDIX G

Deuterium Targets

Even in a simple deuteron nucleus, care must be taken in
extracting cross sections for the nucleon of interest, in our

1,2 can be

cage, the neutron. A formalism developed by Glauber
“used to deal with the problem of screening, the eclipsing of
- onetnucleon Bytthe-6Eﬁef;?%ﬁigﬁiééc;éasés the'expected deuteron
cross section. Once the individﬁa; micleon cross sections can
be related to the nucleai cross section, ié'is still necessary
té idéntify which nucleon, if not both, was involved in the |
yeaction. anwledge of the deuteron wave;fﬁnction and the
applicntion of the impulse approximation model of Chew3 will
supply the handle needed.io identify targetAtypes; Fridman4
outlines the above and more in a systematic and detailed mahnér.
The reader should note that deuteron'targeﬁ interactions fall
iﬁto three §1asses: |
| a 1, ‘Coherent deuté?én interactions where the deuteron 4
appears in tﬁe final-state; : - | ' .
2. Spectator interactions where only one nucleon
interacts with the beam particle and the deuteron breaks up;

3. Rescatter interactions where both nucleons are

involved and the deuteron breaks up.

G.1 Glauber Formalism and Screening
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.- Let us nalvely assume the deuteron to be composed of tw§
black sphere (totally absorbing) nucleons. The total cross section

0 = o3y o4
for a nucleon is i oi+ o

metrical) cross section and cg the diffraction scattering cross
section, and for black sphere35 ci = oi = nRz. R is the radius

" of the sphere. The geometrical cross section for the second

oi being the absorptive (geo-

nucleon is then 02/2 and the probability that a straight line
passing through the first nucleon also passes through the second

is 212 =Y g/bn<r?> <r2> being the mean distance between .

nucleons. (It is implicitly assumed that $f2>A>> Rz, i.e. the

-.average nucleon separation is much larger than the range of inter-
action for a single nucleon, and that the probability density of
. the second nucleon is isotropic about the first). Geometrically,

P12 is the solid angle subtended by the second ﬁucledn as viewed

by the first nucleon. The cross section of the first nucleon

shading the second is llzolPi2

, and an equal term, 1/202P21, arises
from the interchange of nucleons 1 and 2. The total correction

-

to the geomefric nuclear cross section is then -0 P, = —-C P
' 1712 2721
and we write '
ooelo o — (0 o [8r)<r 2> | G.1
D ™ 2 12 :

a
wvhere OD is the deuteron absorptive cross section. The total
deuterium cross section becomes

-2 :
o, =0 +ag~- (6o [bn )<r "> =0 +0 - & .
1 2 ( 1 2/ ) 1 & ¢.2

D
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60 is the Glauber écreening correction.

The screening correctisn term may be derived'in a more
rigorous manner using the eikonal approximation of the scattering
amplitude combined with the optical‘theoreﬁ.l_ The Glauber cor-—
rection arises from the inéerference of the scattering amplitudes
from each nucleon, in the limit where the interaction range is
less than the mean nucleon separation.

In the rigorous derivation, ér“2> loses its direct
physical iﬁterpretation aﬁd should now be considered a'paraﬁeter
to be obtained empirically by inverting.Eq. G.2. Many calcula-

14

-2 ' .
- tions of <r "> have been done at low energies, using a variety

~of hd, hp and hn cross sections. All values for <« 25> fal1
between 0.03 ﬁbul and 0.04 mb-l, At high energies, Carroll7
finds <r_2> to be 0.039 mb“1 for incident pions and 0;036 for

incident protons, independent of beam particle momentum. Eq.G.2

may be rewritten as

o . -1 - 6.3
. D=o + o5 AG(cn + cp) 1 G)(on + UP)
with % and cp being the appropriate neutron and préton target
CIOSS sections, and G the fractional Glauber correction to

p+ For pd reactions G is .053 at 100 GeV/c

o, + op to produce ©
and by extrapolating Carrol's data, .056 at 400 GeV/c. For v+
beam particles incident on deuterium at 100 GeV/c, G is found to

. ’ - + .
be .039, using charge symmetxry between the ¥ p and T n cross

.

201



sections.

6.2 The Hulthen Wave Function

Throughout the text, the deuterén will be viewed as a

bound proton and neutron in a pure S (angular momentum L = Q)
state, though there is an admixture of 6-7%42 D (L = 2) state. In
'fhis context, thé Schrodinger equation (Eq.G.4) may be solved |
for the deuteron wave-function in coordinate space with sz = o,

2 " .
where L™ is the angular momentum operator squared, and we assume

a pure S-state neglectihg the angular dependence,

2 2 2.2

JRT 147 r + LT+ V() {9(x) = EP(x) SR
'G'ZMIrdzr, 2Mrr2 s .

M& is che reduced mass of the proton-neutron system and is set

equal to one-half the nucleon mass (ZMr~= m) and -E is the binding

energy (B) of the deuteron. The.solution as r becomes infinite

has the form
¥ e (- YTy frz u(n)/x A

~ 12 ) L
where ® = (Bm) '~. Using the notation g = g +

) = (2a'.e<a + s)]‘%e"“ - e‘Br)/[zuce - a>] - G.6
and B 1is adjusted to give a reasonable description for the wave-
Suncfion. Hulthen and Sugawara8 give values of ¢ = .0456 GeV/c
and 8 = ,260 GeV/c, and with the use of these values in Eq. G.6,

the wave-function will be referred to as the Hulthen wave-~function.
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-The nucleons have a momentum distribution (Fermi motion)

that may be calculated by taking the Fourier transform of the

Hulthen wave-function, as in Eq. G.7

>
T

¢<§>=<i/zw)3’2I¢(}*)e"P' S ea

*The wave-function in momentum space is directionally isotropic

and has the form

o) = k(% - )/[(pz +aty(p? + 82)'} " G.8
where k is chosen to normalize ¢ (p) as desired. The momen tum

probability P(p)  is then defined by Eq. G.9 using a system of

spherical polar coordinates

2 4, 2 9 ' : o o
I'¢(p)l d’p = I|¢(p)l p dpd(cos6)d¢ = IP(p)dp B ‘G2

and has the form -
} '2 ‘ . ; ‘. - r-‘
P(p) = k'p /[(p2 +oH e+ 82)] . 610
where k; is chosen to normalize P(p) to unity when integrated from

p=0topa+a

[N

G.3 The Impulse Approximation and the Spectator Model

. The deuteron has such a small binding energy that the
bound nucleons may be considered on mass-shell, i.e. they have

masses close to those of free nucleons. In addition the mean

-13

nucléon separation 1/a V4§ fermi (£ = 10 7~ cm) is larger than
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the fﬁnge of the nuclear force R'='1/m“ n 1.4 £, where m.  is the
mass of the pioﬁ. It is then very likely that a beam particle will
interact with only one target nucleon and that this interaction
willlbe similar to a beam particle-free targét iﬁteraction,
provided that the interaction time is much less than the char-
acteristic time of the deutg;on. The intéfaction time, t = R/B
where B is the incident particle velocity and at high énergies is

i, is less than .5 X 10°23 seconds. The characteristic time T4

defined using the Uncertainty Principle BTd =], is n 2 x 10_21 S,

indeed much greater than T, The bound target nucleon is then
considered "frozen" during the time of interaction.

The above is the basis of the iﬁpulse approximation model
of Chew.9 The non—inferacting or:sp@ctator nuéleon.is expected
to have the same momentum after the collision, when it is freed
. from the deuteroﬁ, as its fermi motion before the collision.
Neutron target interactions in deuterium will then ﬂave a
speétator proton associated with them, and vice-versa. Further-
more, if the Hulthen wavleunction is a good description of the
deuteron, the spectator momentum distfibution is knéwn. Conse~
quently, the neutronqtarget momentum may be determined through
momentum conservation, the deuteron as a whole being at rest in
the LAB.

On an event-by-event basis, the target three-momentum is

equal and opposite to the spectator momentum. One has a choice



in determining the tafget_enérgy, eitherllétting the neutron
target be on mass-shell (Ei = p: + mi ), or conservihg total
energy by letting the energy of the target be the difference of
the energy between the deuteron and the spectator protbn.

. The second choice puts the neutron target;off mass~§he11, but
?ridman4 believes this choice to be more in the spirit of the

impulse approximation model, and we therefore use Eqs. G.11 to

define the target momentum

.) - ~+ . . . . ) ' . ) . ) »' . . .
P =Py _ - Gla
By = mg = g o e Eaw

where the t, s aﬁd d subscripts denote target, spectator and
~ deuteron valges. |

The empirical véliditj of thé impulseiapproximation
would then seem to rest on how wéll £he spectator proton momen-—
tum distribution matches the Hulthen predictionmn. - Unfortﬁnately;
there are complications. The maximum spectator'momentum is on the
ord;r of 300 to 400 MeV/c and.the distribution peaks at 45 MeV/c.
However, at best we see spectator proton tracks no less thankl m
in length <BO MeV/c); Therefore, the Hulthen distribution predicts
voughly 2/3 of the neutron tafget events to have invisible specta-
tors, i;e. be odd-prong events, which limits the data.available.
Also, proton target events can prbduce slow protons in the forward

direction which may be misidentified as spectator protons. To
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be safe, we must then use only backward spectator events to
test the hypothesis, which further limits our data.
The event distribution as a function of target momentum

is given in Eq. G.12. . - . o
| d3N/dp dcos6 _d¢, « F(p ‘p co; Yelp,) / - G lé
. t t°% b>PerC08 /5 P - .

where 8, and ¢, are the spherical coordinate angles in the |
Beam Coovrdinate System in the LAB. See App. A.3. The b sub-
script refers to beam particle values, and F is the Mueller flux

factor, given in Eq. G.13.

. .2 22)% | 2 2)%
¥ ((pb'pt) - mbmt} B ((IbEt PPy CoS8) - mbmt} G.13
Use of the Mueller fluxrfactor in Eq. G.12.makes d3NAinvariant
under Lorentz transformations. Substituting in spectatbr for tar-

get variables using Eqs. G.11 yields the spectator event distri-~

bution in Eq. G.1l4

©

.3 . S .
d°N/dp dcosd dé_ = F°(Fy ;B 5cos0)P(p) €.14a

©

where
: | L |
Fs(pb,ps,coses) = [(;bES + Pbpscoses)2 - mbmﬂ‘2 G.14Db

The beam is assumed to be unpolarized and we may triyially
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integrate Eq. G.l4a over ¢8 to give

d2N/ddecoseS o F(ﬁb,ﬁs,coses)P(ps) ‘ : G715

. Integrating Eq. C.15 over p, defines the spectétor distribution

as a function of coses

dN/dcoseS « <F(§b,cos s)> : ’ o .G.16a
wheée <F> is an average value of the flux factor, now a function
of ﬁb and cosf_ only. . The value of <F> will have a maximum when

the spectator is moving in the beam dirction, i.e. when coseS is

equal.to 1. The minim'm of <F> will occur at coseS =~1. A

‘backwards-forwards asymmetry in the spectator distribution as a

function of coseé should be seen.

In a similar manner, we may average Eq. .G .15 .over

'coses to find the spectator momentum distribution as a function

of Pg- See Eq.- G.1l6b.

dN/dpsoc ~<F(f>b,f>s)'>p(ps) | 6.6

Here the flug factor is now a function of ﬁb and ﬁs only.

<
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For the momenta allowed by P(p;), this <F> is always close to
unity, such that dN/dpS should look like the Hulthen momentum

distribution.

The spectator distfibutions for both 100 CeV/c‘hd and
400 Gev/c pd data are given in Figures €.1, 2, é.and.4. Only
those spectators backwards with respect to the beaﬁ dirction
areiplotted. ‘With respect t°~¢s’ the distributigns in Figures
C.la and 2a should be flat, but there.are deficiencies.at 09/3600
-and.1800. At these éngles, the spectator track projected onto
the film plane is anti-parallel to the beamldirection,‘and short
stubs can be easily overlooked during s;anning and measuring.
'“This deZiciency is then nét éﬁrbrﬁsing. Figures G.1b and 2b
show the coses distr{butions‘ The curves are the preéictions of
tﬁe spectator model in Eq. G.l6a normalized to the area under
the data in the histograms. fhe predictions and the éat; are
consistent except perhaps in the first data bin, where the an—
gle between the beam and the spectator proton goes to 180°>and
a loss of short stubs is again expeéted. The fbrward-backwards
asymmetry can now be.seen in the backvards spectators by the a-

symmetry about coseS = -0.5,
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~The data in Figs. G.3 and G.4 are the momentuﬁ magnitudes
of the‘spectator protons weighﬁed by (1’+ F) where ¥ is the Mueller
flux factor for the associated target in the forward direction
reflected into the backwards direction (ét = —é;+ -8 —'1800).
The steep fall-off in the data below 80 MeV/c corresponds to the

missing of all stubs less thad 1 mm in length. If the spectator

‘model is correct, the distribution obtained from the data by

this method should be identical to a forward-plus-backward

spectatcr &istribution, provided we._could unambiguously recognize

~ the forward spectators. The predictions of ‘the spectator model

using a flux factor weigﬁted Hulthen wave—fuqction‘averagéd

over coses ’ are.giyen by the curves. fhe cﬁrves are neormalized
to fhe odd-prong plus weighted even-yrong backward'spéctator‘
events. Whilé below.a momentum of 160 MeV/c the p?edictions
seem somewhét.high, thevgenerai shape 1s in good agreement witﬁ
the visible spectator data.

We then assert that the impulse approximation spectator

model is at least qualitatively correct, the shapes of the specta—

tor distributions being understood. We further claim to be able
to recognize a neutron target event if it is an odd-prong event
or an even-prong event with a backwards spectator. Corrections

for odd-prong events from coherent deuteron interactions with an

-dnvisible final-state deuteron are discussed in Section IIIX.C.

In addition, by generating a Hulthen.target distributi&n with a
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Monte Carlo program for proton targets in 100 GeV/c pp -+ pX

"Tudata?, ve have estimated the contamination to the odd-prong and

backwards—spectatoi event samples from proton targets in deuter—
fum. Values of .005 and .025 were obtained. (fhere is no
contamination to the neutron target slow proton sample,

hn(ps) > (ps)ple, because we don't expect gwo protons with less
than 1.4 GeV/c momentum in the LAB from a proton targeé intexr—

action).

G.3 “ermi-Smearing" .

_ The‘ténm“"%é;ﬁi“éméarinéh‘will be defined as the resuléing
. uncertainty in kinematic variables due to the unknown motion of
& target in an invisible épec;ator eveni. In our neutron target

: saﬁple, at least 2/3 of the data are odd-prong évents; even if
forward spectator pfotons are identifiable.

A~To demonstrate the efiect of Fermi-smearing on our data,
we choose to use the center—-of-mass energy S% For a'AOO GeV/e
pioton incident on a neutron target in a deuteron at rest in the
LAB; the distribution of S%is given in Fig. G.5. The value of

Y L

1
s “for a neutron target at rest is sf = 27.43 GeV, and S, and sf

Y

are the maximum and minimum values of s*for an event with an

unseen spectator proton (ps< 80 MeV/c). The cross-hatched

area is then the area of known values, and unseen sﬁectator
% X

events have possible values within the range of S, and s’.

Note that the average value ofsk,<sk> = 27.52 GeV is slightly



ARBITRARY UNITS -

1500
1000

500

| ‘\/§-}_" - \/§+

~ Fig.G.5

i { 1 !
24, 26 28 30 32 34
JS (GeV)

215



higher than SE-

What value should then'be assignéd to Sk for the odd-
prong events? Let us generate a sample of spectator events using
our spectator model and call this the "real" distribution. For
eéch generated event, we either guess that the target is at
res£ of generate a specﬁator momentum, again using our model:
but independently of the "real" event generated; If we calcu-

late s;i for each choice of target, we then find that the devia-

%

tion in s . A - ) )

8(s%) EE(SE - SE)Z/N o a7

where the summation is over each set of targets, N is the number
- k3 l -

' L L
is the real 8" value and S_ is one of

of sets generated, 8 g

r

“'the two types of guessés, is smallest for the stationary target
- guess. For 2000 events, 53% was .23 GeV fo?-thg stationary target
and .33 GeV for fhe generated target choice, The same result was
obfained when generating M2 missing-mass values from pp~a-pX
data; the minimum deviation in Mz was given by the zero target

momentum estimate. Therefore, if a spectator is not visible,

the taréet will be assumed to have no three-momentum.

G.4 Rescattering
Estimates of the amount of rescattering events present in
deuteron break-up events can be made. If normalizing single

nucleon cross sections to hadron-deuteriim cross sections, one
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must correct for the loss of events to ;he'rescattering process,
f.e. deuteron break-up events ére not the simple sum of proton and
neutron target events corrected fof Glauber screening.

Lys'11 prescription for'calculatipg Frs’ the rescattering
‘f:action for all inelastic;deuteron break-up events,‘is given in

Egqs. G.18

F o= (1-PB)F _(>3) + PZFrS(Z)_ | . ‘. :G.18a
' where .
A ; hp,N>4) o
F_(>3) =1~ (M )M(tor))[i + 7PN G.18b
rs s - o(hn,N>3)

is the rescétteriné fraction for all events with 3 or more prongs,
M(p ) is the number of proton spectaLor events, M(tot) is the.
total number of deuteron break—up events with 3 or more prongs,
.and. (hp, N> 4) ( (hn, N > 3)) is the hadron—proton (h-neutron)
cross section for events with 4 (3) or more prongs. Frs(z) is the
rescatter fraction for inelastic N = 2 eventsrahd is estimated

to be one-haif FI;Q:3). P2 is the inelastic‘Z—prong probability
for hd interactions, as discussed in Sectioﬁ III.D. The above
calculations yield an Frs value of 0.208 + 0.019 at 100 éeV/c and
a preliminary value of 0.195 # 0.017Vat 400 GeV/c.,11 The Fos for
pion beam particles incident on ﬁeuterium is 0.145 % 6.026. The

results appear to be energy independent above 20 GeV/c incident

beam momenta.lo
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