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NON-DIFFRACTIVE PHENOMENA IN n p INTERACTIONS

AT 205 GeV/c

William R. Graves.

ABSTRACT

In 205 GeV/c 7 p inelastic interactions negative particles with
transverse momenta greater than 1.0 GeV/c moving forward in the
center-of-mass outnumber similar positive particles by more than 2
to 1, greatly in excess of the corresponding ratio for small trans-
verse momentum. This charge asymmetry is reversed in the backward
direction. At low P it is small except near the beam and target
rapidities, but at large Py it is pronounced iIn all rapidity inter-
vals except that including the center-of-mass.

Forward charge asymmetry is most prominent in the 2-, 4-, and
6-prongs interactions, but both forward and backward asymmetries are
observed at higher multiplicities. The production of high Pr posi-
tive tracks is more probable with increasing event mﬁltiplicity
while the production of high Py negatives does not decrease at higher
multiplicities.

Two body masses produced in association with high Py fail to
account for the increased charge asymmetry. Likewise we fail to ob-
serve copious production of high Py p systems although our resolu-

tion is admittedly diluted by many high multiplicity mass combina-
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tions.

Inclusivg high P,y cross sections are found to be in general
agreement witﬁ quark constituent models of Combridge, and Field
and Feynman.

Above 1.0 GeV/c transverse momentum observed charge asymmetries
are often associated with non-diffractive processes and are qualita-
tively ;onsistent with current models based on hard collisions between

structural entities in the pion and proton.
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I. INTRODUCTION

With the advent of particle accelerators capable of producing
particles with momenta in excess of 100 GeV/c, it has been possible to
begin to study the interactions between constituents of the sfrongly
interacting particles (hadrons). De Broglie wavelengths of probe
particles, frequently shorter than 1/100 of a proton diameter, may now
resolve structures within the pion and nucleon. Although available
accelerator energies have failed to liberate free hadronic subparticles
(partons), high transverse momentum transfer collisions observed at
high energy -eflect the effects of parton-parton processes,

In contrast lower energy processes are characterized by collective
excitation of hadronic componeﬁks. When accepting a momentum transfer
constituents of pions and nucleons (partons) act together. The hadron
either recoils elastically or, if its internal degrees of freedom are
excited, subsequently fragments in a manner characteristic of its global
structure.

When 200 GeV/c pions became available of Fermilab my collaborators
and I were anxious to use their increased resolving power to study hadro-
nic structure. The 15 foot bubble chamber had been delayed in becoming
operatioﬂal, but the 30-inch bubble chamber transferred from Argonne was
available. An exploratory run of 50,000 photographs of 7 p interactions
taken in the 30-inch became the basis of this dissertation. This run was
the first wnp bubble chamber experiment above Serpukhov energies (40 GeV).

We were not optimistic about the possibility of accurately recon-

structing high-momentum tracks in this chamber. Although we expected to
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measure the multiplities of charged and neutral particles produced in the
chamber, its small size and the extreme energy of the m made accurate
measurements seem a dubious possibility. Fortunatély, the quality of
measurements exceeded our expectations. The small size of the chamber
acted to minimize various sources of random error and we were able to
measure tracks belonging to events of all multiplicities. In many cases
we obtained four-constraint fits to the simpler topologies; which fits
attest to the accuracy of our unfitted measurements and allow a precise
treatment of certain systematic errors.

Using our measurements we have studied various aspects of 205 GeV/c
n_p‘interactions. From our scanning data, knowledge of the beam composi-
tion, and a hydrogen density défived from muon decay lengths, we have
measured the 205 GeV 7 p total cross section and multiplicity distribu-~
tion.1’2 Neutral particle conversions in the chamber yield cross sections
for the production of A, K, Ko, 7° and y.3 Using events successfully
fitting four energy-momentum constraints we have studied elastic scattering

and diffractive dissociation of the beam and target systems.4’5’6’7’8

lD. Ljung et al., Phys. Rev. D15 (1977) 3163.

2

D. Bogert et al., Phys. Rev. Lett. 31 (1973) 1271.
3D. Ljung et al., Op cit.

“4. u. Bingham et al., 'Pion and Nucleon Dissociation in mp + n n n p

" at 205 GeV/c', LBL-2460, May 1973 (Unpublished).-

5G. Abrams et al., 'Diffraction Dissociation in 205 GeV/c 7 p Two and

Four Prong Interactions', LBL-2112, August 1973 (Unpublished).

6 -
L. Stutte, 'Two- and Four-Prong Interactions in = p at 205 GeV/c',
ph.D. Dissertation at U.C. Berkeley.

7F..Winkelmann et al., Phys. Rev. Lett. 32 (1974) 121.

8. M. Chew et al., Phys. Lett. 51B (1974) 397.

hd
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Extending this work through an analysis'of events not fitting four
consfraints we considered the dependence of diffraction on charge
multiplicity. These studies are similar in one important aspect;
they emphasize dissociation of hadrons whose partons are collectively
excited.

In contrast, my dissertation concentrates on the physics associated
with high Pr tracks. Inclusive distributions of rapidities, transverse
momenta,band scattering angles observed for high Pr tracks differ quali-
tatively from those observed for low Pp tracks. The variation in be-
havior between low Pp and high Pp tracks 1s consistent with the predic-
tions of several models based on the interactions of hypothetical point-
like component particles called partons which are thought to compose the
hadrons.

To test whether our observations are in quantitative agreement with
parton model predictions, the data are compared with specific predictions
of two models; the quarkT fusion model of Combridge and the quark-quark
elastic scattering model of Field and Feynman.

The essential difference between a quark-quark process and a diffrac-

_tive process is that the momentum transferred in the diffractive inter-

action is absorbed collectively by the hadron, often leading to a subse-
quent dissociation; in the quark-quark process high transverse momentum

transferred to a single quark results in its violent dislocation.

A quark is a specific type of component parton.
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The possibility exists that the production of high pt tracks is
closely assoclated with the production of resonant states. To study
this possibility we have examined the inclusive cross sections for
the production of high Pp pions from decay of p states and for the

production of high Pr p's.
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II. THEORY

In September of 1973, three groupsl-3 working at the CERN inter-
secting storage ring (ISR) facility reported the observation of a new
phenomenon. The cross section for the production of high transverse
momentum hadrons in proton-proton collisions was observed to be several
orders of magnitude higher than extrapolated-iower energy observations
suggested. The cross section, which at lower energy had been falling
as e_6p , was found to take on a power law dependence at high Pps
falling instead like p}s in pp * 7°X at 90° in the C.M. system,

Many physicists derive from these data an interpretation similar to
Rutherford's explanatiop of the large angle scattering of a alpha
particles in gold»foil;l"5 that high momentum transfers are the signature
of some massive point-like substructures.

Certain theoretical ideas based on the observation of high Pr elastic
scattering in pp interactions and on scaling behavior in electroproduction
data anticipated these results. In an early paper Wu and Yang6 suggested
that the nucleon is an extended object with hard collisions exciting many

internal degrees of freedom in its structure. They related electron-

1M. Banner et al., Phys. Lett. 41B (1972) 547.

2B. Alper et al., Phys. Lett. 44B (1973) 521.

3F. W. Busser et al., Phys. Lett. 46B (1973) 471.
4Rutherford, '"Phil. Mag.', Vol. 21, p.669 (1911); Vol. 27, p.488 (1914).

5E. Rutherford, Proc. Roy. Soc. Lon. 97 (1920) 374.

6T. T. Wu and C. N. Yang, Phys. Rev. 137, B708 (1965).
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nucleon scatterin_ at high momentum transfer to pp elastic scattering
by assuming that the nuclear matter distribution is the same as the
electromagnetic distribution. The strong interaction, they presumed,
arises from a current-current coupling analogous to the vector electro-
magnetic interaction. The quantum of such a field mediating the strong
interaction has been termed a gluon.

Assuming such a vector gluon exchange for the strong interaction,
Berman and Jacob7 extended the work of Wu and Yang to the i1nelastic
case, predicting the behavior of high momentum transfer inclusive pp
scattering (pp = pX). They predicted a power law behavior as a function
of Pp instead of the exponential behavior, so successful at low Pps
predicted by statistical and hydrodynamic models.

Probing spatial structures through their momentum transfer distri-
butions has its precedents in the observation of other complex objects.
In working with coherent production of objects such as the Al, physicists
observed that an exponential falling off of scattering cross section with
momentum transfer to a complex nucleus was characteristic of the extended
structure of the scattering object. Glauber's theory8 related the slope
in the low-t region to the size of the coherently recoiling nucleus and

the slope in the high-t region to the size of the proton.T By Fourier

7S. M. Berman and M. Jacob, PRL 25, 1683 (1970).

8J. R. Glauber, High Energy Physics and Nuclear Structure.

t is defined as the squared four-momentum transfer to the recoiling

nucleus or nucleon (R. Hagedorn, 'Relativistic Kinematics', Benjamin
(1964) p.67).
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transform, a Gaussian profile in space corresponds to an exponential
distribution in the squared four momentum transfer t. At low t, the
prﬁton behaves as though it has a characteristic size of 0.8 to 0.9 F.
At high t, however, e-p and pp scattering depart from this exponential
behavior in a way characteristic of the internal structure of the proton.

To probe the electromagnetic structure of the proton, electron-
proton inelastic scattering has been carefully studied.9 The assump-
tion that the interaction is purely electromagnetic and is dominated by
one-photon exchange has allowed the Mott cross section to be factored
from the data leaving two scale-invariant universal form factors repre-
senting the electromagnetic structure of the nucleon. The scale-invari-
ant nature of these form factors suggests that electromagnetically the
nucleon's constituents can be considered point-like particles.

When these electroproduction results became known, they triggered
a renewed interest in high Py electromagnetic behavior of the proton.
It was believed then that the hadronic cross section would continue to
fall exponentially with Py The power law behavior of the electromag-
netic interaction might then govern the behavior of p-p interactions at
very high Py where e-6pT behavior would suppress effects of any strong
coupling. |

Berman, Bjorken and Kogutlo explored theoretically the behavior of
deep inelastic scattering in producing high Pr secondary particles.

They calculated the electromagnetic cross sections for the inclusive

Miller et al., PR 5 (1972) 528.

1OBerman, Bjorken and Kogut, Phys. Rev. ﬁg (1971) 3388.

.
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production of high Pp sécondaries in a great variety of interactions
including hh hX.-r The basis of this study was the exchange of one
vector boson. Thus, their cross section predictions represent at once
an electromagnetic lower bound on large Py cross sections and a predic-
tion of the effects of one vector gluon exchange in hadron-hadron inter-
action with a strong hadron-gluon coupling constant.

For all such processes dominated by vector boson exchange, one
result is uniformly found: a p;4 variation in the scattering cross
section times a scale invariant form factor. This may be expressed as

gd a p;4 (t/s, m2/s) where p% gf'tu/s and m is the missing mass.

Ppdpy

This result is an essential consequence of first order perturbation
theory. It reflects the second order nature of the wave equation which
in turn reflects the conservation of energy. Field and Feynmanll remark
that this is a universal expectation (with possible logarithmic modi-
fications) of all field theories.

Data obtained at CERN and FERMILAB, however, indicate that particles
do not behave according to these predictions. Precise counter measure-

ments at the ISR have confirmed the p}s behavior for high transverse

momentum particles produced in collisions.EZThus naive field theory is

inconsistent with these results in a very fundamental way.
Why? 1Is field theory a suitable vehicle for understanding the strong

hadronic interactions? These are unresolved questions, but field theory,

T
Here 'h' denotes hadron.

llField and Feynman, Phys. Rev. 15, 2590 (1977).

12 '
B. Alper et al., op. cit.
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as Feynman13 points out, is currently our only relativistically invari-
ant formulation of quantum mechanics. It remains our best hope of
attempting to Qnderstand these phenomena.

What are our options in trying to explain departures from 1/p;
behavior in g%; using field theory? Perhaps the most appealing possi-
bility is that the fundamental interaction is exceedingly strong so that
at currently available energies l/p; behavior is still experimentally
inaccessible. Nevertheless, at presently available energies, the problem
of understanding p;8 behavior confronts us. Thus recent theoretical
efforts have explored more complex processes in hadron-hadron scattering
rather than any simple parton-parton scattering liberating free partons.

Sivers, Brodsky and Blankenbeckler14 categorize these more complex
models of hadron-hadron interactions by their internal mechanisms:
quark~quark, quark-hadron, and hadron-hadron scattering. Various theo-
reticians have made predictions based on hard scattering models of these
sorts. Among these are several who have made quantitative predictions
of charge asymmetry for inclusive high transverse momentum pion cross
sections. The quark~quark scattering model of Field and Feynman and the

quark fusion

13Field and Feynman, Op. cit.

1481vers, Brodsky and Blandenbecklef, Phys. Lett. 23C (1976) 1.
(Physics Reports)
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model of Combridge yield detailed predictions of ﬂ_/ﬂ+ ratios in do Z.T

dyde

These authors make predictions which are directly comparable to the
results of this thesis. It is to these model predictions that we there-

fore turn our attention.

Quark Elastic Scattering

Field and Feynman15 have predicted charge asymmetry in the reaction
ﬂ_p > nix on the basis of quark elastic scattering. In their quark-
quark scattering model they study collisions between pairs of hadrons
viewed as slnagle hard scatters of their constituept quarks. A quark
from the incident hadron interacts with a quark from the target hadron,
transferring substantial transverse momentum to‘it. The high Py recoil
quark then frégments into hadrons. The ingredients used to calculate
the cross section for inclusive high Py processes are the scale-~-invariant
quark distributions in the initial hadrons for each type of constituent
quark; the quark fragmentation distributions for each type of quark which
specify the ampIifude for each type of quark to fragment into each type

of hadron; and %%, the cross section for quark-quark elastic scattering.

Distributions of various quark components hypothetically constitut-

T
P is the outgoing particle's momentum component transverse to the beam
direction; Py is its momentum component parallel to the beamEdirSction;

E is its energy; and y, its rapidity, is defined to be %-1n Er——;gn
R
15Field and Feynman, Loc. Cit.
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ing the proton are estimated from measurements of electron and neutrino
scattering cross sections on hydrogen. In principle such scattering
data can be used to measure the deep-inelastic structure functions for
the proton and neutron thereby uniquely determining scale-invariant

quark distribution functions for the nucleon. In practice current data
are insufficient for this determination; Field and Feynman used theoreti-
cal arguments to estimate poorly known quark distributions.

The structure of pions, thought to be essentially quark-antiquark
pairs, 1s experimentally accessible only with great difficulty. Lacking
stable pionic matter from which to scatter leptonic probe particles, di-
rect experimental determination of pioh quark distributions has not been
possible.;;Naturally a knowledge of pion structure is essential in cal-
culating the effects of quark~-quark elastic scattering in 7 p interac-
tions. Thus Field and Feynman have been forced to estimate the quark
distributions within the pion from the proton and neutron form factors
and the spin statistics of the quark theory.

The fragmentation of quarks into hadrons is assumed to proceed in a
manner independent of the quark production mechanism or quark color. As
the scattered high momentum quark draws away from its fellows in the
hadron, a large field strength is produced in the confining field. The
field's stress is relieved by the production of qq pairs which sort them-
selves out combining to form various hadrons. The trigger quark, de-
fined to be one of the two quarks participating in the elastic high Pp
collision, is a constituent of one of the hadrons in the final state,

which hadron is likely to have a large transverse momentum. The produced
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qa pairs are taken to be uu or daT assuming that the higher intrinsic
masses required to produce the more exotic quark states are suppressed.
Although in principle the guark fragmentation functions may be determined
experimentally by investiga;ing lepton-scattering, Field and Feynman use
some rather involved arguments to compensate for the dearth of data.
Suffice it to remark that quark decay functions are derived for the pions,
kaons, and baryons, which are consistent with electron and neutrino
hadron-production cross sections.

As the final ingredient in these inclusive cross section calcula-
tions, we need to know do/dt for quark elastic scattering in the diquark
system. Given these ingredients a simple integral calculates the pion
production cross sections for Tnp niX. From these are derived the
7" /n" ratios as'a function of 8 and x,.

, C.M. 1

These predictions, reproduced in Fig. 1, may be compared to our re-

sults. Please refer to the results section of this thesis for such a

comparison.

Quark + Antiquark > Pseudoscalar leson + Jet

In models of the quark fusion type high transverse momentum secondary

particles are produced by the combination of two quarks, one from each

"In most quark theories there are now thought to be at least four types
of quarks denoted by u (up), d (down), s (strange), and c¢ (charmed).

max

+
xLEpT/pT =2pT/|/S .
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of the incident particles. Quark fusion models have the advantage of
being able to account for cross sections not falling as p%a. This is
accomplished by allowing complex processes where mofe than one gluon is
exchanged in an elementary reaction. The disadvantage of these models
is that they fail to explain why any one multi-gluon exchange process
is to be preferred to another; they open a pandora's box full of com-
peting processes. These consitute a phenomenology which may be fitted
to a variety of experimental results. Such phenomenologies may be
heuristically useful in pointing theorists in the correct direction, but
in my view lack the predictive power required in a useful theory. Of
course, if it should happen tth one such process could explain all of
our high Py data, its importance would go beyond that of just another
phenomenological contribution.

B. L. Combridge16 of the Cambridge group has applied quark fusion
models to predict charge asymmetries in 7 p interactions. On the basis
of experimental observations of jet production Combridge prefers a quark
fusion mechanism to the leading particle mechanism of Landshoff and
Polkinghorn.”’18

Combridge's method of calculation proceeds by considering relevant

discontinuities in the forward amplitudes of a set of diagrams contribu-

J'GB. L. Combridge, Phys. Lett. 62B (1976) 222,

l7P. V. Landshoff and J. C. Polkinghorn, Phys. Rev. D 8 (1973) 4157.

18P. V. Landshoff and J. C. Polkinghorn, Phys. Rev. D 10 (1974) 891.
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ting to the process. These, together with quark structure functioms for
the hadrons derived from electron and neutrino data yield pion and kaon

production amplitudes. Applying his model to our experiment, Combridge

U -— -
predicts the charge asymmmetry ratio for A +K) as a function C.M.
Ot + K1)

rapidity. His model fits our data well except at large rapidities. For

detailed discussion comparing our data to the quark fusion model, refer

to the section titled "Results".
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III. EXPERIMENTAL DETAILS

The data analyzed for this dissertation originated in the Fermilab
30-inch liquid hydrogen bubble chamber, 48,000 photographs recorded
the interactions of a beam of 205 GeV/c 7 mesons with protons. The
tracks of charged particles, visible as bubbles in the hydrogen, were
photographed simultaneously in four stereo vieﬁs. A 30 kilogauss magnetic
field permeating the chamber separated positively-charged and negatively-
charged particles by bending them in opposite directions. revealing the

momentum of each particle through the curvature induced in its track.

Characteristics of the Beaml

The extracted 303 GeV/c proton beam of the Fermilab synchrotron,
focused on a 0.75 collision length iron target, produced a forward spray
of elementary particles. A secondary beam transport system composed of
dipole and quadrupole magnets accepted negatively-charged particles of
momentum 205 GeV/c for delivery to the bubble chamber. Dispersive dipole
elements in that system, spatially separating the paths of particles
having different momenta, allowed a collimator to reject particles not
within 0.1% of the nominal momentum selected.

The secondary beam traversed a differential gas Cerenkov counter;

lL. Stutte, Ph.D. Thesils, University of California, Berkeley (1974).
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a component of the beam tagging sfstem operated by the PHS2 consortium.
Although data from this tagging system were not used in our analysis,
its Cerenkov counter was used to measure our beam composition at a posi-
tion 1570 feet upstream of the bubble chamber. Using the counter's data
and the known decay properties of pions and kaons, we calculated3 the
beam composition at the bubble chamber to be 1.4 % 0.2)% X and (0.16 *
0.10)% P. The muon component of the beam was estimated by placiﬁg one-
foot blocks of aluminum absorber in the beam 600 feet upstream of the
bubble chamber. Measuring beam intensity vs. absorber thickness enabled
us to estimate the beam's muon population at the last bending magnet.
Decaying pions (m * pv) downstream of this measurement augmented the
beam's muon population. Using the known pion decay rate, we calculate
the muon component of the beam to bé (2.6 £ 0;5)% leaving the beam a

(95.8 £ 0.6)% pion fraction.4

Film Scanning

To locate m p interactions the film was scanned twice in the three
views by physicists and professional scanners. Events were recorded where
a beam track interacted within a fiducial volume defined by a template in

view 2. The fiducial length thus accepted in the chamber was approximately

2PHS Consortium; A collaboration of MIT, Brown University; University of

Il1linois, University of Indiana, I.I.T., Johns Hopkins University,
Fermilab Oakridge National Laboratory, Rutgers University, University of

Tennessee and Yale University.

3D. Ljung et al., Phys. Rev. D 15 (1977) 3163.

4ibid
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40 cm long and centered on the 76 cm bubble chamber. A beam track was
defined as a track which is seen to be entering the beam window in view
2 which was not a secondary track from an interaction within the chamber.
It was required to be parallel to our template grid and to be a track
which would have curved about one track width over the entire potential
length available to it. To make the task of measurement less difficult,
frames having more than 15 entering beam tracks were removedifrom our
sample.

Scanners attempted to identify proton tracks by bubble density in
the hydrogen. A track was flagged as a proton if it had more than twice
the jonization of a beam track and was less curved than the limiting cur-
vature depicted on our proton template. Heavily ionizing positive tracks
stopping within the chamber were flagged as stopping protons.

In viewing our 48,000 photos, scanners rejected 317 that had more
than 15 beam tracks. In the remaining 32,906 frames 7118 events were
found. Discrepancies in categorizing eventé between the two scans were
resolved in a third scan on a higher magnification projector (3.5 times
lifesize). On the basis of our double scan, we estimate our scanning
efficiency to be 99.97Z for events having multiplicity 4 or greater and
99.5% for 2-prong events with recoil protoné more than 2 cm long.

Qur scanning data, corrected by careful estimates of scanning losses,

together with the beam composition and the hydrogen density estimated
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+ T -
from m° > pv decays, allowed a calculation of 205 GeV wn p charged cross

sections. Categorized by toplogy, these cross sections are displayed

in Table 1, Elastic events were identified by four constraint (4C)

fits.6

Film Measurement

Film measurement were made in three views on the LBL Cobweb system
using Frankensteins.* All events having 2 or 4 outgoing charged tracks
(Z;prongs and 4-prongs) were measured in the first measurement pass, as
well as much smaller sample from other topologies. In a second pasg
through the film, we measured all events upstream of the chamber center,
i.e., in an approximately 20 cm fiducial length in space comprising “1/2
the scan fiducial volume. This pass greatly increased the size of our
high multiplicity event sample over that reported in oqur preliminary re-

sults.7 Multiple attempts were made to remeasure events failing TVGP,8

TA T , decaying at rest, yields a muon of known laboratory energy. By
measuring the mean lengths of u's stopping within the chamber we establish
the stopping distance due to ionization loss. 1ntegrating the Bethe-
Block formula we calculate the range vs. hydrogen density and find the
hydrogen density in our chamber. (see J. Kadyk and G.Yost, 'Density of
Liquid Hydrogen Derived from n+~u+ Decays for Total m p Cross Section',
UCLBL Note TG-191.)

°D. Ljung et al., Phys. D 15 (1977) 3163.

6SQUAW: 0. I. Dahl et al., Group A Programming Note No. P-126.

* ’
The reported setting error was 2 microns on film.
4. B. Fretter et al., Phys. Lett. 57B (1975) 197.
8Three View Geometry Program, Solmitz et al., Alvarez Group Programming
Note No. P-117.




TABLE I

Topological Cross Sections in 205 GeV/c 7 p Interactions

From D. Ljung et al., Phys. Rev. D15 (1977) 3163
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Number

Events Corrected Cross Sgction
of{ Prongs Found Number? (mb)
: : 2ty oot O
1 0
2 Total 1291 1476 * 38 4,86 * 0,14
Elastic 966 * 34 3.18 * 0.12
Inelastic 510 * 26 1.68 =* 0.09
3 6
4 1020 1072 % 35 3.53 *0.13
5 6
6 1137 1195 * 37 3.93 £ 0.13
7 4
8 1219 1259 * 38 4.14 * Q.14
9 6
10 1003 1013 * 35 3.33 +0.12
11 15
12 665 673 £ 30 2.21 % 0.10
13 11 |
14 361 341 * 23 1.12 % 0.08
15 9
16 192 189 + 17 0.62 * 0.06
17 10
18 98 94 % 12 0.31 + 0.04
19 6
20 36 29 + 8 0.10 % 0.03
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TABLE I (continued)

Number Events Corrected Cross Section
of Prongs Found Number?2 (mb)b
21 4
22 11 85 0.026 * 0.016
23 3
+ 3 + 0.010
24 2 1 0.5 0.003 _ 0.002
25 0
+ 2 + 0.007
26 0 0 _ 0 0.0 _ 0.0
27
+ 2 + 0.007
28 . 1 . 1 0.5 0.003 _ 5 002
TOTAL 7118 7354 t 88 24.19 * 0.44

—

®Total error is the statistical error combined with the error on the

corrections.

bThe cross section errors also include errors due to the determination

of the total pion path length and the hydrogen density.
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an LBL geometrical reconstruction program, some events being measured

3 or more times. All measurements successfully passing TVGP were exa-
mined by a physicist. The best of any duplicate measurement was chosen
by careful attention to fitted parameters elucidating how accurately
each track was reconstructed. This entire fitting procedure was per-
formed independently with two versions of TVGP differing in their proce-
dure for correcting distortions in the bubble chamber optics. Hereafter,
these two methods of removing optical distortions are distinguished by
referring to them as optics I and optics II.

When c2 culating cross sections distributed in certain kinematic
variables, some downstream events have been deleted to improve the ac-
curacy of our data. Likewise, a few tracks with FRMS > 4.0 were re-
moved.T Our weights compensate each topology for these deletions and
provide us with correctly normalized inclusive cross sections. Different
sets of weights were developed for each of the two sets of optics; each

represents the microbarn equivalent contribution for an event of a given

topology. In Table 2 are displayed these microbarn equivalent weights.

Effects of a Particle's Identification on its Momentum and Rapidity

That most of the particles in our sample are pions is inferred from
the observed proton cross section and the observed rates of strange parti-

cle decays. Excepting low momentum protbns (plab < 1.4 GeV/c, we assume

.".
FRMS abbreviates "Fiducial Root Mean Square'; the root mean square devia-

tion of film points from projected particle paths in micronmns.



TABLE 2,

to Tracks of

Various Multiplicities

Summary of Data Used in Assigning Microbarn Weights

Optics Optics I** Optics II**

Run I Events*** 1778 1769
Run II Events 2322 2244
v®'s Detected 606 584
Status Not 20030* 97 134
Vertex Qutside of

Fiducial Volume 746 740
[ Fiducial Volume or

Status Rejects] 825 886
Accepted Events 3275 3127
Elastic Events 526 525
Identified Protons 1495 1469
No Fit 254 218
Removed Fits (Elastics

and no Fits)'' 706 677
Surviving Tracks
Proton 941 921
n 7833 7549
T 8774 8469
Low pT(pT < 0.5) 13204 12834
Medium pT(S < P < 1.0) 3704 3522
High p (1.0 < p.) 684 628
FRMS® < 4.0 17480 16878
FRMS > 4.0 112 106

T .
Status code 20030 when reported by SIOUX for an event implies that
at least one fit has passed all quality tests. This may be a miss-
ing fit.

T

' N.B. Some events falling both criteria, are yet rejected but once.

*

FRMS abbreviates '"Fiducial Root Mean Square"; the root mean square
average deviation of digitizations on film from projected particle
paths in microns. )

*%

~ All measurements were processed using two independent methods for
removing optical distortions. See p.22.

*kk

Run I and Run II refer to two chronologically independent runs at

Fermilab.




TABLE 2 (continued)

Passing Events

Multiplicity Optics I** Optics II**
2 237 229
4 563 562
6 604 . ‘ 565
8 639 605
10 252 245
12 162 159
14 63 56
16 49 42
187 13
Microﬁ;rn Weights
Proton ﬁ+ "

Mult. Optics I Optics IT Optics I Optics II Optics I Optics II
2 7.21 7.46 7.22 7.47 7.09 7.34
4 6.32 6.37 6.32 6.35 6.32 6.33

© 6 6.64 7.08 6.52 7.08 6.52 6.98
8 6.55 6.88 6.51 6.88 6.53 6.90

10 13.65 13.82 13.26 13.64 13.26 13.64
12 14.15 14.38 13.73 14.02 13.71 13,94
14 17.78 20.00 - 17.86 20.10 18.02 20.31
16 12.65 14.76 12.69 14,81 12,82 14,90
18" 23.85 23.85 24.05

24

+Optics I were embedded in a version of SIOUX unable to accept events

having more than 16 outgoing charged tracks.

ki
Refer to previuvus page.

s o
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in calculating a particle's momentum and rapidity that is is a pion.
The errors in momenta induced by this assumption are negligible.
Similar errors induced in rapidities are small for tracks having trans-
verse momenta in excess of 1.0 GeV/c. Now consider the effects of
particle misidentification in more detail.

While the momentum of a track is measured'by its curvature in the
magnetic field of the bubble chamber, the mass dependence of a track is
more subtle, entering only as the track's curvature varies through loss
of energy. The principal mechanism for energy loss, ionization df hydro-
gen atoms in the bubble chamber, is a small effect at high energy.
Identifying particle masses by the variation in their space curves is
impractical unless the energy is low or the event happens to fit well an
overall hypothesis under four energy—ﬁomentum constraints. Since most
events here analyzed have missing neutral particles, 4C fits are quite
unlikely and recourse in identifying protons must be to ionization obser-
vations by scanners.

The number of bubbles per centimeter of track in the bubble chamber

T ¥
is nearly proportional to 1/82.9 In Fig. 2 are plotted dip vs. momentunm

9N. B. For this purpose density effect is negligible in liquid hydrogen.

See C. M. Fisher et al., 'First Observation of the Relativistic Rise in
Bubble Density in Neon-Hydrogen Bubble Chamber', Rutherford Laboratory,
Chilton, Didcot, Oxon p.l.

TB = v/c; where v is the particle's velocity and c is the velocity of light.

$ .
Dip is defined as the angle between the curvature plane of the beam and

the curvature plane of the dipping particle in the magnetic field of the
bubble chamber.




Fig. 2.

Laboratory Momentum vs. Dip Angle for Tracks Satisfying
TVGr Proton Hypotheses. Top, all tracks; center, protons
not stopping within the chamber identified by scanners
observing ionization; bottom, protons observed to stop in

the chamber.
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for all tracks fitting a proton hypothesis and then independently plot
the same quantities for identified protons and again plot them for
stopping protons as identified by the scanner. We observe no apparent
correlation between steeply dipping tracks and proton identification.
We conclude that the misidentification of steeply dipping pions as
protons 1s unlikely.

In Fig. 3, 1/B82 is plotted as a function of momentum. A 1.4 GeV/c
proton forms bubbles at a spatial density 1.5 times that of a minimally
ionizing track. This 1is about the minimum bubble density increase dis-
cernable by a scanner.

A study of scanner performance in identifying protons in events
with 4C fits revealed that 86% of the protons identified by 4C fit were
correctly identified by our scanners. Of the 147 incorrectly identified,
only 8% had momenta below 1.4 GeV/c.10 Incorrect identification of a
proton has little effect on momentum calculation, but may cause signifi-
cant variations in other calculated kinematic quantities. Rapidity is
particularly sensitive as demonstrated in Fig. 4. The rapidity of an
average track having transverse momentum 0.3 GeV/c would vary by one
unit if misinterpreted. However, a track of 1.0 GeV transverse moment um
will vary only 0.3 units of rapidity. Thus smaller efrors are induced
in the rapidities of high Py tracks than are induced in these of low Py

tracks when particles are misidentified. Kinematical quantities cal-

10Lawrence Berkeley Laboratory Report No. LBL-3855
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culated for misidentified K-mesons are affected less than those of
protons.

From a study of K° decays and assuming equal gk, k°, ®° and X~
cross sections, we estimate that V47 of the charged tracks taken as
ni are really Ki.11 These are global estimates made without reference
to transverse momentum, but calculated values of Py are nearly indepe::-
dent of the mass assumed for the particle. If many more high Pp parti-
cles were kaons than pions, high P would be correlated with visible
strange particle decays. This effect 1is not observed.

All kinec.atical quantities were calculated using pion mass hypo-

theses unless a track was identified as a proton by our scanner. We

neglect the errors introduced by these assumptions in futher analysis.

11D. Ljung, Op. cit.
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IV. ANALYSIS OF ERKORS

To examine high Py phenomena it is essential to measure accurately
Pys Pps ¥ and Qarious mags combinations for our tracks. In some kine-
matic regions error may render such measurements unreliable. Thus a
clear understanding of various random and systematic errors affecting
these quantities is essential:

In studying m p interactions at 205 GeV/c it is not uncommon to
observe final state particles produced with momenta near 200 GeV/c.
Measuring the momenta of such particles in a bubble chamber only thirty
inches in diameter is very difficult. A 200 GeV/c track whose length
is 3/4 of the chamber's diameter has a sagittum only 0.7 bubble diameters
wide. Momentum errors of more than 50% are not uncommon when measuring
such tracks. The transverse momentum of a high momentum track is de-
fined to be p sin® where p is the track's momentum and 6 its angle with
respect to the beam direction. Thus spurious high momentum tracks may
be spurious high Py tracks. Assuming that momentum error distributions
for positives and negatives are the same, and so long as there are signi-
ficant number of both positions and negatives, charge asymmetry ratios
are not changed by such errors in momentum as these errors affect posi-
tives and negatives equally.

Distortions arise naturally in the lenses and interfaces of the
camera system used to photograph the bubble chamber. Uncertainties in
our method of correcting optical distortions affect positives and nega-
tives unequally. By effectively iﬁtroducing a longitudinal curvature

“~to the bubble chamber these optical uncertainties raise the momenta
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of the fast forward tracks of one charge while simultaneously lowering
the momenta of those tracks oppositely charged. Thus severe systematic
error may be induced in high Prp asymmetry ratios. Fortunately this
problem only manifests itself in the measurement of high momentum tracks
as the error increases with increasing rapidity, particularly in the
region beyond y = 3. |

When events in one view are measured all tracks are completed be-
fore going to the next, Thus 1f tracks were ordered differently in
different‘views, the accidental interchanging of a track's measurements
between two views might produce spurious tracks of high transverse
momentum during geometrical reconstruction. To investigate this possi-
bility we have deliberately iﬁ;erchanged measurements in the views we
believe most likely to damage our.data.’ We find that such tracks recon-
struct with large values of FRMS facilitating their removal from the
sample.

Consider now more detailed studies of these important sources of

systematic error.

Errors Reported by SIOUX

In using the four-momenta of spatially reconstructed bubble chamber
tracks, accurate estimates of error in momentum and angle are essential.
Such errors originate in the limited precision of film measuring equip-
ment, liquid turbulence in the bubble chamber, and limited accuracy in-
herent in applied optical corrections. A contribution from each measure-
ment used in a track's spatial reconstruction should be incorporated in

estimating the error in the momentum or angle of the corresponding
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particle.

Film measurements used in reconstruction are of two types:
digitizations in each view of the images of bubbles forming a track
and of the images of a set of fiducial marks in the bubble chamber.
The fiducial positions are used to derive a formula correcting optical
distorti§ns arising both in the camera's lens and in the various opti-
cal interfaces between the lens and the measured bubbles. Any error in
the optical corrections is systematically incorporated in each bubble
measurement.

The program TVGP estimates the error in track momentum (P), dip
(2), and azimuth (¢)\arising from limited precision in bubble position
measurements. However, the program fails to incorporate any con£ribu—
tions to error induced by limited precision in determining optical cor-
rections. As this source of error can be highly systematic, it deserves
a close inspection. However, we first consider error estimation exclu-
sive of contributions from residual optical distortion.

In 7 p inclusive phenomena at P = 205 GeV/c, a mean charged multi-

lab
plicity of 7.99 implies copious neutral particle production, so that

four-constraint fits including elastic scatters comprise only a 177 con-
tribution to the total cross section. In calculating inclusive charged
particle cross sections, one is forced to rely on direct TVGP track re-
constructions unassisted by four-constraint fits in energy and momentum.

Indeed, in calculating cross sections, we have chosen to ignore four-

constraint fits even in events where they are available so as to mix
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neither data of radically different resolutions nor of radically
different systematic errors.

Our best estimates for error in the kinematical variables p, A,
and ¢ are the values reported by TVGP after reconstructing each track.
These errors are developed as follows. In recdnstructing a track, TGVP
fits a circular segment to the projection of the track in each film
view. From these segments, an estimate 1s made of an initial approxi-
mation to the spatial form of the track; a conical helix parameterized
in terms of five variables. This helix 1s then projected through the
optical corrections into each film plane where a chi-square function
evaluates the aggregate residqgl discrepancy between said projection and
the measured points. The five parameters are adjusted via fitting pro-
cedure to yield those values best defining the helix. As the residual
error in bubble measurements is assumed to be gaussian, standard error
propagation procedures are employed in determining the errors in p, A,
and ¢ from the measurement errors and the known parameterization of the
track.

In Fig. 5 we plot the distributions of standard deviation in ¢, A,
and p as reported by TVGP. Errors in angle are extremely small, averag-
ing 2.1 milliradians in dip and 1.5 milliradians in azimuth.

The prinéipal contribution to random error in the measurement of
Py OT Py, of a high momentum track is due to the difficulty in determining
the track's curvature. As such tracks are nearly circular, the ﬁroblem
simply reduces to that of precisely determining the track's sagittal

distance (the maximum separation between the track and the chord connect-

-~
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ing its two ends). Table 3 dis@lays the theoretica: ségittal distance
fpr a circular track segment in units of setting error as a function of
track momentum and length. Observe that undipped tracks of laboratory
momentum of 200 GeV/c measured over half the leng;h of the chamber have
a 407 error in momentum. It is not very useful to attempt to measure
the momentum 6f shorter tracks of very high momentum.

To experimentally confirm that the error in a track's sagittal
distance determines its reported error in momentum we plot Ap/p vs. p
for w+ and 7 independently for various ranges ofvtrack iength (Figs.
6 and 7). A simple argument assuming circular tracks whose lengths
greatly exceed their sagittal distances predicts that Ap/p = (8/9)
(sagittal resolution) p/22; where p is ‘the track's momentum, Ap its
reported momentum error, and £ its length. For a given range in % the
points of Ar/p vs.ip are bounded by straight lines with little overlap
between regions populated for various ranges in 2. Thus our model which
derives momentum error from track length, momentum, and sagittal resolu-
tion appears to agree with the method of error estimation used in TVGP
for our sample of tracks. From the slopes of the lines bounding our
points for specific ranges of £ we see the sagittal resolution is
approximately 4.5 microns on film. This value is derived from the RMS
residual scatter of points about the helix of best fit. It is consistent
with the value we found necessary to specify in TVGP so as to obtain rea-
sonable values of chisquare in our track reconstructions. It exceeds the
setting error ¢: our measuringlmachines by about a factor of two, the

difference prviiciably being due to other sources of random measurement
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TABLE 3

Theoretical Sagittal Distance in Units of Setting Error as a Function

of Track Momentum and Length

g
It

Setting Error: 1.5U on film

33u in space
‘ / B = Magnetic Field: 30 Kilogauss

Track Length in cm

| \ p = Track Momentum in GeV/c

IS
IS
]

—f § |—
< 2R >
p = .0003 BR
R = 12/88
22 -3 . .
=6 =9/8 7;—x 10 with p in GeV/c
£ in cm
§ in cm
Track Track Fractional
Track Track Track Sagittum Sagittum  Momentum
Momentum Length Sagittum in .25mm in 33u Error

in in in Bubble Setting Ap/p in
GeV/e Centimeters Millimeters Diameters Errors Percent

20 76.2 3.30 13.06 99.0 1%

50 1.31 5.23 39.6 3%
100 [ Full length 0.65 2.61 19.8 5%
200 of chamber] 0.33 1.31 9.9 107%

20 57.15 1.84 7.35 55.7 2%

50 0.73 2.94 22.3 4%
100 [ 3/4 length] 0.37 1.47 11.1 9%
200 0.18 0.73 5.5 187

20 38.1 0.82 3.27 24.7 4%

50 0.33 1.31 9.9 10%
100 [1/2 length] 0.16 0.65 5.0 207
200 0.08 0.33 2.5 407

20 19.05 0.20 0.82 6.2 16%

50 0.08 0.33 2.5 40%
100 [1/4 length] 0.04 0.16 1.2 81%
200 0.02 0.08 0.6 1627
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Fractional Momentum Error Ap/p Reported by TVGP vs. Reported
Track Momentum p. First row of illustrations, tracks 50 to

60 cm in length; second rdw, track lengths 40 to 50 cm; third
row, track lengths 30 to 40 cm. Momentum errors, limited by
setting error and track length, fall in triangular bands.
Shorter tracks display progressively worse errors. The first
columm, all tracks are displayed together. In columns 2 and
3, n+ and 1 are displayed separateiy. The similar behavior
of positives and negatives eliminates propagated random errors
as a source of observed systematic variations in charge asym-

metry. For other interals in length refer to Fig. 7.
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errof such as turbulence in the liquid.

Clearly, the overall random error situation may be greatly improved
by guaranteeing a certain minimum length for a high momentum track (Fig.
8). However, to remove tracks failing a length test may invite the intro-
duction of bias. The same effect may be accomplished in an unbiased
manner by removing downstream events. Fast tracks, kinematically con-
stained to the forward direction, are then guaranteed to have a minimum
length unless they interact. In the analysis of our data, a fiducial
volume are established requiring each event's vertex to fall between -20
cm and +8 cm in the y-coordinate (parallel to the beam).T Thus fast
tracks generally exceed 30 cm in length; and a well-measured 200 GeV/c
tracks has a less than 65% error in momentum. The precise limits -20 and
+8 cm were arrived at by studying how accurately we reconstructed the
curvatures of elastic outgoing 7 and beam m whose curvatures are known

to be (205 GeV/c)_l. Qutside of our established limits on vertex posi-
tion these curvatures reconstructions become unreliable. To observe this
effect refer to Fig. 9 where the average valué.of 1/p, gaussian variable,
is plotted vs. vertex position in y for outgoilng elastic m  tracks.
ithin each bin in y the average value in 1/p is determined using
the .. it 1/0%/p. Observe the decay in reliable reconstruction of
beam track curvature outside of quoted limits.
In casting out those tracks whose vertices fail to lie within our

fiducial volume we have removed those short high momentum tracks whose

.
y = 0 at the chamber's center.

—nre
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200%
]‘ 1 [
_ —
200 GeV/c
100% |— 100 GeV/c —T
50 GeV/c
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0 |
0 1/4 1/2 3/4 1

Track Length in Chamber Diameters

[1 diameter = 76.2 centimeters]

Percentage Error in Track Momentum vs. Track Length. Based
on the simple model described in the text these curves sum-~

marize the salient features affecting a track's momentum error.
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Fig. 9. Average Curvature of m  Tracks Emanating From Elastic Two-
Prong Collisions vs. Vertex Position of the Collision. Curva-
tures are expressed in units of [GeV/c]—l. A nominal value of
0.005 (GeV/c)_l is expected from these collisions. Tracks too
short to provide reliable averages are responsible for violent
deviations in tracks from downstream vertices. Small varia-~
tions of the overall mean for longer tracks are attributed to

optical distortion problems.
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momentum errors tend to affect our physics most adversely. Those tracks
remaining in our sample tend not to badly bias our asymmetry distribu-
tions. Such non-linear errors as remain to fake high Py tracks tend to
affect positives and negatives equally..

As vwe shall see in the following sections concerning optically in-
duced errors, those cross sections incorporating tracks whose sz > 3.0
are of doubtful reliability. Removing such tracks from the sample leaves
the momenta and angles of remaining tracks in close agreement with the
corresponding 4C values in those events where such a comparison is
possible. We believc those remaining tracks produée spurious high pT

tracks to an inconsequential extent.

Systematic Error Induced by Optical Corrections

A particle of momentum 200 GeV/c whose length is 1/2 that of the
bubble chamber has a sagittal distance only 0.33 bubble diameters. Any
optical distortion or chamber turbulence systematically introducing an
effective deflection of this order in very straight tracks induces signi-
ficant systematic errors in momentum. Tracks of one charge sign are
apparently increased in momentum while those oppositely charged are
decreased. Thus the ratio of negatives to positives having high trans-
verse momentum may be subject to serious error. |

To study systematic error due to uncertainities in our optical
corrections we compare the results of two different methods of correc-

tion. Both of the corrections being compared are formulated using

You is the particle's rapidity in the center-of-mass system.

[y
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methods in common use and both satisfy commonly used tests of correc-
tive accuracy.1 In comparing their affects on a track by track basis
we may use as our data base most of the tracks which succeed in geo-

metrical reconstruction. Excellent statistics are available to deter-
mine differences induced in angles, moment- rapidities, and asymmetry

ratios.

Comparison of Dip and Azimuthal Angles Obtained with Optics I with

Optics 11

Dip and azimuth are spherical polar angles defining the direction
of flight of a particle leaving an interaction vertex. Since missing
mass '"'fits" were used in calculating these angles, the angles are un-
affected by any of the adjustments associated with kinematical fitting.
Dip and azimuth are defined withsrespect to an arbitrary reference system
in the bubble chamber fiducial system. Thus small changes in beam direc-
tion, introduced when the "beam averaged" beam parameters are set, do not
influence these angles. Figs. 10 and 4 display the effects of variations
in the optical constants on the momenta, dip angles, and azimuthal angles
of our tracks.

The mean shift in laboratory dip angle between the two sets of
optics is 1.3 milliradians., This shift is of the same sign for positive
and negative particles and is approximately independent of laboratory
momentum. The program SWIM, when propagating the effécts of a track's

mean curvature variation inot its angular variation at the vertex, affects

See section on Experimental Details.
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only azimuthal angle while leaving dip angle untouched. Thus any dip
variation between the optics is due not to the effects of momentum vari-
ation, but rather to the effects of the optics on the angle directly.
The mean shift in azimuth is 0.3 milliradians. It is also of the
same sign for positives and negatives, making it a candidate for the re-
sult of a swimming correction correlated with momentum shift. This shift
is consistent with the observed curvature shift in the momentum variable.
Since the angle shifts are of the same sign for positives and nega-
tives in both angular variables they are tantamount to a small change in
the beam direction. Thus they may be compensated for my a small adjust-
ment in beam averaging. In any event they are quite small being of the

same order as the track measurement errors.

Comparison of Momenta Obtained with Optics I and Optics II

In contrast to the small angular shifts, we observe Fig. 11 a strong
systematic correlation between a particle's momentum and the observed
shift in its momentum due to variation in optical corrections. The sect
11 optics systematically increase the momentum of'a.positive track and
decrease the momentum of a negative track compared with their set 1
values. The values for the momentum shift displayed in Fig. 11 are un-
weighted means over intervals in Piabe Because P1ab is a non-gaussian
variable, the arithmetic mean is not a reliable measure of the distribu-
tion's central tendency. Thus thc mean value of momentum shift is skewed
by a few extreme points at the hiyter values of Plab’

At our highest momenta, our resolution in curvature is poor enough

to place a pole in the momentum variable within our distribution in cur-




Fig. 11.

Mean Difference in Momentum, Dip Angle, and Azimuthal
Angle Between Optics 1 and Optics 1I As a Function of
Laboratory Momentum. n+ and m tracks are plotted
independently in the right-and left-hand columns of
plots. A strong systematic momentum dependence is

found only in the momentum variable,

49
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vature. Normal techniques for propagating errors are invalid for
high momentum tracks. In addition, any track whose measured curva-
ture disagrees with its charge hypothesis (i.e., a positive track
with the measured curvature of a negative track) will cause its
event to fail a missing mass fit in SQUAW. At 205 GeV/c our resolu-
tion is such that 77 of the tracks would be ekpected to so fail
(Fig. 12).

Thus unweighted averages in the momentum variable are unreliable
near 205 GeV/c.

To further investigate the effects that uncertainties in our opti-
cal corrections have on momentum measurements, we would like to compare
a track's momentum as reconstructéd with two different optical correc-
tions. Such a comparison is perilous! To observe the effects of the
optics through the veil of our poor high-momentum resolution requires
that an estimation of the mean optical effect be made over our ensemble
of tracks. We have seen that when we average over our highest momentum
tracks, their curvature resolution allows some of their curvatures to
populate the regionbof zero curvature.

To overcome these difficulties, we choose to perform all of our
averaging in the curvature variable 1/p. Furthermore, as 1/p is a
normally distributed random variable, the average may be calculated
by weighting by the reciprocal of each track's reported curvature
variance oi/p. Thus these pathological tracks in our sample are given

their proper weights.
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Fig. 12. Distribution of Inverse Momenta 1/p Calculated by TVGP For
Elastically Scattered m Tracks. This variable is propor-
tional to track curvature therefore it has a Gaussian distri-
bution. Centered at the expected mean value of 0.005 (GeV/c)—l,
this distribution reveals a width of 0.003 (FWHM). 7% of the

curvatures are negative (1/p < 0.0)
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How may averages in the curvature variable be accumulated and
subsequently transformed to reflect behavior in the momentum variable?
Two approaches suggest themselves. 1In the first, one averages the
optics II curvature (1/p) over bins in the optics I momentum. The
mean values are then transformed into average momenta. In the second
approéch a mean curvature shift between the two optics is calculated
for bins in optics I momentum. The mean curvature of optics I and
optics II tracks are also accumulated against the optics I momentum.
Together, these data are transformed to express the mean shift ip
momentum vs. Lhe optics I momentum.

Using the first approach to determine the effect of systematic
error induced through our optical constants on the measured values
of momentum, we compare the value of track curvature developed with
each set of optics on a track by track basis. For n+ and 7 tracks,
we plot the mean curvature of a track in optics II as a function of
its optics I momentum (Fig. 13). We weight this distribution by the
reciprocal of its variance oi/p to improve our estimate of the mean.
FYorm this distribution we develop a plot of mean momentum under optics
IT vs. momentum under optics I (Fig. 14). Observe that high momentum
negative tracks with optics II tend to decrease their momenfum with
respect to optics I values and similarly positive tracks tend to in-
crease their momenta. All mean values are determined in the 1/p
variable to guarantee a gaussian distribution. Note that the induced
momentum difference at laboratory momenta below 25 GeV/c is consistent

.

with zero difference.
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Averaging is accomplished in 1/p, a Gaussian variable.

are displayed on the left and T on the right.
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In the second approach, we plot the shift in curvature (l/pII—
l/pI) vs. the optics curvature-%— (Fig. 15). As this shift is a

I
gaussian variable, the mean shift is best determined by weighting by

. 2
the variance o( 1 __L_)‘ Observe that there is a linear relation-

Prx P L )

ship between these variables (E and A ED, but that in the region
corresponding to momenta above 25 GeV/c and shift in curvature is
consistent with a constant value. Most tracks in this region are re-
lativistically constrained to be nearly parallel to the beam and are
similarly affected by the optical distortion. To better see that the
curvature shift A(%D is constant in this region, we plot it vs. the
optics I momentum laboratory-thereby‘expanding the region above 25
GeV/c (Fig. 16). The curvature shift in this region is consistent
with a constant value for both positive and negative tracks, having
opposite effects on the momenta of tracks of opposite charge. Aver-
aging over all tracks in this region yiclds mean values of curvature
shift for n+ and m , which are compatible with being equal (Table 4).
Thus our data are consistent with this interpretation; that tracks
parallel to the beam are affected equally by a systematic constant
variation in curvature between the two sets of opfical corrections.
Tracks behave as if the chamber were being bent slightly by the varia-
tion in optics.

To observe the effects of this variation in curvature in the momen-
tum variable, we propagate the curvature variation into a momentum

variation bin by bin as follows:
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tracks dip very little, the inverse momentum closely approxi-

mates the track curvature. Variations between the two sets

of optics are consistent with a constant difference in cur-

vature. Below 25 GeV/c (the first bin) the observed differ-

ence affects the momentum only slightly.
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TABLE 4
Weighted Mean Shift in 1/p [GeV—l]

for Plab > 25 GeV/c

A
lip Al{p U<$> 0<A> o

™ w ki) m m w

0 Constraint Fits

Optics TI-Optics T -.00071 +.00080 .00001 .0001 .0004 .0004

4C Fit-0C fit

. -.00043 -.00072 .00023 .00010 .0018 .0027
Optics 1

4C Fit-0OC Fit

Optics II -.00017 +.00015 .00010 .0002 .0021 .0019

4 Constraint Fits -5 -8
-.00004 +.000005 5x10 6x10 .007 .000016

Optics I1I-Optics I

Table 4 summarizes the mcan shift in the curvature variable Al/p
between various pairs of techniques used in correcting optical distor-

tions. All tracks whose Py exceeds 25 GeV/c are included in the

b
averages. In some cases, only tracks belonging to events having 4C
fits are included in the averages. The mcans are develpped with 1/0?
weights. The columns labeled Al/p show mean shifts in 1/p. The
columns labeled SIY show the widths of the weighted distributions. The

columns labeled O ps show the probable error on the mean.
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R 1 1 (all averages are taken
P=- PN W " over a bin in p,)
Pr Pi1 Pp P1

This procedqre provides an estimate of the mean momentum shift while
performing all averages in the curvature variable (Fig. 17). This cur-
vature variation induced by optics has a diminishing effect on the lower
momentum tracks and is consistent with zero below a laboratory momentum
of 40 GeV/c.

To study the effects of the optical variation (4 <%> = .0008) in
the rapidity variable, we perfprm a similar analysis propagating the
shift in lab momentum through the curvature variable. Observe that the
only substantiél variation in plab occurs in the region y > 3.0 (Fig.
18). Thus measured values of p are reliable within their reported errors

below this value of y.

Comparison of Four-Constraint and Zero-Constraint Momentum Calculations

To determine absolutely the extend of the residual systematic error,
recourse may be had to four-constraint fits. Here, overall energy-
momentum conservation reduces the error on measured momenta of high
momentuﬁ tracks markedly. Naturally, only a small fraction of our events
have such fits; most events have outgoing neutral particles at our beam
momentum. However, 2-prong to 8-prong events having valid 4C fits allow
us to compare unfitted TVGP track measurements with those for their more

accurate "fitted" counterparts. Said comparison yields an estimate of
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residual systematic error in TVC! neasurements and further, provides an
objective basis for choosing bctween the two sets of optical corrections.

To examine the quality of these two sets of optical corrections
independently, we examined their abiiity to correctly reconstruct the
known momenta of beam particles and m elastic scatters. In each case
we calculated the mean value of the unfitted distribution of 1/p weighted
by 1/02 for that track's momentum. The error in 1/p is calculated

weighting by d(%) = Q% ignoring any contribution from angular error.
p

This assumption is justified by the predominance of the error in momen-
tum. The mean values displayed in Table 5 are inconclusive. The set 1
optics yield a better value for the beam momentum (non-beam averaged),
but the set II optics yield a better value for the m elastic momentum.

We measure the momenta of a sample of full-length non-interacting
beam tracks using the set I optics. These reconstructed and known beam
momentum quite well (sec Table 6). No similar study was made for the
set II optics.

We studied the difference between the OC and 4C curvatures for
tracks from events with four-constraint fits. The methods used in
comparing our two sets of optics through curvature behavior were once
again pressed into service. The résulting plots of OC momentum and
0C/4C momentum shift vs. 4C momentum are displayed for the two sets
of opties (Fig. 19-22).

Although the statistics are too p " r to establish that the differ-
ence between the sets of optics is a counstant curvature shift, our

results are certainly consistent with such a hypothesis (Figs. 20 and




TABLE 5

A Comparison of Set I and Set II Optics in Reconstructing

Beam Momenta and Elastic ©m Momenta

MomenEum Momentum
4C 1 Beam
Optics Run Elastic (GeV/c)
I 1 263 GeV/c 204 GeV/c
Bernard 2 270 GeV/c 169 GeV/c
11 1 212 GeV/c 188 GeV/c
Dave 2 222 GeV/c

158 GeV/c

All mean values were calculated weighting by 1/0? in

the Gaussian Variable 1/p. A typical error is & GeV/c.

64




TABLE 6

From the Notebooks on Gptics I

Measurements of straight through beam tracks of length “70 cm

yield the following results.

Run 1 <1/p> = 0.00493 * 0.00911
=p =203 * 4,5 GeV/c
[ 84 tracks]
Run 2 <1/p> = 0.00487 % 0.000.3
=p =206 6 GeV/c

[ 92 tracks]

Run 1 + Run 2

p = 204.5 £ 3.5
[176 tracks]
p - 2
Comp = def 1/ = 1/205
1/p
For beam tracks [ Full Length] :
<Comp> = -0.07 £ 0.03
For elastic outgoing T
<Comp> = -0.46 * 0.04
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20).

Assume that the difference between 4C and OC values of 1/p for

pL > 25 GeV/c is a constant as in our 0C/0C study. Then average over
the entire region PLab > 25 GeV/c to determine the mean A<l/pLab>.
This procedure reduces the statistical error to a manageable level
allowing a reasonable comparison between the two sets of pptics and
"good" 4C values. However, most of the statistics come from the 2-
prong elastic events which dominate the 4C events.

The two optics sets are consistent with equal and opposite cur-
vature shifts in relating the OC values to the 4C (Table 4). Optics
II, however, is off by only about .00016 * ,00014 in mean curvature
shift; meaning its value is consistent with zero curvature. Optics I
deviates by a more significant value (.00057 * .00025).

Unfortunately, when the elastic events are removed from our sample
the opposite result is observed; that the set I optics are somewhat
better than the set I1 (Table 7). Although this result calls in to
question the absolute superiority of the set II optics it leaves the
principal result unchanged, that neither set of optics is reliable for
rapidities exceeding 3.0. We have no reliable way of establishing
a 'good' set of optical corrections.

To eliminate the possilibity that some of the 4Cvfits might dis-
agree between the two sets of optics, we compared the reported 4C track
curvatures between them. We found no significant differences in the n+
or m (Fig. 23 and 24). There do appear to be some problems in proton

interpretation.



TABLE 7

4C/0C Comparison W/0 Elastics
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<Al/p> <Al/p> 0<Al/p> o0<Al/p> oAl/p glAl/p

+ - + + + -

n n n n ™ m
Optics 1 -4 -5 -4 -4 -3 -3
W/0 Elast| -5.03x10 1.88x10 2.33x10 1.82x10 2.98x10 2.76x10
4C-0C
Optics II -4 -4 -4 -4 -3 -3
W/0 Elast| -3.85x10 -3.44%10 3.08x10 2.00x10 3.27x10 3.02x10
4C-0C

Tsble 7 summarizes the mean shift in the curvature variable 1/p

betwiriu 4C values of 1/p and corresponding unfitted values.

Two diffe~

rent techniques used in correcting optical distortions are compared.

Only tracks belonging to events satisfying 4C fits are included.

prong 4C events (elastics) have been removed.

Two

Compare these results

.with the corresponding results in Table 4 where elastic events are in-

corporated in the averages.

in 1/p.
tributions.

mean.

The columns labelled O.p>

The columns labelled Al/p show mean shifts
The columns labelled A show the widths of the weighted dis-

show the probable error on the
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We also examined the 4C vs. OC momentum shifts as a function of
the rapidity variable. The same curvature averaging techniques were
used (Figs. 25 and 26). Observe that the results are consistent with

no shift for values of y < 1.0. Tracks for which 1.0 < y <
c.m. ) c.m

3.0 show a small discrepancy and tracks for which 3.0 < Ye . m. < 5.0
are least reliable.

In conclusion, systematic error in optical corrections may render
any charge asymmetry obscrvations at y > 3.0 unreliable. Our asymme-
try observations at these high momenta must be viewed with suspicion.

Thié is not, of course, an absolute cut-off for momentum measure-—
ments (y = 3.0), but there is»a continuous decrease in reliability of

measurement in the region of y = 3.0 and beyond.

Spurious High Pq Tracks Originating in Mismatched Tracks

Another possible source of error in mismatching the tracks in
different views producing a false track which could have high Pr
There was no noticable difference between FRMS distributions for high
P tracks and all tracks. Both distributions peaked at 1.5 microns
and only 2% of the tracks had FRMS > 4u, From a study of events in
which tracks were deliberately mismatched, we conclude that track mis-

match effects are neglipible, particularly if tracks with FRMS > 4,0u

are removed from the sample.
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pare with Optics I results see Fig. 25.
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Summary

Below center of mass rapidities of 1.0 the systematic errors in
measuring particle momenta and rapidities are negligible. Above 1.0,
systematics errors due to uncertainties in correcting the distortions
in our camera optical system become increasingly important. The
effects of these errors are mitigated by selection of a fiducial
volume guaranteeing a minimum length to fast forward tracks. Where
rapidities exceed 3.0, calculated momenta are not so reliable. Hefe
systematic errors equal or exceed statistical errors and care must be

exercised in drawing conclusions.
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V. RESULTS

Rapidity Distribution of Charged Cross Sections

do .
Figure 27 shows E; in millibarns for the production of in-
. + -
elastic protons, m , and * as a function of rapidity y for two inter-

vals iny (y < 0 and y > 0) and for three intervals in transverse

S

s A,

momentum p., (0.0 < Py < 0.5 GeV/c, 0.5 < pp < 1.0 and 1.0 < pT). In

Lt

the center of mass system x = 0 implies y = 0 so these are also plots
%ﬁ with a somewhat different normalization. Charge asymmetry is evi-
dent in all three Pp intervals; negatives out?umber positives in the
forward direction and vice versa in the backwafd direction. In all
three intefvals of P> the n+ are equally likely to be found forward
or backward; the asymmetry being due to the distribution of 7 . The
magnitude of the asymmetry increases with Pp

In Fig. 28, we display the same cross section as in la, binning
the rapidity more finely in eleven bins of one unit each. The central
bin is now centered on x = y = 0. All identified protons are found
near the target rapidity (y = -3). We suspect that the seven high pT
protons may be misidentified w+. The low Py n+ are symmetrically dis-
tributed with respect to the center of mass. Medium and high pT n+
are found closer to the center of mass in the backward direction than
the forward even though the total cross section is equally divided be- i
tween forward and backward particles. The large charge asymmetry is
induced by 7 production cross section with increasing P Hi.n P
cross sections at C,M, rapidities exceeding 3 are of questionable reli-

ability (refer to Error Section).




Fig. 27,

Inclusive Differential Cross Section %% vs. Rapidirty
y for Forward and Backward Production of Protons, ﬂ+,
and ® in the C. M. System. The three rows of histo-
grams represent'fhree ranges in transverse momentum

pp- Top row, low p, (0.0 GeV/c <§pT < 0.5 GeV/c);

center row, medium Py (0.5 GeV/c < p,.. < 1.0 GeV/c);

T
bottom row, high Pr (pT 2 1.0 GeV/c). The overall

75

charge asymmetry is due to the m distribution. There

+
being no forward-backward difference in 7 for any Py

interval.
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for Production of Protons, n+, and m . Top row, low pT
(0.0 GeV/c <§pT < 0.5 GeV/c); center row, medium P (0.5
GeV/c < Py < 1.0 GeV/c); bottom row, high Py (pT 1.0

GeV/c).
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Charged Particle Ratios vs. Rapidity

Figures 29 and 30 present the asymmetry ratios of inclusive
inealst? %% for forward and backward tracks in the center of mass.
Three ratios are presented; these being different ways of displaying

the same phenomenon., In the first column of figures we see

do
(ég /(99) ; in the second column EQXEEEE. and in the third
dy’negative’ "dy’total’ (gg_ i
dy’pos
do do
(ay’neg ™ Cay’pos
column . The error bars displayed are based on
&+ &

dy‘neg dy’pos
Poisson statistics and include no contribution from systematic errors.

As demonstrated in the se;tion on systematic error, the forward
tracks (y > 1) are subject to significant systematic error in momentum
due to uncertainties in our optical constants. This error is relatively
small for 1 < y < 3, but renders ratio measurements unreliable for y > 3.
To observe the effect of this error, we display the same ratios in Fig.
30 as in 29 but develop Fig. 30 data with a different set of optics.
These two optics were developed with somewhat different techniques, but
are both considered acceptable according to the commonly applied criteria
of bubble chamber physics. The inelastic inclusive forward (-/+) ratio
is observed to be 3.10 to 1 using the first set of optics and 2.19 to 1
using the second set of optics. On the basis of our four-comstraint
fits, we believe that the second set of optics is more accurate for fast
tracks which are forward in the center-of-mass. The difference in

forward inelastic high P, cross sections between optics I and optics II

e N e




Fig. 29.
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Inclusive Forward and Backward Optics T Charge Asymmetry ;
vs. C.M. Rapidity Displayed in Three Variables. Left-

nand column of jllustrations, negative/total cross sec-

tion ratio; center column, negative/positive cross sec-

tion ratio; right-hand column, asymmetry ratio (o~ - c+)/

(o + 0+). Top row, low Pr (0.0 GeV/c < pT=< 0.5 GeV/c);

center row, medium P (0.5 GeV/c <§pT < 1.0 GeV/c); bottom

row (pT 21.0 GeV/c)t Charge . symmetries increase signifi-

cantly with increasing P To observe the effects of vari-

ations in the optics refer to Fig. 30 where we plot the

same quantities derived with Optics II.
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Fig. 30.

Inclusive Forward and Backward Optics II Charge Asymmetry
vs. C.M. Rapidity Displayed in Three Variables. Left-
hand column of illustration, negative/total cross section
ratio; center columﬁ; negative/positive éross section
ratio; right-hand column, asymmetry ratic (o - o+)/

(6" + 0+). Top row of illustrations, low Pr (0.0 GeV/c <
P < 0.5 GeV/c); center row, medium Pr (0.5 GeV/c <§pT <

1.0 GeV/c); bottom row, high Prp (pp > 1.0 GeV/c). Refer

T

to Fig. 29 where we plot the same Optics I quantities for

purpose of comparison.
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is due mainly to tracks with y > 3.

In Figs. 31 and 32, we display the same ratios as those of
Figs. 29 and 30, but binned more finely using bins of one unit in
rapidity. The -/+ ratio is strikingly greater at large P than at
small P in the forward direction except for v * 3, where diffractive
effects induce a large asymmetry at low Pp The effect is reversed
in the backward direction. 1In the central rapidity interval extend-
ing from -0.5 to +0.5 the (-/4) ratio is unity to within reasonable
errors at low P

The ratios in the most forward two bins (y > 3.5) are of ques-
tionable reliability as detailed in the chapter of systematic error.
The approximate magnitude of the systematic errors so affecting for-
ward high-momentum tracks can be judy.d by comparing the ratios dis-
played in Figs. 31 and 32, bectween whj<h the optical correction con-
stants differ.

At small pT(pT < 0.5 GeV/c), the observed charge asymmetry is

small except near the beam rapidity (y = 5) and near the taréet rapi-

dity (y = -3). Thus it is tempting to associate these low Py asym-
metries with leading partic.« ¢!/ lects connected with the diffraction
dissociation of the beam uo. @ o, ¢t particles.”’ Indeed, the excess

low P backward positive and fo:.ard negative cross sections are con-

sistent with being associated almost entirely with low multiplicity

1
“i. Stutte, Ph.D. Thesis, U. C. Berkeley, 1974

,
“F. C. Winkelmann et al., Phys. Rev. Lett. 32 (1974) 121; also AIP
Conf. Proc. No. 14, LEd. by H. H. Bingham, M. Davier and G. Lynch

(1973) p.359.
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Inclusive Optics I Charge Asymmetry vs. C.M. Rapidity
Displayed in Three Variables. Left-hand column of
illustrations, negative/total cross section ratio;

center column, negative/positive cross section ratio;
right-hand column, asymmetry ratio (0_ - 0+)/(o_ + 0+).
Top row of illustrations, low pT (0.0 GeV/c <§pT < 0.5
GeV/c); center row, medium P (0.5 GeV/c <§pT < 1.0 GeV/e);
bottom row, high pT(pT > 1.0 GeV/c). Figs. 32 and 33 are
similar to Figs. 31 and 32, but are more finely binned
reflecting the.detailed structure of the asymmetry.
Asymmetrics are pronounced at high Py everywhere expect-
ing the central bin which brackets the center of mass.

Again, the effects of optics can be seen in comparing

Figs. 31 and 32.
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Fig. 32.
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Inclusive Optics II Charge Asymmetry vs. C.M. Rapidity

NDisplayed in Three Variables. Left-hand column of illu-

strations, negative/total cross section ratio; center

column, negative/positive cross section ratio; right-
T UM

hand column, asymmetry ratio (¢ - o )/(oc + 0 ). Top

row of illustrations, low Py (0.0 GeV/c SZpT < 0.5 GeV/c);

center row, medium Py (0.5 GeV/c <p,_ < 1.0 GeV/c); bottom

T

row, high pT(pT 2 1.0 GeV/c). TFor comparison with results

of set I Optics refer to Fig. 31.
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*
(S 8-prong) beam and target diffraction dissociation events, respec-

tively.

In contrast, high Pr tracks exhibit large charge asymmetries which
are not limited to regions near the beam and target rapidities, but
are found in all but the central rapidity interval. This effect and
the fact, to be discussed shortly, that high éT tracks are often associ-
ated with events of high multiplicity are evidence that these tracks

are often found to be associated with non-diffractive processes.

Comparison of Data with Predictions of B. L. Combridge

In Fig. 33, we display-%% o7 /(o + 0+)] with the theoretical
curve prediction for this quantity by B. L. Combridge.3 Combridge
predicts this asymmetry ratio on the basis of the quark fusion model
of Landshoff and Polkinghorn modified from [ quark + antiquark - two
(pseudoscalar) mesons] to [quark + antiquark - pseudoscalar mééon
(trigger) + jet]. The theory appears to fit the data rather well in
the backward direction, but to predict too rapid a fall-off in the
forward n+ cross section giving a very rapid rise in the (-/total)

ratio. Combridge warns that this disagreement may be due to nonleading

*A beam diffraction dissociation event is here defined as one having an
identified proton with missing mass squared recoiling against the proton
less than 30 GeV2. For target dissociation we require that the angle
between the fastest m track and the beam direction be less than 0.5
and that the event not be beam diffraction dissociation; see Refs. [,
2].

38. L. Combridge, Phys. Lett. 62B (1976) 222.
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contributions and other hadronic mechanisms.

-, + -
n /n Distributions vs. xl1 For Various Values of GC M

O -
In Figs. 34 and 35 we display E%— (—EI) VS, x| for six bins of
1L o

eC.M. from 0 to 180°. Identified protons have been removed from the

sample and we estimate a residual contamination of 147 of the protons
initially remain misidentified as pions. Kaons are treated as pions

since they are kinematically indistinguishable. We estimate the kaon
contamination to be 4%. TForward cross sections (O* < 300) are reli-

able to X = 0.2 (based on effects of systematic errors). Other

cross sections are reliable to X = 0.4. The o“—/o and on—/ov+

total
ratios exhibit clear charge asymmetries in the forward and backward

. - . + . . . .
directions, 1 outnumbering w in the forward direction and vice versa

in the backward direction.

Comparison with Prediction of Field and Feynman

4

As discussed in the theory section, Field and Feynman have pre-

. -, + . - o o

dicted n /n asymmetry ratios for the process w p > 7 + x at 45, 90
and 1350 in the C.M. system. These predictions are based on their
quark elastic scattering model and are calculated for values of X

between 0.05 and 0.7. Their predictions for small x| are introduced

with a caveat; they depend on the unknown number of nonvalence quarks

in the pion structure function and are not as certain as their predic-

Txl z 2 pT//s by definition.

4Field and Feynman, Phys. Rev. D 15, 2611 (1977).
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Forward Charge Asymmetry Ratios vs. x| As a Function of

*
C.M. Angle 6. Left-hand column of illustration, negative/
total charge cross section ratio; center column, negative/

positive cross section ratio; right-hand column, asymmetry

ratio (6 - o+)/(o— + c+). Top row of illustrations,
0° < 6™ < 30%; middle row, 30° < 6* < 60°; bottom row,
60° < 6* < 90°, The variables are those used in the pre-

dictions of Field and Feynman. For the backward hemisphere

refer to Fig. 35.
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Fig. 35.
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Backward Charge Asymmetry Ratios vs. X as a Function of
C.M. Angle 6*. Left-hand column of illustrations, negative/
total charge cross section ratio; center column, negative/
positive cross sectici ratio; right-hand column, asymmetry

. - + = + o . (e} <
ratio (¢ - o )/(¢c + ¢ ). Top row of illustrations, 90 <
6* < 120°; middle row, 120° < 6* < 150%; bottom row, 150° <
o* < 180°. The variables are those used in the predictions

of Field and Feynman for the forward hemisphere refer to

Fig. 34.
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tions at high X

In Figs. 36, 37, and 38, we display the predictions of Field
and Feynman superimposed on our data. At 45% in the C.M., we find
good agreement except at the lowest values of X (%L < 0.1). Near
90° in the C.M. system the agreement is not as good as at 45° but
certainly no definite inconsistency exists.. Near 1350, there appears
to be some diéagreement; the prediction underestimating the magnitude
of charge asymmetry. Errors displayed are developed purely from
Poisson statistics. In these regions of BC.M.’ we believe our syste-

matic errors to be negligible.

Multiplicity Distributions

How can we decide whether charge asymmetry origiuates diffractively?
To examine this question we plot in Fig. 39 the cross section to produce
a forward (backward) large Py negative or positive track as a function

of the event multiplicity n, Diffractive processes are strongly peri-

b
Pheral and tend to be associated with events of low charged particle
multiplicity. Inspecting the figure we see that the asymmetry is great-
est for events of low multiplicity produciag forxnrq high Pr tracks,
but that substantial asymmetries are observved in BLoth the forward and
backward hemispliere for events with more than 8 charged prongs. Their
association with events of higher multiplicity suggests that many high
Pr tracks are not diffractive in origin.

Table 8 presents the mean high Pq multiplicities for forward and

backward tracks for each charge sign. Events producing backward high

pT tracks and positive forward high Py tracks (pT > 1.0) tend to be
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Fig. 39.

Topological Cross Sections for Producing High Pr Tracks
Torward and Backward in the Center of Mass; Left-hand
column of illustrations, forward high pT tracks; right~
hand column, backward high Pr tracks. Top row of illu-
strations, positive high P tracks; bottom row, negative
high p,, tracks. High p, means p. > 1.0 GeV/c. On the
abscissa are the number of outgoing charged tracks as~
sociated with the event vertex producing the high P

track. See also Fig. 40.
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TABLE 8

Mean High Py Multiplicity

Direction
in
M.
Charge Forward Backward
Positive 9.8 + .4 9.9 £ .4
3.7 3.8
Negative 7.3%1.2 1 9.5% .4
3.3 3.1
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associated with events having about 10 outgoing charged tracks, in
contrast to the average event which has 8 tracks. A similar effect
was observed by E. W. Anderson et al.5 in pp interactions at 28.5
GeV/e.

The mean multiplicity associated with forward high Pr negatives

is 7.3 £ 1.2, a value below the average multiplicity for all events.

In Fig. 40 we plot the percentages of events of charged multiplicity

0o which produce a forward or backward high Pr track of negative or
positive charge. To the extent that events produce only one high Pp
track, this plot represents the probability that an event of given
multiplicity will produce a high P track. Forward and backward high
P positives exhibit a linearly increasing production probability with
multiplicity. Backward negatives are consistent with this interpreta-
tion but statistics are worse. Forward high Py negatives exhibit a
much flatter production probability as a function of multiplicity, as

might be expected if a diffractive component contributes here.

High Pr Masses

In the first column of Figs. 41, 42, we plot the inclusive diffe-
rential cross section do/dm for n+n— effective masses. The first plot
at the top of Fig. 8a is analogous to that displayed in Winkelmann

et al.,6 but with somewhat better statistics in the higher multiplici-

ties.

5E. W. Anderson et al., Phys. Rev. Lett. 34 (1975) 294.

®F. C. Winkelmann et al., Phys. Lett. 56B (1975) 101; Also AIP Conf.

Proc. No. 14, Ed. by H. H. Bingham et al. (1973) p.359.

e AR N "




Fig. 40.
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Topological Cross Sections for Producing Forward and
Backward High pT Tracks Expressed as a Percentage of
the Total Cross Section for Each Multiplicity. Left-
hand column of illustrations, forward high Py tracks;
right-hand column, backward high P tracks. Top row
of illustrations, positive high P tracks; bottom row,
negative high pp tracks. High Py means P, > 1.0 GeV/c.
On the abscissa are the number of outgoing charged
tracks associated with the event vertex producing the
high Pr track., Since 90% of the time only one high
Py track is produced per event, this percentage is
nearly the production probability for a high Py track

as a function of topology.
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The p peak observed by Winkelmann is evident and is displayed
without his ! "-kground subtraction. These p are observed to recoil
primarily in the backward direction the strongest enhancement being
observed where -3 < y; < ~1, Very little p signal is evident in the
forward direction. These p are observed most strongly at low multi-
plities. However, our resolution at high mulfiplicities is poor due
to the large number of mass combinations.

Compare in column two of Figs. 41, 42, the inclusive cross section
for the production of a ﬂ+ﬂ_ decaying into one or more high Pr tracks
(pT > 1.0 GeV/c). There appears to be a substantial p signal; in this
case concentrated not in the backward direction, but in the central
and forward regions (-1 < y: < +3); behavior qualitatively different
from that of low Pr is production. The production of high P pions in
association with p decay is not a large effect ahd in any event tends
to decrease charge asymmetry as a high pT w+ is as likely to be produced
as a high Pr 1 in any kinematic region. Many p that are obsefved may
be associated with forward Al decay. These decays cannot explain a
charge asymmetry which is observed in both forward and backward direc-
tion throughout the available ranges of rapidity and charge multiplicity.

In theithird column of Figs. 41, 42, we plot the cross section for
the recoil of a n+n— system with a P > 1.0 GeV/c. We observe no ob-
vious resonant signal. The copious high pT recoil p's observed at 6

and 22 GeV/c7 are not evident at 205 GeV/c.

7Gordon et al., Phys. Rev. Lett. 34 (1975) 284.




Fig. 41.
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Inclusive Cross Sections for Production of v+n- Effective
Masses. Associated with High Ppe Left-hand column of
illustrations, all n+n_ combinations; center column,
masses formed from at least one high P track; right-hand.
columns, two pion system recoiling with high pT. Top row
of illustrations, inclusive cross section all rapidities;
middle row, two pion system having C.M. rapidity between
-5 and -3; bottom row, two pion system having C.M. rapi-

dity between -3 and -1, Refer also to Fig. 42.
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Fig. 42,
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Inclusive Cross Section for Production of n+n- Effective
Masses Associated with High Py Left-hand column of
illustrations, all n+n- combinations; center column,
masses formed from at least one high Py track; right-hand
column, two pion system recoiling with high Ppe Top row
of illustrations, two pion system having C.M. rapidity
betwecen -1 and +1; middle row, two pion system having
rapidity between +1 and +3; bottom row, two pion system
having C.M. rapidity between +3 and +5. See also Fig.

41.
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VI. CONCLUSION

We observe substantial charge asymmetries for particles with
Pr > 1.0 GeV/c in 205 GeV/c 7w p interactions. The charge asymmetry
~at large Pr is often associated with non-diffractive processes. It
is observed throughout our range of multiplicity and at rapidities
not near the beam and target rapidities. It is observed at angles
well away from the forward and backward directions in the C.M. system.
It cannot be explained as a consequence of obvious resonant decays.

These results are suggestive of hard collisions between struc-
tural entities like partons in the pion and proton, and are in general
qualitative agreement with various parton models of large P phenom-
ena.

High Pr tracks observed in association with p production cannot
explain charge asymmetry observed in both the forward and backward
directions throughout the available ranges of rapidity and charge multi-
plicity.

More precise measurements of charge asymmetries will be necessary
to test the quantitative results distinguishing various models. Counter

or triggered hybrid systems will be useful in reducing the systematic

error associated with very fast tracks and providing the reasonable

statistics at high x| where model predictions are most interesting.
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