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ABSTRACT 

A hydrogen jet target was used to study pp scattering. The 

target was installed in the internal beam of the N.A.L. Accelerator. 

Solid state detectors were used to detect the low energy recoils, 

close to 90° from the forward direction. 

A total of about 14 x 10
6 

elastic events, equally divided be-

tween the two phases of the experiment, were obtained in the study 

of the low momentum transfer scattering. The forward diffraction 

2 
peak (in the range .004 < -t < .2 (GeV/c) ) and the real-to-imaginary 

ratio (in the range 
2 

.001 < -t < .04 (GeV/c) ) of the nuclear scatter-

ing amplitude energy dependence were derived in the range 40 to 400 

GeV/c, laboratory momentum. 

The results indicate a continuing shrinkage of the forward peak, 

even if at a reduced rate from Serpukhov energies. The zero-crossing 

of the real-to-imaginary ratio at about 300 GeV is strong evidence 

for the rise in the total cross section in the N.A.L.-I.S.R. energy 

region. 
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CHAPTER I 

INTRODUCTION 

1.1 Background 

For many years it has been the prevalent belief 

among high energy physicists that the physics of strongly 

interacting elementary particles should exhibit asymptotic 

behavior at high energies. 

In the sub-GeV energy regio~ threshold effects, due 

to the opening up of inelastic channels, spoil the pie-

ture of asymptopia. In the multi-GeV energy region, 

cross sections are dominated by resonance production; 

polarizations do not seem to approach any limit while 

changing their signs and angular distributions show un-

expect e d dips. In general, at these low energies, there 

are many competing processes and a complete understandin g 

on theoretical grounds is l a cking. 

However, the recent availability of particle ene r

gies of hundreds of GeV at the CERN Intersecting Storage 

Rin g s a nd th e NAL accelerator, offers a glimpse at a 

possible asymptotic regime. Data obtaine d at the se two 

laboratories has a l ready shown the existence of some 

-1-
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important new effects and speculation about these effects 

is an ongoing effort on the part of many physicists. In 

this work we present some of the aspects of proton-proton 

forward elastic scattering data at high energies and 

analyze this data in the context o f some of the more 

successful theoretical approaches. 

1.2 Theoretical Concepts 

In this section are recalled some useful concepts 

which allow an und e rstanding of exp e rimental results. 

In classical physics, physical optics is an effective 

extension of electrodynamics in the case of short wave -

len g ths, as compared to the characteristic sizes of the 

obj e cts encountered. The analo g y of a short d e Broglie 

wavelength for matter waves, compared to the scattering 

obje c t, allows the borrowing of ideas from optics into 

hi g h e ne rg y physics. Indeed, in eleme ntary p a rticle 

scatt e ring, hadrons ar e approximately 1 fermi in size, 

whi l e th e d e Bro gli e wa v e l e n g th ~. for a particle of 

mom e n t um p i s 

n c 
p 

. 2 f ermi, p 

wh e r e p i s n um e rically expr essed in Ge V/ c . In the 
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NAL-ISR energy region of hundreds of GeV, the optical 

concepts should therefore be applicable. The resultant 

theory is the background of the optical or diffraction 

model of high energy physics. 

A convenient presentation of the problem occurs in 

impact parameter representation (b is the impact para-

meter). A partial wave expansion of the scattering ampli-

tude f (for spinless particles) is 

f 
1 

00 2ioi 

2 ip l (29, + 1) PQ, (z) (e - 1) 
,\i,== 0 

where o,Q, is the phase shift and z is the cosine of the 

forward scattering angle. The normalization, da/dn== lfl~ 

holds. For large p and z close to 1, a series of approx-

imations ensues: 

( Q, + _!_) -+ bp 
2 

28 Q, -+ x (b) 

PQ,(z) -+ J (/=tb) 
0 

l: -+ p f 00

db 
.Q, 0 

where t is the 4-momentum transfer squared, -t 
2 

:::; ( p 8) . 

Therefore the representation of the scattering amplitude 

from a partial wave expansion, becomes an integral over 

impact parameter b, 



f(s,t) 
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00 

i p f J 
0 

( r-t b) [ 1 - e iX ( b) ] b db , 

0 

i ( b) 
where e X - 1 = i Joo /-=t d (-t 1 <i="t b)f(s,t) 

p 0 0 

(1) 

is 

the Fourier-Bessel transform of Eq. (1). In the case of 

potential scattering in classical optics, 8£, the phase 

shift, is a real number and therefore the incident wave 

is not depleted in intensity. In the case of high energy 

hadron scattering, many inelastic phenomena occur and the 

probability of finding the projectile with the incident 

energy after a collision, is less than unity; it follows 

that x(b) can become complex, with a phase in the first 

quadrant and le iX(b) I < 1. In the case of a completely 

absorbing scatterer, the incident wave disappears and 

other inelastic channels emerge from the collision; then 

we have X (b) purely imaginary and infinite. 

such a case 

1 

1 

eix(b) = 1 

ix(b) 
e 0 

b ~ R 

b > R 

We have in 

where R is the radius of the scatterer. Integration of 

Eq. (1) results in 

f(s,t) 
Jl(M R) 

i p R
2 

(-t R 
( 2) 
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This is the well known phenomenon of diffraction patterns 

from a black disk, called Fraunhofer diffraction in 

classical optics. It is notable that diffraction scatter-

ing in an optical model predicts a large diffraction peak 

and diffraction minima, which Eq. (2) can well reproduce. 

With the normalization used, the optical theorem reads, 

47T a = - Im f(s,o) (more will be said later about the opti-
T p 

cal theorem). Finally we obtain 

(3) 

Equation (3) indicates that the total cross section is 

twice as large as the geometrical area of the scatterer. 

Integrating the !scattered amplitudel
2 

in Eq. (2) over 

all momentum transfer space gives the elastic cross sec-

tion, which is 
2 

a et = 'ITR , or just half of the total cross 

section. This phenomenon is well recognized from physi-

cal optics. The ratio, 0e,Q,/0T shall be called the opacity, 

and it appears that for maximum absorption, the opacity 

is a half. For more realistic cases of scatterers with 

"softer" edges than a black disk's, the opacity decreases 

from the one half maximum. What remains approximately the 

same, qualitatively, is the strong forward diffraction 

peak. For example, for a Gaussian distri;ution of the 

target in impact parameter space, the resulting differential 
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cross section is where this is another 

Gaussian in momentum transfer space. The quantity b is here 

the diffraction peak slope parameter*. 

Many models have followed along the optical approach 

to scattering. One notable contribution is that of Wu 

1 
and Yang , who suggested a relation between the proton 

electromagnetic form factor and its hadronic matter dis-

tribution. This point of view allows the completely in-

dependent process of electromagnetic scattering of elec-

trons on protons, to survey the proton hadronic structure. 

2 Following this line of thought Chou and Yan g have pro-

posed an optical model. This topic is more fully treated 

in Chapter V, 

For lack of knowledge of the strong interaction 

dynamic~the ~proach of S-matrix theory, in which one 

deals with relations between matrix elements, has been 

used. The f undamental property of the S-matrix, unitarity, 

leads dir ect ly to an important rel a tion (in the forward 

direction), the optical theorem, which states that 

* 

ImT( s ,o) = s0T(s), 

d cr (s,t) 
[normalized dt = 1 

2 16 n s 

We shall use th e notation of b for both impact parameter 
and slop e pa ramet er . Their respective dimens ions are: 
fer mi an d (GeV/c)- 2 , No c onfusion should r e sult from this 
mix ed notation. 
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where s and t are the Mandelstam variables. This equa-

tion provides a relation between the total cross section 

(crT), which is a directly observable quantity, and the 

imaginary part of the forward scattering amplitude. This 

connection is invaluable in evaluating the real part of 

the forward amplitude, through dispersion relations; an 

example of such a calculation is found in ChapterIV. 

In 1961, Froissart
3 

first obtained a bound on the 

strong interaction size of the proton as a function of 

energy. This derivation was based on the assumptions 

that the nuclear scattering amplitude is analytic in t 

and that it is bounded by a polynomial in s. Later 

4 
Martin found it necessary to assume only microcausality 

and conservation of probability. The Froissart-Martin 

bound is 

Tr 2 
2 

9,n s , (4) 
mn 

where m is the pion mass. 
Tr 

An intuitive derivation of 

such a limit was given by Froissart through the follow-

ing arguments. 

From an impact parameter point of view, the angular 

momentum Q, is related to the projectile (momentum q) 

to target distance by Q, - qb. An interaction will occur 

if the projectile comes close enough to the target to 
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exchange the lightest particle, a pion; thus an interaction 

occurs if 9, :S q b ' 
0 

where b 1 /)J ( )J = m ' 7T 
mass of the 

0 

pion). However, the Yukawa potenti a l extends the range 

of the interaction by 9- n(qb ) then the partial waves are 
0 

unity for 9, < qb 9- n(qb ) and zero otherwise (in the for-
~ 0 0 

ward direction). Using the partial wave expansion 

00 

47T 

2 ~ (29, + l)Irnf 9, the Froiss a rt bound is, 
q 9-=0 

a ~- 4n nn 2 (s/µ 2 ). The 1 · h b N tota cross section can t en e T 2 
)J 

interpreted to indicate the size of the proton, in which 

case we obtain a radius proportional to 9, n s. 

Recent ISR data have shown that the total proton

proton cross section rises; while a 9- n
2

s dependence works 

well, other parametrization s , such as a ~ 9- n s 
T 

are still 

possible. If the Froissart-Martin bound is saturated and 

the total cross section rises as fast as 
2 

9- n s, then this 

implies through unitarity on partial waves th a t the elastic 

cross section must obey a 
2 

9- n s dependence, the ratio 

a e9,/aT-+ 1/2, and that the diffraction peak width of elastic 

scattering must shrink at least as fast as -2 
9., n s. This 

width is the inverse of the slope parameter; that data 

is analyzed in Chapter III. Given that the observed 

-1 
shrinkage is less fast than perhaps even £n s, this be-

havior presents a problem. However, the currently avail-

able energies may not be asymptotic and yet larger energies 
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are ne ce ssary to exhibit the predi c t e d behavior of the 

diffraction peak width. 

At asymptotic energies, 5 the Pomeranchuk theorem , 

which states that the particle-particle and antiparticle-

particle cross sections approach each other asymptotically, 

should be satisfied. The basis of the theorem is s-channel 

unitarity and s-u channel crossing symmetry. Through the 

use of dispersion relations on e proves that either the 

forward scattering amplitude is predominantly rea~ 

asymptotically, which is contrary to the physical intui-

tion d e riv e d in an optical mod e l c ontext, or th e particle 

and antiparticle cross sections are the same. This state-

ment can be clarifi e d by noting tha t the scatt er ing ampli-

tude b ec om e s, asymptotically, i n the forward direction 

(5) 

An ot h e r Pomeran c huk-like t h e or e m6 ind icates that t h e 

ratio d G(pp) 
dt 

I d a (pp) 
dt 

g oes to unity. As a consequence, 

th e ob s erved shrinking, in pp collisions, should also ex-

tend to pp colli sio n s . This p redicti on may pos sibly b e 

checked in the NAL-ISR ener g y range because the slope 

par a mete rs for both pp a nd pp as well as Ti p a nd Kp 

colli sion s , ar e al ready very c lo se (see F i g u re 1.1). 

On e of th e most p o we r f ul t h eoretical tec h ni qu e s of 
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high energy physics is that of dispersion relations. It 

has been shown that these follow rigorously form axiomatic 

field theory~ These relations connect the real and 

imaginary parts of the scattering amplitude. In a series 

of papers, Khur i and Ki no shi ta9 es ta bl is hed the necessity 

of using crossing symmetric forward scattering amplitudes; 

using analyticity and the assumption that the real part 

of the forward scattering amplitude is not dominant in the 

high energy limit (a result not required in field theory), 

they have established bounds on the real to imaginary 

ratio in accord with various asymptotic behaviors of the 

total cross section. In particular, (according to the 

optical theorem, ImT(s,o) = s0T(s)), if the total cross 

section tends to a constant, the ratio p = ReT(s,o)/ 

ImT(s,o) goes to zero from below, while if the Froissart 

bound is satisfied and 0T -
2 

9,n s, then p (crosses zero 

from the present negative values) tends to zero from 

above. This zero crossing property has been observed in 

this experiment, as explained in Chapter IV. In general, 

given the behavior 0T - £n
6
s, then 

BTr cnn s)-1 
p~.2- Jv ( 6) 
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The Feynman propagator for a spin zero particle is 

proportional to 
2 -1 

(t - m ) , where m is the mass of the 

particle. The one-particle-exchange model explains the 

fe atures of scattering data a t high energies through the 

dominance of single particle exchange graphs at low 

momentum transfer. In general, for any spin J and mass 

MJ ' the exchange amplitude is proportional to-[-s/s 0 ] 3 /(t-M~), 

in the large e ner gy asymptotic limit. This functional 

form does no~ however, give a satisfactory energy de-

pend ence for collisions of particles with spin of one, or 

greater . One r emedy exists if we ass ume (empirical data 

and the Chew-Frautschi plot validate this assumption) 

that M~ = µ
2

(J - a) a nd coupling constants for all spins 

are the same; this reduces the summation o ver all particle 

sp i ns, to the usual Regge pole elastic scattering ampli-

tu de, 

- irra (t) 
1 e + 

sin rra(t) 
(s/s ) a(t) 

0 

(7) 

This form shows factorization , with individual residues 

S (t) for e ach scatt e ri n g particle. The masses taken into 

account ar e either all odd spin or all even spin particles 

and lie on Reg g e traj e ctories . The description of the 

traject o ry is contained in a (t) = a (o) + a ' t and th e re 

could b e mo re than on e traj e ctory. 
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Some very important consequences result from the 

amplitude in Eq. (7). First at t = 0, the optical theorem 

gives, 

where s 
0 

2 
= 1 GeV . 

(8) 

If the total cross section is to 

satisfy the Froissart bound, then a(o) ~ 1. Because of 

the faet that all hadron total cross sections at high 

energies are relatively constant, a leading particle tra-

jectory, the Pomeronchuk (or briefly, Pomeron) trajectory, 

has been assumed to give the dominant contribution to the 

cross sections and to have an intercept of one (a(o)=l). 

Other trajectories with lower lying intercepts give a 

vanishing contribution with increasing energy and are 

believed to be responsible for the slowly decreasing 

total cross sections at energies below, say 50 GeV. 

The dominant part of the scattering amplitude is 

imaginary as can be seen in Eq. (7), and the energy 

variation is, 

da/dt 
da/dtl

0 

a' t£n s 
e ( 9) 

where, a(o) = 1, has been assumed. This behavior exhibits 

a large forward peak which corresponds to the diffraction 
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peak of optical models. The forward peak shrinks with in-

-1 
creasing energy as £n s. If the residues of the Regge 

poles, B(t), are assumed exponential in t, then we obtain 

a slope para meter, b(s) = 2(bA + bB + a'£n ~. where 
b.t 

B. (t) = B. (o)e i The slope parameter b(s) is defined 
l l 

d0 
dt 

_9 0 1 eb(s)t 
d t • 

0 

(10) 

Finally, Eq. (7) contains a prediction for the real-

to-imaginary ratio of the forward scattering amplitude. 

In the s mall momentum transfer approximation, we have 

ReT(s,t) 
ImT(s,t) 

(11) 

Th e sign of the ratio i s pr ed i c t e d to b e n e gative and the 

ratio itself is energy in d ependent. Of course a more 

c omplicated behavior for the sc attering amplitude, in-

valving oth e r traj ec tori e s th a n th e Pomeron, will contain 

some energy dependence. 

The r e l a tiv e cou p lin g c ons t a nt o f different tra-

j ec tori e s a r e no t known f rom th e ory. Ther ef or e , dat a 

ca n b e fi t with a large or s ma ll numbe r of p a r a met e r s , 

as i s suitable, or in t a s t e . Furthermo re, a th e oretical 

sp ec ific a tion o f the e xa ct behavior of th e tr a je c tories 

o r r e sidu e s a s fun c tions o f t i s lac kin g . Th i s de g ree 
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of freedom allows elaborate, but sometimes little justi-

fied, complications to be introduced in comparison of 

theory with available data. 

Other obstacles or opportunities, depending on the 

point of view, are that the couplings of exchanged tra-

jectories can give a complicated structure for the 

scattering amplitude in the complex t plane, with cut, 

branch points and other singularities, which often elude 

mathematical tractability in terms of simple forms. 

1.3 Experimental Confirmations 

Recently, experiments at Serpukhov, N.A.L. and I.S.R. 

have produced a large amount of new and basic information 

about the structure of hadronic interacitons. 

Whereas it was thought prior to the Serpukhov (1969) 

experiments that total cross sections will eventually reach 

asymptotic values from above, the new data show a remarkable 

increase in 
K+p 

GT This slow increase, and the slow 

K+ K-
approa ch between GT p .and GT p prompted theoretical 

speculations on the validity of the Pomeranchuk theorem. 

Mechanisms were invented in order to explain the data. 

Regge cuts were found to give a good description of the 

data and the asymptotic bounds were to be approached from 

below due to an interference between the Pomeron and cut 
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contributions. The new I.S.R. and N.A.L. data show an 

increase in all total cross sections (np, Kp, pp) ex-

f 'bl . . 10 . pp cept or a possi e minimum in GT It is therefore 

confirmed that a ll cross sections rise and the Pomeranchuk 

theorem is satisfied, at least locally in energy. 

The pp c ross sect ion has been measured at the high-

es t energies a vail able (I.S.R. - 2000 GeV / c lab. mom entum ) 

and shows a most dramatic increase of abo ut 15 % from 

roughly 38.4 mb. The rate of increase is mu c h smaller 

( - 100 times ) than the Froissart bound and as such only 

indicates that an asymptotic energy regime may not y et 

have been reached (note that the Froiss a rt bound must 

not necessarily be satisfied). 

Optical model id eas applied t o hadronic interactions 

work satisfactorily, but are not very restrictive in their 

predictions. Given the freedom to c hoos e a n appropriate 

impact p arame ter structure for hadrons, the differential 

cross sections can be fit with good acc uracy. Diffraction 

p attern minima c an be reproduced . The most common 

necessary ingredients in these calculations, a t least, are: 

the assumption of a Gaussian distribution of hadronic 

ma tter in impact par a meter space and possibly the exist-

enc e of a ring-like struc ture in addition to the Gaussian 

(which is probably responsible for the "break" in the pp 

differentia l cross sec tion a t ;;; . 15 2 
(GeV/c) ) • 
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Valuable insight into the theoretical descriptions 

can be obtained from measurements of the pp differential 

cross section, which yield information regarding the 

slope parameter, b(s), and the real-to-imaginary ratio, 

p ( s ) . We have made these measurements, accurately, in 

the large energy ran g e 40 to 400 GeV/c. A full descrip-

tion of the methods used appears in Chapters III and IV. 

Based on our data and other hadronic interactions informa

tion we offer conclusions in Chapter V. 
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CHAPTER II 

EXPERIMENTAL TECHNIQUE 

2.1 Overview 

This experiment was performed at the National 

Accelerator Laboratory (N.A.L.) by a coll a boration between 

the following institutions: The State Committee for Util-

ization of Atomic Energy of the U.S.S.R., The National 

Accelerator Laboratory, Rockefeller University and The 

University of Rochester. The experiment was the first to 

run at N.A.L. and in the early stages of accelerator turn-

on it formed the nucleus for what eventually grew into a 

large scale operation, known today as the Internal Target 

Laboratory (I.T.L.). By the very nature of accelerator 

construction, an internal beam would exist before a suit-

ably de fi n ed extracted beam wa s ac hieved and this moti -

vated us to exploit the internal beam. The first internal 

beam wa s used at 1 
Se rpukhov in much the same way, by a group 

that l ater became part of our co llaboration. 

In Figure 2.la we show a schematic diagram of the re-

lative locations of major parts of the accelerator. 

Figur e 2.lb shows schematically the pr esent arrangement of 

different experiment s locat e d in the I .T.L., which u tilize 

-20 -
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the int e rna l t a r ge t. The usage of the internal target by 

Ma y 1973, mor e than one year after beam was obtained at 

N.A.L. i s sho wn in Figure 2.lc. 

The maj or goa l sof th e experiment we re the study of: 

a . th e diff r a c ti o n peak in proton-proton elastic 

collisions (at sma ll momentum transfer), 

b. th e r ea l p a rt of th e nuclear scattering amplitude, 

c . th e total c ro ss section fo r pp, 

d. low mass isobar e xc itation, in pp + N*p 

To such ends it is suffici e nt t o study the recoil 

proton in the reaction 

(I) p + p + x + p (see Figure 2.2) 

The scope o I thi s writi n g is to ana lyze data obtaine d 

on the diffracti o n p ea k and th e "re a l part", by use of a 

hydro gen jet tar ge t i n t h e e ner gy range 50-400 GeV. 

2 . 2 Expe rim e ntal Techn~~ 

The r egionof inter est in the 4-mo ment um transfer 

squa r e d, t, is .0 01 ::; .s . 2 
2 

(G e V/ c ) . Simple kinemati cs 

l e ads us to the fo llowi ng r e l a tion s : 

2m T 
p 

(1) 



( E ,p) 

p 

Figure 2.2 
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e 

Kinematics of p + p ~ X + p. 
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t - 4-momentum transfer squared, 

T - r eco il proton kinetic energy , 

m - proton mass, 
p 

e - angle of recoil as measured at 90° from the 

incident beam direction, 

(2) 

(3) 

B - cen ter of mass velocity [is P /(E + m) z l], 
0 0 p 

E refer to the incident particle). 
0 

From equation (2) we immediately note that at small 

* 

angles of recoil, 0° ~ e ~ 12°, the momentum transfer, t, 

depends only weakly on the incident energy, 

E >> m 
0 p The approximate relation is 

I t I 4 m 
2 B2 . 28 - Sln 
p 

whi le 

s2 
p 

) 2 
(E 

0 

+ m 
0 p 

E - m 
0 E 

E + m 
0 p 

* 

E , 
0 

for 

Note that it is virtually impossible, in the N.A.L. in-
ter na l b eam , to look for f orward rec oils of th e same t, be
cause l t l ~ p 2 • ¢ 2

, where¢ is th e fo rward recoil angle 
which is extremely small (at a minimum angle,¢, of .lmrad, that 
corresponds to a ltl of l.6x10- 3 (GeV/c) 2 at 400 GeV, it is extremely 
diff icult to measure the differ ential cross section; more accessible 
angles may be 2-5 mrads in the forwa rd direction). 
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Therefore for incident energies larger than, say, 50 GeV, 

t does not vary by more than 4% for fixed angle. This 

property was both convenient in setting up our detectors, 

as well as an important and powerful asset for comparing 

data at different energies. Moreover, the use of an in-

ternal beam,equally accessible at all energies, makes the 

detection technique ideally suited for eliminating most 

energy dependent biases. 

Target 

From reaction (I) and the required range of t, we 

conclude that it is necessary to detect protons of kinetic 

energies 0.5-100 MeV. Therefore, a very low density tar-

get of small extent is required in order that multiple 

scattering and energy losses not destroy the recoil pro-

ton's initial momentum vector. Consequently, possible 

targets are of the following nature: 

a. thin narrow film made of high ratio (hydrog e n/ 

other atoms), 

b. contained hydro g en atmosphere of small extent 

3 ( - 1 cm ) , 

c. same as~), but gaseous hi g her Z materials. 

Choice~) is simply satisfied by use of a thin foil 

o f poly e thyl e ne, (CH 2 )n, the high e st density (hydro gen / 

other atoms) solid. It i s , however, disadvantageous to 



-28-

use (CH 2 )n because the reaction p + C + p + "anything" 

contributes significant background to the reaction of in-

terest, p + p + X + p (where X may also be p). It is also 

impossible to eliminate the problem of multiple scatter-

ing at very low l tl. 

Choice ~) presents an apparent technical problem; 

how can a contained atmosphere of the necessary density 

-7 3 
- 5 x 10 gm/cm of H

2 
be exposed to an accelerator 

-6 -7 
vacuum of 10 -10 torr, without destroying the latter? 

(The density of such a target is equivalent to a pressure 

of about 10 torr, at room temperature.) The solution is 

to make a supersonic gas jet of low temperature. Some 

2 of th e technical det a ils were investi gat e d by the a uthor . 

Moreover, a Soviet team had an independent proposal for 

3 
use of such a target It was decided in 1971 that the 

two groups should col laborate. 

In the early sta g es of accelerator construction we 

decided, for reasons of s implicity and expedition, to use 

a polyethylene foil t a rget. Fi gure 2 .3 p r esen t s su ch a 

t a r ge t s c h ema ti cally . The target wa s fixed on the rim 

of a r o t a ting wheel a nd s impl y str e tched by th e c e ntrif-

u gal f or c e. The smal l an g le ( 2 0°) b e twe e n the beam and 

the a x i s o f rot a tion was a compromis e between the require-

me n t s , that th e r e b e a s l i ttl e mat erial as po ss ibl e in 

the b ea m, a nd tha t th e recoil p a rticles also enco un t er 
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very little material. The (CH 2 )n foil was cut radially 

in order to obtain a uniform interaction rate, independent 

of beam position. This is true as long as the period of 

radial motion of the beam is slow, as compared to the 

period of rotation of the target (60 cps.). The thick-

ness of the foil was uniform to within 4%, and its dimen-

sions were: length -4 cm, width at the rim -6 mm. The re-

sults obtained by use of such a target are given in 

reference (4). The beam intensity during this phase of 

the experiment was generally (2-4) x 1010 protons per 

pulse. Yet later, when the beam intensity increased to 

11 
beyond 10 ppp, the polyethylene foil would deteriorate 

rapidly and further acquisition of data under such cir-

cumstances was abandoned. The data was obtained in approx-

imately 200 hours of beam time (May-June 1972),during 

which roughly 60 K elastic events were collected at 8 

different energies (25 < E < 200 GeV). 
- 0 -

The luminosity 

was of the order of 6 x lo 34 /cm
2 

sec (instantaneous), but 

one must also take into account a duty factor of -1/100. 

Roughly half of these events were used to obtain estimates 

of total cross sections. 

The hydrogen gas target is shown schematically in 

Figure 2.4a. (Actual set-up is seen in Figure 2.4b.) 

The target was installed and became operational in the 

N.A.L. main ring during July 1972. Some of the specif i -

cations for our operating conditions were: 



He 
---~ R:::'.TURN 

r~oz ZLE ---- , 

w11-..:cow---'1 

JZT--~---1 

CR'fO---
PL;-XJ> 

-31-

TARGET 
ASS:::MELY 

l ~th GAS HEAT 
L-J-..:..c--i EX CHANCER 

LIGU!D LEV'::L 
PROf.lE 

·i--(COIL CFF SHIELD) 
He RETURN COILS 
WITH SUPER INSUL 

VALVE 

BOX 

fili_OWM IN RE TRACT ED 
POSITION 

Figure 2.4a Schematic diagram of hydrogen gas target. 



Figure 2.4b Hydrogen gas target located in the accelerator tunnel . 
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width of hydrogen jet (FWHM) 

nozzle to center-beam distance 

pressure of injected H
2 

temperature of gas, liquid or solid H2 
(most times gas-liquid mixture) 

density 

ambient vacuum in proximity of t he target 

duration of pulsed H2 jet 

sublimation period 

continuous operating period 

12 mm 

15 mm 

25-60 psi 

40°K 

-7 2 
3Xl0 gm/cm 

l0-5-10-6torr. 

-200 msec. 

40 minutes 

2-4 hours 

The target was pulsed at two different times in order 

to coincide with preselected energies during every accel-

eration cycle (see Figure 2.5). Approximately every 2~ 

hours, d e p e nding on op e rating conditions (Figure 2.6), 

the target would be remotely retracted from the beam line 

and warmed up in a sealed environment, so as to sublimate 

the fro ze n hydrogen. This proc e dur e typically required 

40 minutes, after which an already cooled target would be 

reinserted into the beam line for further pulsed operation. 

The op e r a tion of th e t a r g et was controlled b y monitoring 

th e press ure and t e mp e rature at v a ri o us points o f th e 

syst e m, and also by the e l a stic scatt e ring of the beam 

as r e v e al e d by the on- line data acqui s ition program. 
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Figure 2.6 · Various modes of operating with the gas jet. 
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Beam 

The accelerated beam was not under our control, how-

ever we were permitted to introduce local adjustments of 

the radial and vertical position ("beam bumps"), as re-

quired for a good interception of the target. Feedback 

circuits to the accelerator R.F. cavity permit adjustment 

of the beam radially ("radial bumps"). Operating mode B, shown 

in Figure 2.6,permits complete control over the interac-

tion region. The average beam operating conditions for 

our experiment were: 

a. 

b. 

c. 

d. 

e. 

f. 

g. 

h. 

intensity 

vertical size of beam at highest energies 

angular divergence as defined by straight 
section apertures 

energy definition (2-3 data acquisition 
gates, each 15-20 GeV wide), from 

rate of energy increase 

radial bumps of beam during pulsed jet 

vertical correction of injection field 

beam losses over acceleration cycle 

11 
(4-20)xlO PPP 

-2-3 mm 

<.5 mrad. 

50 to 400 Gev* 

100 GeV/sec* 

10 mm 

1 cm 

::;5% 

The diameter of the N.A.L. main ring is 2 km (see 

Figure 2.la), thus determining an orbit circulating period 

* In the 400 GeV operation, the rate of energy increase for 
the last 100 GeV becomes parabolic, joining into the flat top. 
Saturation of magnets, orbit problems and electrical power 
network limitations make this mode of operation necessary. 
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of 20 µsec - i.e. 
4 5 x 10 turns/sec for any one beam 

particle. During the "diffraction peak" phase of our ex-

periment, the accelerated beam consisted of, from 1 to 3, 

injected beam bunche s . In the latter stag es the beam 

attained record intensities of 5 x 1012 ppp with as many 

as 11 beam bunches. Typically 4-6 beam bunches of 

12 
moderate intensit y < 2 x 10 ppp, a re close to the limit 

of the data rate that we can accept. This is due to an 

increase in accidentals, but mainly to a limit in event storage 

in the computer memory (24 K wo r ds). For a high precision 

experime n t such as ours, th e a ccid en tal rat e should not 

exceed 2 %. 

De t ec tors 

The detector system used is shown schematically in 

Fi g ure 2.7 a ,b. It consisted of a bank of solid state de-

te ctors mo unted on a remot e ly op e r ate d mov a bl e carr iage 

(pl a t f o rm). Th e soli d st ate dete ctors ra n g e d f rom . 1 t o 

5 mm in thickne ss , and tungsten collimator s of rect a ngular 

s h a pe were used; the 

f or each d e te ct or. 

2 us a bl e a r e a wa s a pp roxi ma tely 1 c m 

Th e mov a ble ca rriage wi th t he d e tec t o r s 

was e nclo se d in an e xt e n s ion, connect e d dir e ctly to the 

a c c e l e r at or main rin g bea m pip e and ma int ai ned at h igh 

v ac uum. Vac uum ga tes we r e a vai lab l e fo r s e ctioning of f the 

d etec tor i n s tr u me n ta tion in ord e r t o prov id e a cc es s a nd 
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Figure 2.7a,b Geometry of the detector supporting carriage; 

spaced at 
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(a) for diffraction peak data; (b) for real part data. 
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guard against failures (see Figure 2.7c). The detectors 

were positioned on the arc of a circle centered on the 

target, at a distance of 2.48 m. The angular extent was 

roughly 10°. By moving the carriage, the full range of 

t, . 001 - .18 
2 

(GeV/c) , could be covered . The geometry 

of the bank of solid state detectors is shown in Figure 

2. 8. 

The solid state detectors were of the surface barrier 

type for the very low energy recoils, and lithium drifted 

type for the higher energy recoils. In order to protect 

the detectors against deposition of diffusion pump oil 

and other foreign matter, thin mylar films were used to 

cover the active surface (in cases where resolution would 

not be adversely affected). 

The applied high voltage (field normal to active 

surface) that renders the detectors fully efficient is 

2 0 0 - 2 5 0 v o 1 ts/ (mm of thickness) . This applied voltage 

(of a few µA/cm
2

) produces a quiescent leakage current 

within the detector. Improperly used detectors will ex-

hibit considerably higher leakage currents; these detectors 

may adversely affect the linearity of the output signal 

with respect to particle energy. Detectors deteriorate due to 

radiation damage (primarily dislocations in the crystal 

lattice), or from contamination with oil or corrosive vapor 

impurities. Caution was exercised by ke epi n g the 
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Figure 2 . 7c Schematic diagram of the configur ation of the beam, 

target an d detectors . 
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detectors in a clean environment and applying the high volt-

age gradually. The high voltage was turned off throughout 

inactive periods, to minimize radiation damage and protect 

the detectors against vacuum failures. 

Detector Calibration 

The following calibration proce~ure was devised and 

app lied to each detector, i ndividuall y, in order to relate 

pulse height energy to the recoil particles. A Ra220 

a -source was mounted inside the ion guide, roughly 1 m 

away from the d etec tors, and was used to illuminate them. 

The signal obtained is a direct measure of the energy 

deposited by the a -particle stopping in the dete c tor. 

Thereafter an ex trapolation to all other energ i es (within 

the range of the detector) was ob tai n ed by making a 

linearity curve; this was achieved by sending a pulse 

(prop erly time shaped ) of a given charge , through th e 

preamplifi e r,to the detector and r ecording th e output 

signal. By matching the input signal so that the output 

signal corresponds to the size of the signal obtained for 

the a-source , one has a complete si gnal vs. input ener gy 

relation. Th ere are , howe v e r, at l e ast two pr obl ems wi th 

the above procedure. Sinc e the range of the a-particles 

within t he silicon is only 28 µm c= .028 mm, our detectors 

b e ing . 1- 5 mm thick), the calibration p rocedure described do e s 
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not guarantee anything about depths larger than 28 µm. 

The calibration curve should, in principle, be obtained 

with sources of various discrete known energies, spanning 

the whole region of interest . Furthermore, the source 

should emit protons, to insure identical conditions for 

calibration and actual runs. In view of these require-

ments, extensive t e sts were done with a diffra c ted 

1 b P . u· . s ey e otr o n earn a t r i n c eton n i vers i ty . The results 

indicated complete uniformit y of the active layers, and 

in cases where results wer e doubtfu l , the part icu lar de-

t e ctor was di sc a rd e d . Thi s gav e u s c onfi d e nce i n the 

validity of the a -source c a libration pro c edure. 

As p a rt o f the c alibration pro ced ure we also requ i r e d 

that th e detec tor s b e f ull y depl e te d ( i . e . hav e a n a ppr o -

pri a t e l y hi g h e l e ctri c fi e ld throughout their ac tive 

v o lume). This c h ec k was don e b y expo s ing the det e ctors 

t o c arbon fi l a me n ts tha t were bomb a r de d by the a c celer a t ed 

proton beam i n th e mai n r i n g . The carbo n fil ament t a r get 

was mount e d b y a t ec hniqu e similar to that o f mounting 

Th e r eac t io n p + C + "anyth i n g " h a s in it s 

fina l state a f e w of t h e simpl e nu clei : as 

we ll a s He , and o th e rs. Th e c o mpl ex ity o f th e reaction, 

a n d the wi de d i s t r ibut io n o f Fe rm i mot io n mom e n ta , pro-

duce d a conti n uo u s sp e c t r um of r e c oi l pa rti cles in th e 

k i n e matic reg ion of our d etecto rs ( Figure 2 . 9 ). I t was 
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~----.. ,.. .. , _cw ___________ , ______ _ 

Figure 2.9a Spectra of recoil particles from a carbon target. Arrows 

indicate the "po s ition" of the "end of detector"; where 

arrow is not shown, the end o f d e tector is beyond the 

right hand extreme of the histogram. 
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-t=.0055 

-t=.0032 

Figure 2.9b Spectra of recoils from a hydrogen gas target; the 

figure shows a superposition of "foreground" and 

"background" spectra. 
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determined that fully efficient detectors have a typical 

signature for the maximum range of particles stopping 

within the detectors. Higher energy particles traverse 

the detector and due to the shape of the range-energy 

curve, deposit less of their energy (dE/dx), than the 

"maximum range particle." If the typical "end of detector" 

signature has a large accumulation of counts, this in-

dicates less than optimum efficiency. 

Energy Degraders 

Part of the experiment was devoted to the study of 

the diffraction peak in the region of It I •. 01 - .18 

(GeV/c)
2

. This corresponds to kinetic energies of 

- 5 - 90 MeV, whereas our d e tectors c ould stop only 30 MeV 

protons, i. e . 5 mm thi ck silicon det ec tors (s ee Fi g ure 

2.10). To extend the useful range of our detectors, 

"energy degraders" were used so as to reduce the effective 

incoming e ner g y of th e recoil proton s . Th e d eg rad er s wer e 

used in two modes: 

- either to reduce the protons ' ene r g y so that they 

would f ully stop within the d etec tors, 

or to signi ficant ly reduce th e protons' e nergy but not 

to the point of stopping in the detector. 

In the l a tter mode, th e remainin g energy after the protons 

p asse d through both th e a b sorber (d egrader) and the 



.4 

Figure 2 .10· 

RANGE - ENERGY RELATIONS 

for Si 

Range ... exp ( -4.4 7 2 + I .7 a 6 x In T } 

for Cu 

.Range· exp(-5.457+ l.745xlnr) 

lnT 
T in Mev 

5.6 

Cu 

5.2 

48 

4.4 

4.0 

3.6 

- --- - I 
.8 1.2 1.6 2.;) 2.4 2.8 3.2 3.6 lnR 

R in gm/cm2 

Range-energy relations for silicon and copper. 

I .,.. 
........ 
I 



-48-

detector, was very small, and the energy deposition within 

the detector was increased. It is difficult to decide, 

under general conditions, which of the above two energy 

degrading modes is superior. The advantage of stopping 

protons within the detector is that no problem a rises with 

nonuniformity in the thickness of active volume of the 

detector. Howeve r, enou g h material has to be used so that 

multiple scattering and nucl ea r interactions with i n the 

absorber become appreciable. Also the background subtrac-

tion from under, an ori ginally narrow spectrum, becomes 

difficult, du e to a bro a d e ned spectrum ca used by straggling. 

The advantage of using absorbers with detectors in the dE/dx 

mode is that the signal moves out of the dE/dx background 

for fast particl e s, whil e multiple sc attering a nd nuclear 

inter act ions are st ill k ep t i n bal a n ce . 

E lec~ronics and On-line Operation 

Twelve sol id st a t e d e t e ctors were used. Each wa s 

equipped with its own preamplifier, amplifier and analog 

to di g ital convert e r (ADC). Fi g ure 2.11 is a schematic 

of th e ele ctroni c lo g ic. Pulses form e d by th e so l id st ate 

d e t ect o r (du e to the passa ge of a charge d p a rticl e ), are 

amplif i e d by the prea mpli f i e r, a short distance a way from 

the d e tector ( -2 fee t ) . Th e n th e si g n a l is sent back to 

th e bul k o f th e electronics . Th e purpose of th e pr e -

amplifier is to minimize the ca p aci t a n ce in the solid 
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state detector output line. It decouples the detector 

from the rest of the system and the amplifier signal is 

effectively not affected by the noise in the transmission 

line. The output of the preamp is amplified by the main 

a mpli fier to a working logic level. This output, in turn, 

is processed by an ADC which digitizes the pulse height. 

The solid state detector is a linear device, producing 

signal s pro p ortional to the energy deposited. Of cou rse, 

the preamplifier, amplifier and ADC are all linear logic 

devices. The ADC contained a "loss-counter" which scaled 

the number of pulses received while the ADC was busy 

digitizin g a signal. In the type of ADC used, the 

di git izin g time is proportional to pulse height, up to a 

ma x imum of 6 µs ec , for 256 channels; this corresponds to 

a scannin g rate of 40 MHz. The detector ris e time con-

stant (including preamp. and amp.) was .8 µsec. The 

twe lve solid st ate detector channels wer e input into a 

commut ator which s canned s equenti a lly at a 2 MHz rat e 

throu g h the channel s . When an ADC-ready signal was de-

tected, the output of that particular ADC was trans ferre d 

to a dual buff e r' s f irst sta ge . [The output o f an ADC 

consist e d of : 8 b its digitized signal , 3 b it s "loss 

co unter", 4 bit s dete ctor/number and 1 bit data or 

(monitor; ga te numb er-time)]. The buffer would adv ance 

t h e data to the seco nd st age whil e interrupting t he 
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on-line PDP-11 computer. Meanwhile, any other ADC could 

have been independently acquiring and digitizing its data, 

while the commutator clock would scan sequentially for 

the next ADC-ready signal. As soon as the data of an ADC 

was transferred to its own buffered gate, an ADC reset 

signal would be generated. This allowed that particular 

channel to accept further signals. 

Within the PDP-11, data from the ADC's and monitor 

was recorded and histogrammed. The main function of the 

on-line program was to store raw data on tape for further 

off-line processing. In core, a dual buffer was used for 

this purpose. Data f i 11 e d one buffer before being dumped 

onto tape, while the other buffer was being accessed. 

The data on tape, consisted of sequences of blocks of 

data and a block of monitor and operating conditions (see 

Figure 2.12). The on-line program was histogramming the 

data on an interrupt basis, serving as an operations 

monitor. 

Every pulsed jet duration of 200 msec was subdivided 

into 9 time intervals; typically, for 3-4 of these inter-

vals, the jet was on. By acquiring data throughout all 

9 time gates, one could estimate the origin and number of 

"background" events - events not associated with the 

target. This was a very useful on-line procedure for 

adjusting the jet and beam for an optimum signal to noise 
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ratio. Off-line data acquired just before,and just after 

the pulsing of the jet, were rejected, to reduce background. 

Target saturation and the need for sublimating it 

were also determined from signal to noise ratios. 

2.3 Background and Its Sources 

It was found during our testing that background was 

roughly proportional to detector thickness, indicating a 

nonkinematic, target-independent source of such background. 

Relating this information with the fact that a significant 

column of residual gas diffuses upstream of the target, ex-

plains part of this problem. Therefore we tried to 

minimize background by optimizing the detector and ab-

sorber thickness. We also attacked the problem at its 

roots, by pumping faster the upstream region of the beam 

line, by installing partial collimators around the target, 

so that evaporates from the target could be better con

tained, and by sublimating the target cryopump whenever 

the background became appreciable. Usually, sublimation 

improved the situation. Another source of background was 

beam loss upstream of the target due to a small aperture 

in the orbit, and beam halo at low energies. To reduce 

this problem, we controlled the radial position of the 

beam during data taking. 

Most of the background was determined to be not 
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target associated, and produced upstream of the target. 

Such background has a very weak kinematic dependence as a 

function of the angular position of the detectors (i.e. of 

carriage position). To take advantage of the situation, data 

was recorded in two different positions of the detector 

carriage. A so-called "foreground" position was obtained 

in the kinematic region of interest. Then, a "back g round" 

position was obtained by moving the carriage 64 mrads 

closer to low jtj. By this means, the elastic spectra in 

the detectors were shifted to much lower kinetic energies 

while the background (not target associated) remained the 

same. In most detectors the elastic spectrum was eliminated 

as the angular position was beyond 90° from the beam. In 

the rest, elastic spectra, in the "background" position, 

were far removed from the location of the elastic spectra 

in the ''foreground"position. 

The acquisition of the two spectra, "foreground" and 

"background", was accomplished by taking data in the ratio 

of 15 . to 5 accelerator pulses, respectively. In order to 

be able to have a proper normalization of the two spectra, 

we used two solid state detectors in positions fixed in 

space. This procedure provides a direct relative monitor 

of the integrated luminosity for both the "foreground" 

and "background" spectra. 



-55-

2.4 Data Analysis Problems 

Given the stated beam and target conditions, one ob

tains a luminosity of 10
34 

events/cm 2sec and an event rate 

8 12 
of 4 x 10 events/sec, for a 10 ppp beam. Some two 

hundred beamtime hours were used to accumulate data in 

about 200 runs, totalling 6 million elastic events, for 

the diffraction peak analysis. Comparable quantities of 

data were obt ained in the analysis of the "real part." 

At this time we indicate some of the possible problems 

in data analysis, due to systematic errors. 

a. Due to the finit e ADC di gi tizin g time, dead time 

effects were of the order of :2%, for the highest rates. 

Data were corrected by simply scaling up all events of the 

particular channel by the percentage dead time. This 

correction to the data was clearly defined and could not 

produce large systematic effects. The dead time correction 

itself was proportional to the event acquisition rate, as 

expec ted (se e Figure 2.13). 

b. Detection of recoil particles of energy larger than 

30 MeV en tails a corr ect ion in detection efficiency. Due 

to i n teractions in th e absorb e r or the detector ( charge 

exchange and plural nuclear collisions), a small fraction, 

typically 25% ( for 60 MeV) of the recoil protons are 

shifted to lower energies. Th us they are effec tively 

lost f rom their tru e e lastic s pectrum and an appropriate 
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Figure 2.13a Percentage dead time f o r diffraction peak data. 
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Figure 2.13b Percentage dead time for real part data. 
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correction must be applied. This correction, in turn, is 

known to an accuracy of (5-10)% of full value. It should 

be clarified that the correction is t-dependent in approx-

imately monotonic fashion, and is only appreciable at 

> . 06 (GeV/c) 2 , where it is roughly 1%, depending on 

absorber and detector thickness to some extent. The "real 

part" data did not require (much of) this correction (~. 6%). 

We call this correction a "nuclear correction." 

c. A correction must be made to eliminate the tail of 

the inelastic contribution (from a reaction of the type 

pp + Xp) to the elastic peak count. Since the mass reso-

lution is linearly related to the recoil energy (inelastic 

collision kinematics differs from elastic kinematics) the 

correction is strongly t-d e pendent. This correction depends 

on incident energy as well, and was estimated by various 

methods as explained in the next two chapters. The correc-

tion is thou g ht to be insi gnificant in the low ! ti range 

of the "real part" data ( < .02 
2 

(GeV/c) ). 

d. Some geometric systematic errors could arise from 

wrong measurements of th e target-to-detector distance, and 

wron g mea s urem e nts o f th e detec t or collimator ar e as. We 

estimate that the first cause could systematically affect 

the results by less than .3%. The second error is estimated 

as le s s th a n 1 % of th e ar ea of e ach c ollima tor. 
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e. The effects of the ener gy dependent accelerator frin ge 

field will be treated in the following chapters. 

believed, at this time, to be insigni ficant. 

They are 

f. The resoluti o n of the solid state detectors is typi-

cally 30 keV for a 15 MeV incident particle. We used 

ADC's which di g itized si g nals to 8 bits (256 channels). 

No problem arises from detector re sol ution, but shifts 

of up to 3 % in the measured ene r gy of detected particle s , 

are possible (deficient detector, or calibration). As a 

systematic error, these shifts ma nif es t themselves when 

the r ecoi l angles are eva luat e d from the data. The 

angular resolution of the system, given the available 

geometry (12 mm wide jet, 5 mm detector collimators, 

2480 mm tar ge t to detector di s tance) was about 5 mrad s. 

Thi s , howev e r, is not th e limit fo r a more accurate know

ledg e of effective geometry, as ex plai ned in the chapter 

on th e "real part." 

~ · Fina lly, in the analysis of th e data, b ac k g round 

subtractions using the "foregrou nd" l ess "back g round" 

me thod, were es timated t o introduc e err o r s of 5 1 %. 

Th e systemat ic effec t s d e fin ed a bo ve will b e di s 

cu sse d in d e tail in su b seq u e nt c h apters . 
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CHAPTER III 

ANALYSIS OF DIFFRACTION PEAK DATA 

In this chapter we present an analysis of data ob-

t a ined in th e rang e of mome ntum transfer .002 < ltl < .1 8 , 

which is part of the diffraction peak. 

The data cover the incident energy range 40 '.'.:_ E :::_ 400 GeV, 

a nd were taken in runs at two energies simultaneously, 

during the a cce leration cycle of the proton bea m. This 

is an important point in the analysis, since, presumably, 

s yst e ma ti c errors for dat a takPn a t two energies with th e 

same equipment (and same external c onditi ons) , are very 

similar. The measurement error is, practically s-inde-

pend e nt, th e main c urr e nt int ~ rest being in th e s-depend-

ence of the diffraction sl o pe b(s). 

The elastic ,spin-indeper;dent, diff e r e: nti a l c ross s ec -

tion fo r n ucleo n- nucle o n scatter in g is u s u a lly p a ramet riz e d, 

d o 
dt 

1 6-:r 

bt 
e 

b ( s ) t 
e 

( ass umin g zero re al pa r t) 

s i s th e ce nter of mass ene rg y s qua re d . 

-!il--

(1) 
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It is true by definition, that, 

( 2) 

From Eq s . 1 and 2 we get a lower limit on th e e lastic 

cross section upon integration over all t, 

> oe 1 ( s ) > J dt 

> 

resulting in, 

2 
OT(s) 

16nb(s) 

oT ( s ) < 16 n b( s ) 

b ( s ) t 
e 

( 3) 

(4) 

S ince recent results indicate a rise in the total 

cro s s sec tion, a nd a 
2 

possible £n s b ehavior, it i s im-

portant to check the previous r e l at ion . 

While the total cross section may be interpret ed , in 

a geometrical way , as the area of the nucl e on, in an 

optical mod el , b(s) ma y have a simil ar int erp r etat i on , 

b( s ) ( 5) 

wher e R ( s ) i s the int Araction radiu s of the nu cleo n . 



-63-

The Regge theory predicts that the diffraction peak 

shrinks indefinitely with energy, meaning that b(s) grows 

with energy. The s-dependence according to Regge theory 

(single pole, no cuts) is, 

b(s) b + 2a' £,n s. 
0 

(6) 

Recent results at the ISR indicate that there is a 

definite change in slope b(s) at about ltl . 15. This 

is one of the reasons for limiting ourselves to a region 

of < .18 
2 

(GeV/c) . This experiment is less capable 

of distinguishing structure as a function of t, than might 

be required to see the "break." Finally, in the forward 

direction we should like to check whether the behavior 

ebt continues, or whether there is yet another break at 

small ltl .01 (or less). 

3. 1 _!2_~ta Manageme~ 

The on-line computer, a PDP-11, was programmed to 

buffer (2 buffers) events and periodically dump the 

buffers, alternately, onto magnetic tape. The tapes out-

put by the PDP-11 were then read, interpreted and histo-

grammed by a PDP-10 computer. As each data acquisition 

gate was subdivided into 9 equal time intervals, separate 

histograms were obtained for different times, in the de-

velopment of the pulsed jet. 
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Various monitors were employed in order to determine 

the relative quality of data in each time interva l . 

Beam intensity and position, vacuum, temperature and 

pressure readings, gave us enough information about back

g round and elastic events, to minimize the former by cuts 

on early -and late time intervals. The remainin g events 

were spread over a ran ge where the i n crease of the primary 

beam ener gy was 2 20 GeV. These events ( for t h e 3-4 intervals) were 

combined and constituted the main source of informa tion 

at the averaged beam ener gy . 

Detector calibrations, usin g a Ra a sourc e (of 5.8 

MeV), were obtained every few runs. The calibration con-

stants were: the number of MeV per histogram channel 

and an offset of cha n nels (Fig. 3 .1). The implicit assumption was 

that detector respons e is linear with i nput signal ( a 

fair as sumption which was verified). 

The finite rate of dat a acquisition by the comp ut er 

and hardware, produced d ea d tim e effect s. Data was 

corrected for the dead time which n eve r amounted to more 

than 3% (see Fig . 2 .1 3). 

At this point the ca l i bratio n in f orma tion was intro

duced in to the analysis a nd the spectra were printerl in 

"M e V histo g rams" (Fi g ure 3 . 2 ). 



(OJ 

c 

I 
! 

c. j-·. 

ru 
..c 
\) 

O· 
'ct° ~·· 
(\j ! 

0 
0 
(\J 

0 
(!) 

1:.. 

i. 
I 

0 .· 
N . 

! 
; ..... 
' I 
i 

0 ~·-. 
co I 

; 

k-
l 

0 . q- . 

-· -

0 

0. 

:~ 

! 

; 
' 

, .. 

DI 

j .· 

+ 

.. I 

i 
I 

··r· i 

' 

. . I . . 
I . . . . . 

!Ji2 

/ [;3. 

~c.2. D4 

·!: 

/ 
. , //~: 

. . ,,,!"''//'. / , .. 

/.·;,~/./ ·;·· ~···e:··! . . ///// // .. / 

···i 

I 
·,r~-·-

! ".P/ 
f ~///• 
;/~7.P/ 
~ / /k,: 

---' 

I. 

I I 
t ·- · ·-· · · 

I 

.. · 

! i 

2. 

.. . 

,. ---..... 

-~ .. 

calibration 
points 

elastic peaks 

a source 

I 
1: 

. 
3. 

.. 1 

i· . ;: ... : 

·1 ·. · : 

Figure 3.1 Calibration of detectors for diffraction peak data. 

.--.. -.-........ . 

. ; 05 . 

' 

4. 

:·: r 

(OJ 

c 
c 
<.J 
..c 
\) 

0 

"' : (\J .. 

j 
iQ 

0 
C\J 

.... -i 

I 
·;-. i 

I 

0 - ~ 

! 
0 - (\.] 

: . : : .~ --1 

- I 

0 
CD 

-- 0 . -q-

-~ 0 

l 

5. 

I 

°' U1 
I 



1·· :·r 
:··,·· 

.. 

.. 
·· · ·-··· · .. . . . . 

--- · ·· --

-66-

" ' -· --
---

.. · --- . . ... ----
··· · · · ·-

,. 
: ' 

·: ! 
.. . -: ~ . --. 

I; I 
: I 

_ .... ;.J •• 

ij i 
' ~ I 

3; ~ ~ ~; _· -: 

I ' ...... "' .... ...... _, .. ... _ .. ............ ... .. .. .. ... .. . 

• - I : ~ I~ - ~ · ;"I . ' .• 
• • •• • • • '" - ... "! " · :::~ "::. ~","'' = : : :;~~ ==>=~ ;::" ' c:: ~: !! "!"~ ! ~ ::;" :: ::'.~~;;:;;; " : ~==~ ! ! • ! . , . ~= ·. i ....... :· ............ . 

. Figure 3.2a "MeV histogr ams" show clear elastic peaks, and 

background at t he lower ends of t he recoil energy 

spec tra; 6.5 MeV (top) and 18 MeV (bottom) e l astic 

peaks are shown. 

t 

I , > ~ 



- . .. 

--·--1--·:-:---J: ___ _ 
! 

: I 

-- --- -~--- J_; __ _ ...:: ___ _ 
: i ! ~ : ~ : 

: : I : : 

-:---·-:-----:----
. . ! ~ ; 
. :: . : __ ___ : ____ ; __ , __ 

:: : ::: ::: : -·------ --
~~~~~~~Et ~-~~:~. 

-· - --- --- ·· · - ····· ·· ···- - - -.. . 
······· 

T 

,, 
!! . -

1: 
L: 
.. . . . : .. -'.· - -

1: 
, ; , . 

· - ·- . . - -- . - - - - . - -
.... .. · ·--

" •: 

I! 

- f,7 -

: ~ I 

...... -r -· : 
i i \' 

- - · . . .. 
: ::: ·;: :; : : :.: . 

<. ·': __ · __ ; __ _ }_ :. -- _..:. : __ : __ :"· _J_: -- - - : ---- - :'- _J_: ··'- - -'· ___ 1_ - ; : __ _:_ : - • - - - -- - - • - -- - : - - - - : ---- : 

' •: : '; : I: 

I . : . ! ~-: i ' '~ !• l, i . i, " 1' : : : 

.. . .. . .. ...---·.: -- -- .' ---'---.· ----·.' ---· . . ' :: ----=---- ,--- .. ----;:--- ·----:,---- ,--r: ,. ! , . ; - - - .. :-- -- , -- - - , -- - -

.. : --- -~-- -- ~-

~ : 
: : 

···- ·----· 

:·:-----·:----: ··--- · 

~ ~---- ~-·-_:- ~ -- - -< 

- ~ ----- : --~- i 
. : 

; : ----- ~ - ----~ 

·· ---· -- - - -- - -'- ~ - ---: ---- ___ __ _ : _ ___ ; _ ___ ; _ ___ !----

: ; . I { ~ { : . : : : : 

:~---.-:t--- -- ; ----'. ... __ .. ________ __ . . ' . 
~~ I -;i ·---: ---··:----· ·: 

- - .. :: .: : -- -:-- --:· 
---- --- -

! : 

1-i · -- --1--. , ____ :\ _r .·---
-,-- j- i. ____ J __ ~- -- ·'----: -Lf--·.· 

I 
Ii ! 
.,-·T·· 

-··--· ----·---

··-·-··. - .. 

: ----· : __ __ . 

-··-- · ----

·J :: 
i: 

~ ; ~ : 
;: 

: ~ . 
-- ~1 : . 
··-- -·---- ··· ···- ' . 

---- . ----·-·---· ---- · ---- · - ---' . ' ' . . . . . . 
: : :: : i 
' : ·: -: : 

----: ___ ., : -··- · .. i ---- : ---- : --- -

---- :----: ----.i ____ i __ __ i ___ _ 

---:--:r:-1: :-i : __ 
____ \ ____ \LJl . ___ j: __ ;_( ___ _ 

:- : -- ·1 ·--f: i ___ _ 
: i ··· -!; - - ~-- \ .-- --- ~ 

____ i -- __ ! ~_j __ _) ___ :_: .. __ _ 
: l I j : : ~ 
i : ' !i ii . ' 

.. -1--- ·')· ;:-- . . 
;: =. ~. ~ ~= ~~~ = == -_; :: = -~; ~=-= =- ~ - -- -

.;;_ 

Figure 3.2b " Enve lopes" of the spec tra shown in Figure 3.2a . 



-68-

3.2 Background Subtraction 

Once the MeV histograms were forme4 they sometimes 

showed evidence of substantial background under the elastic 

peak. We attribute this background primarily to "room 

background" (i.e. general radiation inside the accelerator 

tunnel), and to "tails" of the hydrogen jet (i.e. gas that 

originates from the gas jet but has diffused along the 

beam pipe). In order to minimize the latter background, 

we studied the thermodynamic conditions of the hydrogen 

jet, and concluded that best results are obtained with gas 

at a low input pressure (25-40 psi), at roughly 40°K. 

We employed four different methods to subtract back

grounds: 

a. two were bas ed on MeV histo grams as obtained after the 

procedures expla ined in th e previous section, 

b. the other two made use of "subtracted MeV histograms." 

Subtracted MeV histograms wer e obtained by subtract

ing appropriate ratios ( acc ording to scintillation counter 

monitors) of "background" from "foreground" position histo-

g ram s . This subtraction is, in first approximation, a sub-

traction of room background. Wha t was l ef t as background 

wa s attributed to part of the gas jet tails and to residual 

gases near the interaction region. An error of less than 

rou g hly 2 % r e sults. This s ubtrac tio n proc e dur e , broadly 

sp eaking, correspond s to an e mpty ta r get subtractio n. 
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The MeV histograms and the subtracted ones were 

studied, and individual limits were assigned for each 

elastic peak spectrum. The criterion for the limits was 

that most elastic events be conta i ned within the limits. 

A simple fit to the peak was not always possible, because 

in some cases the elastic peak occurred in a region close 

to the end of the detector, resulting in an e l astic sp ec -

trum which i s v ery complicated and broad. I nother cases 

minor defects in the large It I detectors wo uld produce 

violent distortions. These lim i ts, bro adly speaking, 

correspo nd to cuts on th e int erac ti on r e g ion of the jet. 

Each of the two histograms "MeV" and "subtracted" 

was furth er subjected to two t ypes of backgr ound subtrac-

tion: 

a. combining a ll spectra for one detector, less th e 

elastic peaks, (the spectra are scaled to th e same 

number of counts within a certain number of channels 

to eithe r sid e of the elasti c peak), on e obtains, with 

few exceptions, a continuous and smooth histogram. 

The exceptions are those cases wh e re on e or two 

channe l gaps are l eft . These are simply interpolated 

without any f urther problem. We shall call this 

background subtraction the "envelop e method"* 

* Not e that this method is only a llowed by the availability of the 
large kinematic range covered by the dete ctors fr om lowest to highest 
ltl runs (i. e . the different carriage posit ions ). 
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(the origin of the name being envelope, in reference 

to the smoothness of the resultinz histogram); 

b. interpolating between elastic peak limits with a 

straight line, one obtains a first order approxima-

tion to the background. This is obviously a very 

crude method, but, in effect, the 'result is quite similar 

to that of a simple fit. We call this the "interpolation method." 

Each of the above two backgrounds was subtracted 

from the histogram. The result was the number of events 

in the elastic peak. We allowed an error of /(histogram within limits 

+ (background within limits), on the elastic events. This 

is the minimum statistical error, assuming independence 

of background from elastic events. Overall we found 

relatively very little variation for the number of elastic 

events, due to limits placed on the elastic peak. 

We give a systematic evaluation of the relative 

merits of the different b ac k g round subtraction methods. 

1) Envelope on MeV histograms; relatively large back-

g round allows good statistical evaluation. All runs at 

different kinematic positions are con s idered simult a n eo usly, 

th e e nvelo pe b e in g an average and smooth b ac kground h is to 

gram (Fig . 3.2b). The justification for combining diff erent kinema tic 

po si tions is that mo s t of the b ac kground is not kinemati

cally dependent (ro om b ackgr ound ). 
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2) In t e r po 1 a t i o n on M e_V h i s t o gr ams ; relatively good 

method for flat background. However this implies a 

limitation to low ltl. (This is an observation.) 

3) Envelope on subtracted MeV histograms; difficult 

estimation of envelope because of lack of counts (due to 

subtraction), on either side of the elastic peak. 

4) Interpolation on subtracted MeV histograms; little 

background is left after the foreground-background sub-

traction, therefore the method is quite good. However, 

the largest systematic error is that the ratio "fore-

ground" to "background" is accounted for statistically, 

and may be fictitious, due to the basically different 

means by which it is obtained (scintillation counters at 

much higher t). 

We ar e therefore prejudiced in favor of method 1. 

However, final results for the other three methods of back-

ground subtraction will also be presented. 

3 .3 Fitting the Slope ·and t Cuts 

Ba ckground s ubtract e d even ts do not re pre sent a 

differential cross section. In order to do so, we have 

to express such events per unit solid an g l e . This is 

don e by dividing the numb e r of e vents by t h e ar e a of t h e 

. 1 
collimator for the detector . We obtain dcr/dQ from which 
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do do ds-2 
dt = drl • dt ( 7) 

results. Figure 3.3 indicates the shape of dCT/ds-2 and 

do /dt at two energies. The curves for dt/ds-2 (the accept-

ance), f. f and do/dt int (p = 0), are also shown in 

Fig. 3.3. 

Now we are ready to fit the differential cross sec-

tion d o /dt for the forward diffraction peak, whose dif-

fractive slope is b(s). Elastic scattering in the forward 

2 bt 
peak is usually expressed as e To do so we obtain 

the average number posit i on for each detector. Thes e 

angles are derived directly from the histograms. From 

the MeV histograms one obtains, according to the central 

val ue of the elas tic peak, the average recoil energy of the 

target proton. When combined over all detectors (without 

absorbers), and carriage positions, these data produce a 

"grid" of a ngl es . The average of all these angles gives 

a reliable absolut e po si t ion in s pace , fo r th e detectors 

on the carriage . 

We choose not to normalize on the Coulomb amplitude, 

fi rst, b e c ause the d a t a do no t ex tend to small e nou g h /t/, 

(t ~ .0018), second, because the angles are easily avail-

able and to the accuracy r e quir e d th ey a re a dequate. In 

Fig . 3.4 we show some e xamples of dif fere ntial c ross 
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The data are first cut on low ~nd high t. This is 

done in ord e r to compare our data more easily to the 

available world data, as well as to limit certain problems 

arising at th e extremes. Stability of the data with cuts 

is important. Reco g nition of the "break" in the cross 

section at e~uut .15 (in It I), forces us to make a high 

It I cut. 

The na ta exist in the form of runs; twelve detectors 

in one carriage position per run. There are, on the 

ave r age, 6 run s with slightly shifted carriage positions. 

To combine the runs, we have to normalize the number of 

counts. The simplest and the adopted procedure was to 

minimiz e 
2 

x It was found that the scintillation counters 

did not provide the necessary accuracy, and there were no 

fixed solid state detector monitors. Shifting certain 

d etector s to one fixed t to simulate fixed detectors wa s 

an alternative that gave slightly hi g her x2 

** The minimizin g pro g ram fi rst cycled the data 

through to obtain approximate run normalizations. 

Secondly, a nuclear cor.rection was applied. Thirdly, a 

Coulomb co rrection was applied in t wo passes, so as to 

have a good approximate run normalization, as well as a 

s lope parameter during the second part. The last 

Note tha t this is dat a withou t any t cuts. 

"'* Matrix inversion routine. 
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operation was a "30" (three standard deviation from fit) 

cut. The nuclear, Coulomb and "30 11 cut corrections are ex-

plained in the following three sections. 

3.4 Nuclear and Inelastic Corrections 

Throughout the four months, whil e we wer e ac q uiring 

data for th e diffraction peak analysis, some o f th e mech a n

ical problems encountered at this earl y stage of the experi

ment made it nec es sary for us to make some changes in the 

a pparatus. The detector co nfi g ur a tion was change d sli g htl y 

four different times. The changes we re undertaken in order 

to optimize the quality of the dat a. One typical configura-

tion is shown schematically in Fi g . 2 . 8 . 

Th e elastic spe ctrum (s ee Fi g . 3.2) must b e corr e cted 

for nuclear inter ac tions, in which a fraction of el a stic 

recoil s actually de posits in the d e t e ctor less than the 

kinemat ic a lly pr ed ict ed e ner g y (th is effect was explai n e d 

in Chapter II). In order to acco unt for the effect we must 

a dd b ack , to t h e e lasti c co un ts , th e l os t fraction. Figure 

3.5 indicat es the p e rc entage correction , at var io us k i netic 

e ner gies, b y whi c h one must sca l e up th e e la sti c ev e nts. 

The procedure is quite simple if one works out th e problem 

i n t er ms of the ranges for th e re coil particles. Th e range-

e n e r gy r e l atio n s fo r Si a nd Cu are g i v e n i n Fi g . 2.10. We 

s hall fo llow throu g h the correction fo r a detector (Si) 

wi th an a bs orber (Cu). 
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Figur e 3.5 Nuclear correction and its t-dependence for the detector 

configuration of the diffraction peak data. 
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The range (gm/cm 2 ) of the particle in Cu, and the 

corresponding nuclear correction are obtained. For the 

particle coming out of the absorber, the thickness of the 

absorber 
2 (gm/cm ) is subtracted from the range, and a 

"remainder" range equivalent of Cu is obtained. This re-

mainder range is equivalent to the kinetic energy of the 

particle entering the Si detector. The nuclear correction 

for the absorber is the difference between the corrections 

for the full range and the remainder range. A similar pro-

cedure is followed through in the detector. The t.otal 

nuclear correction is the sum of the corrections in the 

absorber and in the detector. It is estimated that this 

procedure is accurate to within (5-10) % of the magnitude of 

the correction. Of course such a correction cannot be 

s-dependent to first order. 

Another important correction to be applied to the dara 

is the inela stic correction. The forward recoil in the pp 

interaction has a probability of diffractive excitation; 

this is an inelastic process. The kinematics of the slow 

recoil for an inelastic proc ess are distorted as compared 

to elastic scattering. Figure 3.6 shows the kinematics for 

various dissociated proton s tates (N*) for different i ncident 

beam energies. Note that at one angle (the position in 

spac e of one detector), the dif f ractive dissociation events 

produce a slower recoil proton; however~ the higher the 
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incident beam energy, the smaller the gap between elastic 

and diffractive dissociation events. For a clean elastic 

count, i~elastic events which would be found in the 

kinematic region of elastic peak, must be subtracted. In 

this chapter we merely present the numerical correction 

(see Fig. 3.7). A more detailed consideration of how one 

obtains these corrections, by a Monte Carlo type method, 

is le ft for th e next chapt e r. 

It is to be noted that, given the excellent resolu

tion of solid state d e tectors (about 2 channels/1000 

c hannels), i t would not be too dema ndin g to a p ply the 

corrections mentioned above, channel by channel. F irstly, 

however, there is no clearcut knowled g e on the distribu

tion of the nu c lear correc ti on
3

• Secondly, the c omplete 

histo g r a ms were not a v ai lab le , at t h is st age of th e a nalysis , 

to allow a channel by channel correc tion. The corrections 

wer e th e refor e "bu lk" c orr ec tion s o n b ac k ground-su b tract e d 

numb e r s of e v e nt s . 

As a bulk corre c tion, the nucle a r correction is en-

t ir ely sati sfactory. The ine l a s t i c co rr ec t io n is somewh a t 

uncerta i n , du e to th e s p ec i f ic b a c k g r ound s ubtractio n 

metho d a nd t he la c k o f knowl edge o n di s soci a tion d a t a , a t 

hundre d s o f GeV, in genera l . I n a ny cas e the combin a tion 

o f b ac k g round s ubtract ion and inelasti c co rrecti on , i n th e 

c ase o f t h e di ff rac t ion peak data , i s n o t r ig oro u s . 
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Numerical correction due to diffraction dissociation 

events that must be s ubtracted from under the e lastic 

peak . 
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3.5 Coulomb Correction 

The following is an ex p ression for the pp differential 

cross section, 

do 
dt 

( 8) 

where f stands for an amplitude and the subscripts n, c , 

intf stand for nuclear, Coulomb and interference, respectively. 

Our task is to find the t-dependence of f~, that is 

where 

* 

f 
c 

F ( t) 

{ d o 
dt 

- 2 ~ [F(t)J
2 

/ 107T /ltl, 
t 

2•f · f •[ p + a ( £ nl __Q_ I - .5772)] 
c n B t 

- proton form factor 

( 9 ) 

(ref. 4) , 

OT - total pp cross section (oT - 38 .4 + 

2 * . 49 [ 9- n( s/122)] , 

p - the ratio of the real to the imaginary parts 

of the nuclear amplitude ( p ~ -.5 98 + .095 • 9- n(s))*, 

t - approximately . 09 , 
0 

a - the fine structure con s tant ( ~ 1./137 .4), 

B - th e velocity of th e beam proton. 

Paramet rizations of world data. 
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Some examples of data at diff eren t Pnerg ies are shown 

in Fig. 3.8. 

where /f / c 

Clearly working in a r ange of it I 2 . 002, 

/f /, one can safely do the s u b t rac tion in 
n 

Eq. ( 9) 
2 bt 

by choosing some approximate form for f - e 
n 

where bis known roughly, i.e., 10 < b < 12 
- 2 

(GeV/c) . 

2 
b is obtained accurately from the X minimizing routine. 

Table 3.1 shows the d is tribution with t of percentage 

(Coulomb) co rrections, for thr e e different energies. 

Then 

An indication of the systematic effects of the Coulomb 

correction is given in Table 3.2, where the changes in b, 

wit h respe c t to p, a T and 8 
Li b .6. b .6. b 

(Lip , .6.aT and 68 respectively) 

are given (the change in e is given in mrads). Also in 

Table 3.2, are given the final results for the slope para-

meter b(s). 

3.6 "3a" Cuts 

Throughout th e analysis we f oun d a f rac tion of -2 . 5 % 

of data points, which were situated out s ide the three-

standard deviation region. Such points should occur only 

i n - . 2 7 % of a ll cases. 

devi a tions fro m the fi t, 

Natu r~ lly, t h e points, wi th lar g e 

2 
co n tribute abundantly to the X 

The large deviation o f points from the f it c an be 

jus tified by: ine ffect ive operatio n of the particular d e-

t e ctor channel, v oltage line f luct u ations, detector noi ses , 

etc . These are systema ti c causes which we tri ed hard to 
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CHISQA 138.98 
B-SLDPE 11. 77 ± 0 . l CJ 5 1. 11.GEV /CJ •"2 

RERL/IH 0.031 
SGTOT 4LJ. CJl 118 

OPTICAL 81. 75 116/ IGEV /Cl •"2 

ENERGY 397.9 GEV 

RUN 25 
JET 2 
u RUNS 6 

l'!.06 CU'lB !'!.Ill l'!.12 Cl.Ill l'!.16 l'!.18 l'!.20 
:-- t-VRLUE CGEV /Cl HH2 

Same as Figure 3.8a but different incident energy 

(72 points). 
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Table 3.1 Percentage contribution of the 
. 2 

(Coulomb amplitude) to the differential 

cross section; va rious t values and i ncident energi es. 



STATISTICAL 
::\H O:.: 

ENER;"; Y s B DB R ~ ALI H~ ~GTOT oeiDR HO OBIDSGTOT OB/DT HETA oa 

1 i.j?. 3 81. ! ! 0' 2 7 QI 1 IJ •0,IBO 3 R,'VR 1. 8 0,02 0 .. o ,1qq 0,'1 7 
~ IJ'. 0 8?,5 1 (). 41 0' 1 IJ .. 0~17q 38: lj~ 2 I t 0,022 0,011 Q t 111 
3 43,7 fl"\, 11 1 0 I 8 IJ 0. ls .. 0. 177 13 : Ii 7 2,5 0, 02 8 •0,186 0,1B 
ll P,? 11 R, 'l 11 , I 3 0' 1 7 .. (). t 1111 , ">1 () 5.3 0,033 .. () . ;> 01 0 ,?3 
':i ., \I, q I .I Q. 8 11. ;q 0 ' ?.Ii •l1, D.? ~ il ,' 110 2,7 o, n2!l tt O, t CJ IJ 0;?. q 
6 7 !J. 1 I ~ I, ::J 1 0' 7 Ii o, I.'[ • Li ,'\?? '.3 ti, ~ 1; I :; '3 QI r, °! 2 • 0 • '~ 1 ti 0 ,' 1 q 
7 8\. ~ l';i t; . J 1!,07 0' 0? •O ~It Q :SI). 4 J 2,5 0 I 0? (j .. 0 .113 c .. 1 (l 
8 cn,9 178,0 10. 7 2 0 ti 5 •0,10~ 31',:ur 2,8 0,022 .,0, 186 0 . 18 
q 1 0 ll. 0 1%,9 \1'21 0 I 1 Q •0 '(l'J/, ~ 3~5 t 3,5 0,0!0 • 0 ,19n 0 .. 1 b 

1 0 107. ll 205,3 I 1 , ;.> 'i o .t n .. o. 093 3 1' ' ; ~ ~ .. 2 u. c?. 7 • 0 ,1 25 0 . 1 '> 
11 10 fl, B i' O'i, 'J 11 .19 0 .1? ,. n •· ()9 ~ 3 H ,5~ 2,8 0 I 023 • 0 ,194 c. 1"I 
I<:! 1 ?r. ll 2 :'1 I , ~ I 1, C n 0 ,\] "'i) ~Ii A I 3il :1:>n ? • p, 0, 0?0 - 0 ,?.?.1 0, 1 R 
1 '' I 21'. :5 ti .s 8 . !i 11 '':i 'j 0 t10 •0,078 :o ~6? ll , 2 0,034 - o . ?.2 1 {') .' 1 7 .1 

1 il 12 q . ~; 2 •l/j. fl. 11 • b 4 0 .17 .. () \ ()7~ :~ 11 , 611 3,6 0,0)0 .. o ,2ti6 0,2) 
15 1:);>, 0 2 49. 5 11, j 8 o,oA •O, 07 tJ 3 fl: 65 3,D 0,026 .. 0 . 19 0 Q t 1 4 
1 f, 1 '!I). il ?J7, ~ 11 , G ':i QI 12 .. n, 0 7 I 311: b 7 3,4 0. 027 .. 0 .2 0 4 0 , 17 
1 7 I., II. 5 ?nu ,2 11 • 0 9 0 .14 •l'l,0 6 1 ~ fl :7s 2,8 o , 0 1q • 0 ,219 c~~~ 
1fl ic;n.6 2il 11 , 11 11,39 0,08 -o,:n6\ ~s:1s 3,2 0, 02 5 .. o, 130 0~~ 2 
19 J '; ! • l ~ :\ l\ I 1 11 • ':l c o~ o q coQ. r f. 1 3 'J ,'7'1 lj , IJ 0. 0 'j 7 .. c ,2 &3 O, H 
20 i ':i -~. q ;: -I",. h ! ! • ':i9 0, 08 .. o: OS<J 3n; 7 7 3 "0 0,023 .. o . ~~20 0. 1 9 
21 \ '.i 7. ll ? '1 7. 1 11 • 3?. 0 . l 5 •0,0'17 3 A ~ 7 'l 2 . ll 0, 0 1'1 .. n . 15 o 0 t ~ 1 
;:!? 171 • .:j 3n, 1J 1 l • 1 [\ 0 .13 .. n ,' !lli9 :! ll:1n 3,2 0, 020 .. o , 2:; I 0 •· 1 8 I 
23 1 <; ') • 'j 3 611 , A 11 • Q 1 0 ,18 -n,'(137 3 9: no 3,Q 0 ,0 28 ~ o ,2Sfl 0.?. 3 co 
24 21J'J. 4 3oS ,-; 11 , n-; 0.01 .. ri_'n 1? 39~os 3 . 1 0, 0 19 .. 0,219 0 ;· 1 IJ -.....! 

I 
25 217.0 lj 0 9. 0 11, H 0 ,10 •<11, 027 ~9. p 3,3 0, 02 1 .. Q, 1) 01 0. 1 2 
26 221i,7 ll?.7. 2 11 • ') 8 o, o'l •0, 02:; "; CJ .· I 7 !J. 0 0,033 .. 0, \87 0 '1 !, 
27 2iJ ! • 5 11511,'l 1 j • 59 0 I () 9 •O, C 1 7 :s 9; 2 'i 3,'1 0 , 0 3 0 .. o . 202 0,15 
2E i?llA, 9 .'.161\ ,8 12,? I 0 . 1 v .. () : (• t ,, ~I'/: 29 5 . ?. VI 0 38 .. o. 2 31 0: 1 q 
29 i?Sll, 4 479 .1 t 1. 2 3 0' 14 .. ci:cit2 Yi .'3?. 2,8 O,Ctll .. o .11s 0 .· 1 7 
30 ?t>R.? 5os,o 1\,65 0 o10 •0, Ci07 3 <7 :39 LJ , C) 0, 03LJ .. o ,29o 0,20 
31 ?7P, .~ ~2 LJ , 4 11,45 o,oa .. o .: ll03 39 : I; !J .. s. 6 0' 1 t 9 ... o.ooq 0\15 
32 279, II 52 6 I 1 11 • as 0,01 •O, Cl 03 3<11s 4.0 o, 09 q .. 0 ,211 O,tb 
33 2c.1.2 5.,9,5 11,52 0 .12 0,003 39:511 21. q 0,023 .. o. 252 0,47 
34 397,9 7 48, ll 11,77 0 .11.1 0~031 Ii 0: 0 l 3,5 0,020 .. o I 11 q 0.· 1 7 

Table 3.2 Final data on the slope parameter and the dependence on the values 

assumed for p , OT and 8 . 
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avoid. When one detector channel worked improperly, it did 

not necessarily appear to malfunction (being indep e ndent of 

the rest of the channels). Voltage line fluctuations due 

to accelerator cycle and extreme temperature conditions 

we r e also found to caus e malfun c tion in some c hannels. 

Detector noise is a far worse problem, as it is quite 

erratic and is often caused by ground loops and voltage 

s ur ge s. Persi s t e nt noi se was s potted and th e probl e m 

corrected before further data acquisition. 

A priori it is never safe to eliminate "bad" data, 

but we f d h d l . 'f" d 5 
oun t e proc e ur e nec essa ry a n c JUsti i e . It 

should be stress e d th a t only 2.5 % of th e data wa s thrown 

out and this pro c edure usually reduced x2
/ (degr e e of free-

dom) by about on e quart e r. A histo g ram of th e X distribu-

tion indi c ate s the mag nitud e of th e problem (s ee F i g . 3.9). 

Generally, x2
's were found to be about 1.5 per degree 

o f fr e edom aft e r thi s last c orr ec tion. 

3. 7 Fits to Sin g le Regge Pol e , with No Cuts 

El as ti c scatt erin g , a c c ordin g to Regge t h e or y , c an b e 

pa r a me tri z·e d as 

d CT 

dt 
F (t) 

2[ ap (t) - 1] £ n(s /s
0

) 

e (10) 



Figure 3.9 
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Histogram of X distribution indicating the slightly larger tails than for 

an expected Gaussian distribution (dots). 
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where ap(t) = Cl + 0. It (= 1 + Cl ' t) describes th e Pomeranchuk 
0 

-b t 
trajectory. If let F(t ) 

0 
and we = e s 

0 
1 GeV

2
, then 

d CT b ( s) t 
where 

dt 
~ e , 

(11) 

where b 
0 

b(s)= b + 2a' t n s 
0 

and Cl ' a r e as ye t un determine d co nst a nts. 

the previous se c tions we have fit t he differential cross 

In 

section for the slope param ete r b(s). No w we ca n f ind a ', 

the slop e of th e Pom e ran ch uk traj ec tory. Fi g ure 3 .10 in -

dicates the slope parameter data (note the range of t for 

which the fit applies). 

The remaind e r of th is section is devoted to va ri ous 

at t e mp ts mad e to d e termin e the magnitude of t h e systematic 

problems . · 

If we b elieve t h at data acq uire d simu lt aneously at two 

e n ergies i s mo re consist e nt (various mec h a n ical conditio n s 

being the same) tha n data obta ined in separate r uns , th e n 

we can shif t, pairwise, a ll da t a points fo r b(s), suc h that 

we minimize a stra i g ht line f it for x2 
in Eq . (11) (see 

F i g.. 3 . 11 ) . Pre s uma bly, this procedure gives u s a more 

reliabl e va l ue fo r a ', and as b is of no intrinsi c p h ysi 
c 

cal interest , there is no loss o f in f ormation . In fa ct , 

the stability of a ' in thi s proc e dur e is d esirab l e , and is 

a n important cr i te rion fo r dec i di ng o n a pr o per set of d ata 
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point s. We re gard various cuts in the range of t as in-

trinsically different, primarily because our detector sys-

tern is not continuous and hence somewhat non-uniform, in 

what concerns systematic e rro rs . Indeed, the large 

"dynamic range" of the apparatus, . 0015 :5. 
2 

(GeV/c) , 

must be adjusted. Experience with de tector p e rformance 

indicates that the most stab l l:~ cut i s .0035 < !ti < .16. 

For this cut we obtain a ' . : ~ ')3 ± . 0 2 6 2 ex /d egree of 

freedom = .60)*. Further cut~ on pairs of data points, to 

eliminate runs, for which a ' diverge s from the averag e, do 

no t s e e m justified 
2 

( altho u gh th e y may pr od uce X /de g ree of 

free dom "' . 25), because the s e: c 1 t s shi ft t he average a ' by 

less than one standard devi a l v n. 

Cut s on d ata, at this p o int, a r e also unwarranted be-

ca u se Eq. (10) i s not n ecess a ril y cor r ec t. F ir s tly, we 

may parametrize 

do 
dt 

dol 
dt 

2 
bt + c t 

e (1 2) 
0 

whi c h ca n be deriv e d, for ex ample, f r om a n un co rrelated 

6 j e t mo d e l . Wh e r eas , usua l l y c in Eq . ( 12 ) i s found to b e 

0 ::: c S . 0 4 b
2 

(po s itiv e ), we f ind an average ( for al l in

c i Je t e n e r g ies, 40 to 4 00 Ge V) of . 03 S (- c /b
2

) < .08 

with un e r ror of abo u t . 10 b
2 

f o r th e value of c (note , 

;, 2 
Th e x d e g r e e o f fre e do m for un s hi fte d pa irs of poin ts is 

2 . 2 . 
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2 
that I ct /bt I at our highest It I of .18 is only abo u t . 07) 

Secondly, 
bt 

even though the form e may be a good fit , b(s) 

may have a variation other than given in Eq. (11), perhaps 

b ( s) b 
0 

+ b 
1 

9- n s 
2 + b

2 
9, n s (13) 

as may be re quir ed if the total cross section reall y rise s 

as fast 
2 

as 9- n s , indefinitely . 

.OOJS < /t/ < .16, we obtain, 

For the range 

b (s) = ( 6 . 5 2 ± 2. 33 ) + (1.28 ± .86) 9-n s - (.064± 
2 

. 079 ) fo s 

o < b b > = . 18 
0 2 

? 
fo r the range of energi es 40 to 400 GeV < x~ /de gree of free-

dom is .59) . 

Anoth er procedu r e of studying s ystema tic er ror s , a ls o 

of u se in repre sen tin g the Pomeran c huk t rajectory, is to 

r e duce all data points fo r th e differential cross section, 

t o s t a ndard t valu e s (either one valu e per detector - i . e . 

12 standa r d t values, or one va lue pe r detector for each 

carriage pos ition - i. e ., some 80 s tanda r d t values). 

This operation is done by s hi ft in g points a long th e differ -

e ntial cro ss section, a ccording to th e slope parameter b, 

up to the a ppr opriate t valu e . Figure 3.1 2 shows th e 12 

sta n dard 

From Eq . (10) o ne 

of th e detec tor s , along the s - axis . 
of (s ) 2 ( ap ( o )-l) 

g ets , u sing do(s) / dtj
0 

= 16 n ~ s 

t values 



--95-· 

·1111 1 

(\J 

• • 
0 .... 
> 
~ 

'DI re 
2~~ (J//\3:Jl / 8W 

Figure 3 .1 2 Differ entia l c r oss section data points a r e shifted to 

1 2 s tandard t value , one value for each de t ector (a s i milar 

sh i ft can be done f or the s ame data , while defin ing a 

s tandar d t value f or each carriage posi tion , for each 

de t ec t or ) ; some data poin ts are spread ou t to s how structure 

(as i n detectors 6 , 8, 10, 11 , 12) , the r est of the data 

are s pread out v ery litt l e . 
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2 
CYT(300) 

2 ] = 
CYT (s) 

where the quantity 300 in 

b t + 2a ' t 9, n s 
0 

(14) 

is some arbitrary center 

of mass ener g y squared. Fits were made for a linear poly-

nomial in £n s. A curious, but obviously justifiable fact 

2 
is that X grows with t, from about .37/degree of freedom 

(124 points), to about 3.4/de g ree of freedom (141 points). 

The quantities a' and b are of interest, since they are 
0 

the Pomeranchuk trajectory slope and diffraction slope in-

tercept (b ) , respectively. 
0 

Fi g ures 3 .13 and 3 .14 show the 

da ta. We point out that th e ad v a nt ag e of thi s pro cedur e of 

fitting the data, is that most systematic problems associated 

with parti c ular detectors a re removed. I ndeed, most t-cuts 

produce resu l ts with parameters in c lose ag re e me nt. The 

preferred t-cut .0035 < J t l < .16 ( GeV/c)
2 

gives ( x
2
/degree 

of freedom 2.1 s t a tis tical errors only) a ' 

a nd b 
0 

7 = 8 .0 2 ± .1 8 . 

.299 ± .016 

A conci s e compe ndium of world data o n the valu es of 

a ' and b is s h own in Fig . 3 .1 5 . 
0 

In th e same f i gur e ar e 

included th e results of f its to our data , treated by me ans 

o f the ot h er ba c kg ro u nd s ubt ract i on method s . 
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.. 
-t - VRLUE fGEV/Cl ><><2 

.. 
-t- VRLUE fGEV/CJ ><><2 

The slope of these differential cross sections is b • 
(a) The va lues represented in this differential cro~s 
s ection a r e the intercept values of the extrapolations of 
the lines in Fig. 3.12. (b) The same procedure as in (a) 
but with intercepts for the fixed t values per detector, 
per carriage position. 
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Ffgure 3.14 
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The slope of the lines drawn is a '. (a) The values 
represented form part of the Pomeranchuk trajectory and 
are obtained from the slopes of the lines drawn in 
Fig. 3.12. (b) The same procedure as in (a) but with 
slopes .for fixed t values per detector, per carriage 
position. 

. ·, 
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Figure 3.15 Summary of data from. one Regge pole fit. Error bars contain the one standard 
deviation ellipse. The relative fit parameters for the 4 different methods used 
in background subtraction are indicated in the lower l e f t hand cor ner . The 
yalues should all be translated as shown by the arrow in order to obtain absolute 
parameters. (Note the consistency of the three sets of data analyzed in our ex
periment and indicated by the black dots.) 
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CHAPTER IV 

ANALYSIS OF REAL PART DATA 

The rise · of the total nucleon-nucleon cross section is 

currently of great interest. Various models have been pro-

posed to explain the need for a rising total 
. l 

cross section • 

In this chapter we establish the s-dependence of the real 

part of . the nuclear scattering amplitude, which is inti-

mately related to the total cross section through <lisper-

sion relations. The data is in excellent agreement with 

results for higher energies at the I.S.R. 

We assume that in the forward direction, a good para

metrization for th e nuclear a :rlitude is still ebt, at least 

.d own t o I t j - • 0 0 l 
2 

(GeV/c) , which is well within the Coulomb 

region. Since the Coulomb amplitude is basically real, 

while the larger part of the nuclear amplitude is imaginary, 

the interference of these two amplitudes in the region 

ltl < .0 , 5, will provide a measure of the real part. The 

e ffect on the differential cross section will be small, 

(because the nuclear amplitude is primarily imaginary) 

making the measurement difficult. 

Various phase shifts of the nuclear, as well as 

Coulomb amplitudes, have been calculated theoretically by 

Bethe and by West and Yennie, 
2 

as well as others . 
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extremel y difficult to experimentally distinguish between 

the former two theoretical predictions, which differ by a 

phase s hift angle of about, 

¢west-Yennie - ¢ Bethe .006 (1) 

at very small l tl - .002, without mucp of at-dependence. 

We chose to work with the calculation of West and Yennie, 

which is entirely relativistic. Consequently, we must 

rem e mber possib~ uncertainties in the real part coming 

strictly from theory (order . 006) ,when we give our re-

su lts. How e v e r this unc ertainty is well contained within 

our errors, which are of the order of .01 (i.e. insertion 

o f the Bethe ph a se shift into the a nalysis will produce a 

shift of the data, down, by abou t .006 in p (s).) 

4.1 Da ta Mana gement 

Data handling, from on line bits t o off line histo

g r a ms , proceeded in th e sam e way as f or the diffraction 

pe a k d a ta, including the dead time cor re ct ion, wh ich di d 

not e xc eed 1.5 % ( see Fi g . 2 . 13) . It should b e emphasi z e d, 

th a t d a t a relat in g to th e real part was taken throu g hout 

runs t h at lasted a total of two weeks and all equipment 

was un c h a n ge d. Th is p rese n ts a g r eat adva n tage as 
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compared to the data on the diffraction peak, which 

were acquired in four months of running time with various 

modifications of equipment. 

In the case of the real part data, t wo detectors were 

used at fixed positions in space, in order to monitor the 

counts for "foreground" and "background" positions, as 

well as for diff e rent carriag e positi o n runs. So me spectra 

for fixed, as well as movable d e tect o rs, a re shown in 

Fig . 4. la, b . 0 n e may s e e in Fi g . 4 . 1 t he s i z e of b a ck g r o u n d s 

to be subtracted under the elastic p 2aks. Our p rocedure 

was to· use the data in the "background" position of de

tectors to approximate "empty target" d::ita, as discussed 

in the previous cha pt er . The subtracted rat ios of " fo re-

g round" to "b ackg round" position histograms, were obtained 

by using the two fixed position detector elastic counts. 

The subtraction was done channel by chann el . This result 

provided the primary set of data. Residual b ackgrounds 

due to tails of the gas jet, inelastic exc itation and im

perfect empty tar ge t subtraction, were then handled on the 

University of Rochester IBM 360-65 computer . 

The calibration of d etectors,( i.e., response vs. channel), 

was f it to a seco nd order poly nomial for a more ac c urate 

physical interpretation for each histogram channel (2 56 

c hannels -full hi stogram), th a n in the case of the <liffr ac -

tion peak data. On the average , th e q uadratic term gav e 
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less than a 10% deviation from linearity around the elastic 

peak. This exact nature of the calibrated histogram channel 

is very important, as can be seen in the following sections. 

These calibrations are shown in Fig. 4.lc. 

4.2 Background Subtraction 

In general, a certain distribution of target material, 

totally contained in the beam, will be reflected in the 

spectrum of elastic recoils, at a particular detector 

(angle). We must however, unfold the dependence of the 

differential cross section, d 0 /d~ on the angle. This state-

ment is the basis of our anal y sis for sub tr acting the resid-

ual background, (the background left after the "emp t y tar-

get" su btraction). 

The theoretical particle density of an accelerator 

be am is a two-di mensi o na l Gaussian in space. Wh il e the 

three-dimensional flow of gas dy namics is v ery comp lex, 

eno ugh evidence 
. 3 

exists , to allow us t o approximate the 

h ydr o ge n j e t by a two-dimensi o nal Gaussian as well. It is 

easily proved that the interaction of 2 two-dimensional 

Gaussian beams, at right angles is a 3D Gaussian. 

2 2 
-x I a.-y /b 

e 
2 2 

-y /c-z /d 
e 

2 2 2 
-x /a -y (l/b+l/c)-z /d 

e 
( 2) 

(provided t h e beam axes in te rs ect ). This is the rough 
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density of the beam-target interaction region. The pro-

jection of the latter onto a far-away plane, along one 

dimension gives a 2D Gaussian. The only relevant dimension 

is, however, the one along the accelerator beam, as dif

ferent points on it appear at different angles in the de

tector plane (see Fig. 4.2). Finilly we project the height 

of the "interaction region" and obtain a lD Gaussian. Apart 

from the modulating effect of the differential cross section 

dcr/d~, which is a function of the recoil angle, the observed 

spectrum should be an exact image of the linear density of 

the interaction region. This is the programme of our analy-

sis. Of course having collimated the detectors with other 

than rectangular collimators (actually, shape of a race-

track) changes the observed spectrum slightly. The im-

portant fact is that we make a uniform model for the shape 

of the observed distributions in all detectors. This shape 

should be identical for all detectors (due to their small 

angular extent, first to last, 5°, all being close to 90°) 

if plotted in recoil particle momentum space (the angle of 

recoil away from 90° is approximately proportional to the 

recoil momentum). However, we do not choose to impose 

identical common parameters for the shape of the distribu

tion in all detectors, because the detector system is not 

continuous and every detector acts independently of the rest. 
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The data were analyzed at one primary beam energy, de-

tector by detector. A rough description of the analysis 

program follows. Data are read from disk. According to 

detector calibration, each channel in the histogram is 

assigned a value of momentum transfer, t. A search pro-

ceeds for a rough center of the elastic peak, and limits 

are placed at channels corresponding to one quarter full 

center channel count. The logarithms of histogram values, 

channel by channel, are used in a matrix inversion fit 

routine for a second order polynomial. A change of vari-

ables at this point obtains the standard parameters for 

a Gaussian distribution (N, 

g(t) = N e 

t , a), where 
c 

(Note space is momentum transfer, t.) 

(3) 

This fit is particularly accurate in finding t , the cen
c 

ter value with an error much smaller than a channel (~.3%). 

A good approximation of N and a is also obtained. That 

we do not choose to use the area of the Gaussian as the 

number of events, is for the following reasons: 

a. inelastic data were not subtracted before the 

fit, 

b. only approximate limits were placed on the elastic 

peak before the fit, 

c. according to previous arguments, the distribution 
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fitted sh ould not be a Gau ssian in t s pace, nor 

has the differential cross s e ctio n be e n di v ided 

out before the fit. 

This indicates the lo g ic of the further analysis st 2p s. 

Inelastic kinematics give us: 

6 + T S sin 8 (T
2 + 2 mT )

1 12 

wh ere 

6 - 2 2 
(M · - m ) / 2 ( E + m) , 

M be in g an e xc it ed mass ( m is p ro t o 'l. rr. <1 s0 , Tl',). 
p 

(4 ) 

( 5 ) 

From 

Eq. 4.4, one obt a ins a cha nn e l t·Y c !1ann e l fr·· rm ula f o r 

mass, af ter ha v ing computed ltl ( = 2mT ). 

? 

m. 2 + _:tltl {-1 + Ssin O(l + t rr. - ) 112 ; * 
2 m2 t 

( 6 ) 

which is exact . Th e e la s ti c pea k m3s s, m , i s t hen ad 
p 

justed to th e c orrec t value by sca li ng th e whol e hi sto -

g ram appropriately. Usual d eviations do n o t am o u nt to 

more 2 than 4 0 MeV /c f rom the proton mas s . To g e t a 

pi ctur e of wh a t masses co rr e s p on d t o a pa r ticula r channel 

* Note: for 

f o r 

2 2 
t=t 

1
, M =m ; for 

e 2 2 
ltl < lte 1 1, M >m . 

2 2 M <m ; 
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for some of the larger ltl detectors, at an incident energy of 350 GeV, 

we refer to Fig. 4.3. Note that channels are indicated 

on the abscissa, mass on the ordinate. The Jacobian peaks, 

i.e. largest mass producible at one angle (for incident 

energy), are approximately at 1/4 t of elastic peak. 

Clearly, t = 0 is off into "negative channel" numbers (this 

is due to the use of a discriminator against low signals). 

We have chosen to consider five inelastic mass contribu-

tions to diffractive excitations: ~(1236), N(l400), N(l520), 

M(l688) and N(2190). 
4 See Table 4.1 for a list of optical 

points, cross sections, mass widths and diffractive slopes 

for each mass. 

In Appendix A we refer to a simple method of estimat-

ing inelastic cross sections from the data presented here 

(energy subtraction method). 

A Breit-Wigner distribution is formed channel by 

channel for each of the above masses, according to their 

mass width. The amount of inelastics is obtained relative 

to the number of elastic events, as follows: 

N 
d CY I d.Q in el 

N. 1 . 
dcr/dr2 ine el el 

(7) 

do/dt in el 
R N . . 

el dcr/dt el 
, (8) 

where N 
1 

and N. 
1 

are total numbers of events (elastic 
e ine 
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Table 4. 1 

Data on dissociated protons. Taken from ref. 4 

Particle 
(JP) 

Full width dcr/dtl o{dcr/dt I } Slope b ob 
I (MeV) 

0 2 0 2 -2 -2 
(mass) mb/(GeV/c) mb/(GeV/c) (GeV/c) (GeV/c) 

[\(1236) l cl+) 
2 2 

115 .18 . 05 6.4 . 8 

1 + 
N(l400) cl ) 200 11. 6 4.2 24.2 2.5 

2 2 

! (l ) I 

N(l520) 1 30 . '.) 1 . 19 4.84 . 24 ~ 

2 '2 , ~ 
l/l 
I 

+ 
N(l688) ! c1 ) 150 2. 35 .36 5.12 .08 

2 2 

N(2190) ! cl-) 
2 2 

300 . 1 6 .05 3.01 . 17 
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and inelastic, respectively). 

the ratio (B::: B sin 8 ): 
cm 

R dt/dQjJn e l 
- dt/dQ el 

The factor R is given by 

( 9) 

(m -
2mB ± 

2 2 2 
6 ) (1 + B )-m (1 -

,/ (m -

from kinematics. 

are: 

d cr lin e l 
-- ( t) 
dt 

4mB 

(at fixed angle), (10) 

The differential cross sections d cr/d tjinel 

d cr linel • ..!. • 
dt t=O 2 

e 
b. lt ine 

(11) 

The factor of t comes from the probability of excitation 

of either forward or recoil (beam or tar g et) proton. We 

now form the inelastic contribution c hann el by channel 

N. 1 (t) 
in e 

where N. 
1
(t), ine 

N • R e l 

dcr/el 

dt t =O 

-

d 

l

inel b . 
1
t. 

1 0 in e in e • - e 
dt t=O (12) 

t el are in e l astic even ts at t. 
1 ine 

-
with an elastic p ea k at an average tel" We show some of 

the dis tribut ions o f the inelastics in Fi g . 4.4 a nd the 

inelastics and ( elasti cs l ess inelastics) in Fi g . 4.5. 

In Fi g . 4.4 relative production amplitud es b etween in-

e l as t ic s are unity. In Fig. 4.5 the ine lastic counts are 



"i 
; I 
~ I 
• I 

,. ! ~ ~ 
-- . I 
; i i 

-· 

'"' r') 
(\J 

<l 
=-----·---·-·---- ·---- ·----' ' ' 

~ ---- ---- ---- ---- ---- -- ---

. ' . 
"·----·----~----;----;---- - ... "' ... ... >< >( --. ,.. .., ...... '( 

I I I I 

~-----·----·----·----·----

. ' ' ' . 
' # I • I I 

~ U- ---- ·--------------·---A ' •I • t o r ' I 1 ~ • . ' . ' . 
' ' -

: .<( '( " ~ ~ ~ ~ 3 : ~:, ~ ~ : s ·---------·---------- - -~ ----

0 

' . ' 0 
~: ----;--------- -~- ----~----

z . 
'. . 

I I .. < <( 

~!----!----!---- ~~ ~~ ~~~ - ----;----:----
- "" ' .. . .... . . . - ...... ... 

.. .. - ..... .... .. 
, . . • •• • •. < >< I ...,, _____ .. ------ -- -

.., ..... ~: : :: ;~------------
• .. < A • A o. ... '( . .. ... -.. " 

-. -o; ... "'"'· - "' ... " - .. .... ' . "' .. ., .... ,. .._ ... -<' - - . - . - "' .. _, 

- ---- ; H HH rm m m111mfo;, 

"'-"'"""' 

....... '( ......... ... < ...... 

~.:..:..::: .:.:..:..:. :' 
I -: I I 

.: : :ii 
' 

-- .. _,, . .... ........ .,.., • '3·-·· ... - ... - ... ...... ..... - .... .. 
, • ' .. - • • . -- '• c· •· - • "" • · - • • .. - • " .. , " -.. I • • • · - • - • 

I .. I _, I ~ -. • .,. _, - - - - • I ·• ~ - ' ' ' < ' - - - ·. • - ... _, •> • . . . . . . . . . . . . . . . . . . . . ' . . . . . .. . . . ~ 
·' ·~ -:. ... ..; ; -- .. -.. -.. - ---- --- - - ----... -------- - .. --· - ' . 

·- , , • , - , , - ~ ~ ---- ~ • - • =.::: ~::: , ';'. ~ :: ~:. 2; ~. ~::: :: ;:: •• 0 •••• ~ - - ~ - - ~ r 

Ul 
-+-
c 

0 
0 

'.) 
0 u 
u 

u 
-+-

"' '1l 
(i; -

0 
0 
0 u ----- -~ 
x • 

Ul 
-+c 
'.) 

0 •. ' 
u 
u 

(' ~ 

---- ---- --· ----·----

---- ---- --· - :. ----

---- ·---- · -- · · .. ----

---------·--· ---

--

' 

----·----
. I ... " 

'>( • >(A ' 

_:~~!---- - ~-~ -~~: ~ 

--------- ' - ---- -------- ' . ' . 

' ' . ' : --- -- ~ ~ ~- -- ----;-- ·---------
.. _ .. < ... . . - .. . . 

:, ___ ::: : ::: · ;, ': ---- -+-- • 
Ul -

~ ~~ - -- - ~~ - ~~1;~ ~ ~ ;;;;~:::::: ...... . ---- ·-- -

Mass ~ ~ ::~ ~ ~: ~~::: ;:~~ ~ ~ ~~ ~~ ; ;~~::~~~ : = : ~: ~ 

( G ~v ) ~: i ~ ~ ~~~~~~~~~~ :~ ~~~~~~~ ~~1 ~~~ ~~~ ~~ , ~ ~~ 
Q ! as-ric~--:uo ~ :> "; .~ .. <J. :~ -.,, ~:~ : . 77""' .:! -;--"" =>:r ~~ ~~ ::'.:::!" ;;:~ ;:; . .::: :!: . ==· :- ::.--;::: :· ::--; .~ _~: :.--:.::.,. co i...: r:·rs ' ' __ ,. ...... _ .... ___ , ...... -

~1 
~i 

J 
:, j 

:1 

I 
. , -.. '.-,.:: ::::.: :: ::.:'.~ ~ :; ;; :.~ .~ ;;::.: ! : = ~ 0. - • LJ~ •••• - -- - ~~ - -- -·T-i~~~~s;~;, u, - ~; g~~;~i ~-~ ~ ~ 5 ~ ~ :~ ~ :~:~E~~.g} ~ ~· ~ ~ ~ =~ ~.iilil~-~.i 

Figure .If. 4a I nel astics (6 (1236) and N*( l 400)) 
mass dis tribution at 63 mrads and 
350 GeV. 

Figure 4 . Sa At t he top is the elastic peak spec trum 
after S<1btrac tion of inelastics (mass 
distribution which is shown at the bottom 
and is the sum of the distributions shown 
in Fig. 4.4(a ) taken with the appropriate 
relative amplitudes). 

I 
f--' 
f-' 
"-J 
I 



0 

~ ~·----·----·----·----·----·----

u-----·----·----·----

Q 
• -0> 

=~-".6 

z 

~---------------·- ---·----

: l 
. I - I ~ 

. ~ ! < 

~ 1 

·1 .. · . -' ;: ., 
-1 ~! 

;:; 

::.:~2:.:;~~ 
:~, .. 
--

Ul 
I') 

C\J 

<l ----·---- ----·----' ' ' ' ' ' . .. 
' ' . 

----:-0--- ----~=---:N ! : 
t i.(') ,,. ... 

: - : =>C :z : :: 
' ..... .. ----·><--- ____ .. .... ><--
. "' >< . -• .. oc .... >C 

I '"'"' I'(""" 
I 1'I >< ..; .. -C 
.. ><""' ...... o( ... .... ..: ...... .. ...... ... .. ..... ,... 
...... oc .. ,. ... ... .. ><...... .. ...... .. ----<- ... >C- --- ....... ..c.c- -
....... .< ..; .... ·.c .... 

.. .. y .. >< .. .. >< - · .. ... ........ ........ .. ......... ... 

... ... >( - ... ... ....... - .. ... .. .. .. ..... ... .... - .. .. ... ... .... ..., ...... ... .. .. ..... ....... - "',. -- • ..... "'.... ....... .. .. - ... - "' 
............ k .. .. w ......... .. -- .............. . .. .. ,. .. ...... ... .. ............ - ... ... .• _.. ........ .. 

>< .. ... .. • ... .. " ......... - .. ... 
.... ,. ... .. ... .. ............ o(.o( .. .......... ..: ....... .. ................. .. 

3::: :t~22 -~ :~=1·=;3~ 
........... < 'C ... "' ...... .. ,,,. .... ................. .. .( ................. ..... .... -- --· - - · - -- · - --

' ' ' ' ' ' 1 I "' 1 
I .. .._ I 

' "' "' ' ' "',... 1 ' '(.. ' 
' ""' . ----7--- -;:;:: --:----
: 0:. : 

"'§ l 
- < z ' ..., ___ --- .. .. -·----... .. ... ..... , .. ..... . 

..,, '< "' I 
.... < .... ' ... .... ... ' 
.-.. ~ - I ... . ~ ' 
, - .. ' ..... "' . .... "'.... >< ----.... ... - ... 
- ,.. .... ... 
, .. ,... ... 
... A - A .... ... ... ... - ... .... .. ... .... .. .. - -.... ... ... ... ~ ... - . . .... ... ... ... 
.... ... ... ... 

;: •.i- ~ - :n. . 

o- ----·----·----•---- · ----• 

0•----·----·----·----·----

(ll 
+-

0 

c: 
:i 
o ~ u, 

u 
+
(ll 

'1J < ' c; .... : 

0 
0 

u!--~-

~ ? ----

)( ~ _ , 
w 
+c: 
:i;; ----
0 ·; 
u' 
<..) 

:;:: 
U1 ,. ----
'1) ' "',, 
c: 

---------

---- --
' ' 

' ' 

>< .... .., .. .... ... 
" ... - ...... - ... .... ... ... ...... ... -...... .......... ...... ... ... ......... ....... 
' ... ......... . . 
.... ... .... - .... - ... 
... - .. .... - ..... ... 
.... -- .......... ... ... ........... ........ .... ----. --

. . 

. 

'"' ~ ,._ "' -. ,.. IC 

~I 
--- ..... . -- ...... 

I " " "' 

.......... ... .. 
-- ~; :'.:..:~ : I 

~ I 

y 

I 
1--' 
1--' 
00 
I 

.. ............. ::::: : : --·---------·-

lHHHHni~~ ---- ... -

~I : I ~ · I ~ ~~ ~~~~~~~~~EE~E~~~~~~~~~~~EE~~EE~~~E~~Ei j n~~) ~~EE~E~~EEEH~~~~~:~E~~ ~~~EEEE~~E~~ 
? '"::> .. ":> '"::> ~-, :;o??? •J t,J ? '"::>....,.....,. - "'u"" "',... 1 # Q G ~ 2: ~ ~ ~ ~ = ~ ~ ~ ~ ~:: ~ ~ ; ; ~ !:. 2 ~ ';" ·~ :~ ;:: Z> '"''"' -I 

""lo .., - ....,. ,., .-, . .,, ? ..., .... • • , , ·• _. _. .. a ~ 'Cl "' "'• · - ... 1 ,.. '7 - > ... -. -.: a ....,. " ~ ... ~ ~- ~ ..., ,,.. ·O ..- .., - .., -. ·r .r- ,.., - c:r ci 4 # -.. # • 
- --- ~..,.~ ~~~~~,.. ~~~ ... ~"' ~""~ 7~G~#~ ..... ----

Figure 4.4b Inelastics (~(1236), N*(l400) 
N*(l520) and N*(l688)) mass 
distributions at 100 mrads and 
350 GeV. 

""elastic ·· ':) o-:, "" -:. -:::o .~ -. !;:~7:;~;.:;::-;;-;:; - ! -o~~:-~~:::~-:-- .::! .,..., ~~ .... ~ -0 ::::;;!~ ~ :'.! ~ ~ ;;::;::- :: ~~ ::c::~:! : 

counts 
' I • • • - . .. -1 • • " ~: :: ::.: :: : - .,, r • . .. -

1~~~~~~2 ~~~£ill~~ ~gr~ §~J: ~~~ ~ H; ~En 1~~i2 I~ }Hit H~ ~~~ ~ ~ i~t~_; 

Figure 4.Sb The same as in Fig. 4.Sa, 
are at a·different angle; 

but data 
100 rnrads . 

.~ . .,..a~~Qic:t' ... d i. ~ .¥5:: .. . . '!"':"'.':'·•,..,... 



-119-

multiplied by 1000. The percentage of inelastic contribu-

tions are printed out (also Fig.4.5c). As can be seen in Fig.4.5 there 

is practically no background left on either side of the 

elastic peak. However, in order to account for possible 

contributions from residual gas near the jet, we simply 

interpolate and subtract this background. This contribu-

tion is also shown in Fig. 4.5. It is actually very small 

a .t all times, but subsequent fits are vastly improved by 

lack of these tails. The percentage was generally : 1% 

and never : -.3%, giving good agreement with some kind of 

residual b a ckground. 

Finally,the histogram is divided, channel by channel, 

by the differential cross section da/d ~ (the parameters 

used in thi s expression appear in Table 4.3). This is 

done relative to the center channel of the elastic peak. 

The re s ult is a "flat" distribution (these are s till 

elastic pe a k s however) in recoil mo me ntum space. ( Th e 

linear d ens ity shape o f the interacti on region.) We do 

this b ecause th e diff erential cro s s sec tion, da/dt, 

changes very rapidly in t h e Coulomb r egion which we a re 

tryin g to meas ur e . Inste ad , of th e 4-mo me ntum trans f er 

squar e d scale, t, we define, c hann e l by channel, th e 

re c oil 3-mome ntum trans fe r scale, p· . 
r 

Limit s are place d 

on the elas tic peak at 3 s t anda rd d e viat i o n s of the 

Gaussian f r om t h e pre v io u s fit . These limits are ve r y muc h 
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independent of the procedures before the Gaussian fit. 

The CERN minimization routine, MINUITS, has been op-

timized for use in the ''large production" fits that were un-

dertaken. Very strict convergence criteria were required, 

as this is the closest guarantee of proper error analysis 

by the subroutine MIGRAD (with gradients). Adequate test-

ing was done in all circumstances to warrant reliable opera-

tion of the routine (routine MIMOS was found to be too time 

consuming). The need for the generalized minimization 

routine MINUITS, arose out of the introduction of an extra 

modulating parameter in the Gaussian shape. The minimiza-

tion function was (distorted Gaussian): 

dg(p) (13) 

2 
where the term (p-p ) W is modulating the Gaussian distri

c 

but ion. This symmetric term, in addition to the symmetric 

Gaussian shape,could not well accomodate any asymmetric 

distribution, but was found to satisfactorily increase the 

overall error on the number of events, in such anomalous 

cases (see Fig. 4.6). Large effects of this variety 

occurred on few occasions and mainly in detector 3. 

Generally, the extra term was found to significantly im-

2 
prove X . We present in Fig. 4.7 histograms of the events, 

and channel by channel standard deviations from the fit 
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given by Eq. 4.13; x-distributions are also shown. In 

2 
Table 4.2 are given indications of the x /(degree of free-

dam) in the above fits, along with the percentag e contri-

2 . 
bution of the terms (p-pc) W, inelastics and back g round 

contributions. From the above procedures, one obtains 

the physical width in space for the gas jet and this is 

also listed in Table 4.2. The behavior of th e je t width 

with t is also shown ( for a typical run) in Fi g . 4. 8 . De-

tectors 9 and 10 indicate an appreciably lar ge r j e t width. 

This is in par t due to the lar g er col limator siz es on these 

detectors (i. e . also wider). Detector 8 , h avi n g had the 

smallest collimator, also i nd icates the smallest j et width. 

The dominant c ontribution to the apparent jet width is, 

however, not the collimator size, < l cm wide, whi l e th e 

f ull width at one standard deviation fo r th e jet is mor e 

than 1 cm. 

At thi s point we r ecreate the d ata by mult ip l yi n g 

b ac k by do / d O , channel b y channel (where th e dif fe r e nti a l 

cross section is the same on e "t a ken out" as explained on 

pa ge 119 , with parameters appearin g in Table 4 . 3) . We 

r e p eat th e process , for th e fitted form o f Eq . 4-13, with 

the parameters ( N , p , a , W) obtained abo v e 
c 

(th e d i s tort e d 

Gaus sian s h a p e is reduced to a differen tial cross sec tion 

spectr um f or eac h d etec tor). Three standard d e vi ation s 

of data (3 0 of h istograms on ei ther side o f p ), as we ll 
c 
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Figure 4.8 Jet width as obtained from fits of elastic peaks . 
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as fit (distorted Gaussian converted to a differential cross section 

spectrum) were summed. These two quantities represent the 

final differential values at an average value of t (i.e.for 

one detector), for two basical ly diff e rent means of evalua

tion (i.e. counting the spectrum between certain channels 

and summin g a function - <listorted Gaussian - between the 

same channels, respectiv e ly). 

The operations outlined ab ove were done detector by 

detect or , run b y run, for al l ~ ner g ie s . In deali n g with 

differenti al cross sectio ns wh ~ch in v c.. .. ' ' e t h e relati ve l y 

recently obtained quantities b, p,o, we used the follow

ing ap prn imate parametri za tions, which, for the purposes 

0• this analysis are tota lly Adeq uate (s ee Table 4 . 3) . 

Ta hl e 4 . 1 

b (s) = 7 .7 + 2 . x .3415 x ln s (all ener gies) 

p ( s) =- .55 + .1 x ln E (E < 250 Ge V) 
{ 

p (s) =-.24 + .0435 x ln E (E > 250 GeV) 

O(s) 38 . 44 (50 < E < 188 GeV) 
{ 
a (s ) 38.4 + .9 x l n(E /93 . 83 ; ( E > 188 GeV) 

This i s our method of back grot, d s uhtr ac til n . In the sense 

that res idual backgrounds found are sna ll, we be l i Eve tha t the 

inelast i c contributions sul tra · e d ~re h ~~dled reasona bly, and t he 

parameters used,ade quate ly describe diffract ive excitation . In the 
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next section is presented a complete analysis of further 

fits of the differential cross section, to obtain the ratio 

of the real to imaginary parts of the nuclear amplitude. 

4.3 Fits o f Differential Cross Section 

The number of events extracted from the histograms is 

used in fits f o r the differential cross section formula, 

da 
dt(s, t) 

2 2 2 
K{f (s,t)(l + p (s))+f (s,t) + f. f(s,t)} (ref.2) (14) n c int 

where 

f (s,t) 
n 

e 
1/2 b(s)t 

f (s,t) 
c 

f. f(s,t) int 

1 
F(t) = -----

(1 + It I I. 71)
2 

is the proton form factor. 

The amplitudes and cross sections are shown in Fig. 4.9. 

The fit to the data was accomplished by the minimiza-

tion routine MINUITS. The data were read in from disk, 

one energy at a time. The differential cross section 

dcr/d n was formed by a division of events by detector area. 

Then dcr/dt was obtained by multiplying by dn/dt. We used 
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parametrizations taken from published results for b(s) 

b(s) 8.23 + 2 •. 278 in(s) (ref. 5) 

and 

38.4 + .49 [ i n(s/122)]
2 

(ref. 6) 

Attempts to determine the t-scale, by using the angles 

obtained in fitting the elastic peaks, proved less success-

ful than a normalization on the Coulomb amplitude. We 

therefore used the latter method, which involves the minimi-

2 
zation of X for different angular ranges of the detector 

system. 

The various runs at one incident energy, were combined 

to mak e up some 50-70 points of the di ffe rential cross 

section; 
2 

this combination was also performed by a X 

minimizing process. The alternative of using the fixed 

detectors as normalization factors , invariably gave a much 

2 
larger X (about 1.3-1.5 times larger). 

The actual minimizing process was initiated by sub-

routine TAUROS (in MINUITS) and s ubsequ e ntly taken over 

into MIGRAD (with gradients). Very strict convergence 

cri t eria were r equir ed, so as to insure proper error 

a nalysis. We present in Fig. 4.10 a typical fit lis tin g 

which indic a tes do/dt, points and e rrors, l tl , X and th e 
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Figure 4.10 Listing of fit of the differential cross section, with 

error ma·trix at the top. 
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various parameters obtained, K, 
2 x etc. At the 

top is indicated the covariance matrix. At the bottom, the 

2 
various deviations and x per detector and per run, are pre-

sented as well. Options were available for constraining 

variables and fitting any, or all, of K, p , b, OT and run 

normalizations. 

The proper angle definition wa s obtained by repeated 

fits with a shifted angular scale to the detectors (Fig. 

4 . 1 1 ) . We also ~rovided a scale distortion option, which 

would act in s uch a manner, as to simulate the angular devia-

tions produced b y a fringe magnetic field in the accelerator 

tunnel. Estimates of the fie ld were r ead with pulsin g ma g -

nets, but without any beam (see Fig. 4.12), i.e., reading 

at 400 GeV. 

All the fits d e scribed above were undertaken one (beam) 

e n e r gy at a tim e . However, we also used all data within 

the same fit to parametrize the diff eren tial cross section 

in the s-t plane. The advantages of such a procedure are, 

that s ubsequ e nt analysis fo r s-de p e ndence is re d u ced , and 

all data are treated equally. However, some instabilities 

(due to systematic ef f ects that are s-dependent) spoil the 

quality of such a fit. 

The diff e rential cross section data for some e ner gie s 

are shown in Fi g . 4.13. There is no cut on the data in 

this figure, but th e d a ta us e d in the actua l f its we re 

limited to It I > .0011 2 
(GeV/c) , becaus e at low e r It I 
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x2 

100 

50 

15 16 mrad 

Figure 4.11 
2 

Shape of x distribu tion in t erms of an angular 

definition of the (detector's)carriage position. 
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gas jet 

accele rator 

beam 

beam 
pipe 

ion 
guide 

detectors 

Fringe magnetic field (in the accelerator tunnel) at 
var iou s points along the ion guide. This field was 
measured outside the ion guide and as such is the 
upper limit on the field inside the ion guide, which, 
because of shielding effects is expected to be much 
smaller. 
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CHISQR 86.39 
B-SLOPE 11. 07 J. / ((j[V /Cl •"2 

REAL/IM -t?J. l llJ :t CJ. Llt?JB 
SGT OT .38.45 118 

OPTICAL 75.47 H8/ ICE'l /O •>12 

ENERGY 87.4 GEV 

RUN 78 
JET 1 
• RUNS 7 

:r 
:r 

ti.II! I'!. IS ll . 211 1'!.2S Cl.31'1 !1.35 
.,.. t-VALUE !GEV/C) NN2 (XlCJ- l) 

Differentia l cross section da ta (70 point s). 



(\J 
x 
x 
u 
"'-... 
> w 
(_') 

"'-... 
m 
L 

I
D 

6 
D 

c 
Cl 

0.00 0.05 

Figure 4.13b 

-136-

CHISQR 58.23 
8-SLOPE 11.90 t. / IGEV/Cl •"2 
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OPTICAL 81. 63 H6/ lGEV /0 •..Z 

ENERGY 391. 4 GfV 
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• RUNS 6 

O. rn Cl. IS 0.20 t'L2S 0.30 0.35 
- t-VALUE CGEV 1ci HH2 ex 1 ci-1 l 

The same as Fig. 4.13a, but different incident 

energy ·(60 points). 
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values the background extraction procedure begins to fail 

(mainly because the histogram is cut off by a discriminator). 

In Fig. 4.14 are shown all data at all energies, simulta-

neously. In this particul~r figure the Coulomb contribution 

to the differential cross section has been removed 
2 

(i.e.f ), 
c 

in order to emphasize the behavior of the interference term 

(the part that deviates from a straight-line nuclear cross 

section) with energy. Note the clear and gradual change 

of the interference term from constructive to destructive 

interference (positive to negative). (Results similar to 

the '~ixed t" analysis of the last chapter are shown in 

Figs. 4.15 and 4.16. These results were obtained for 

purposes of testing the quality of the data.) 

4.4 Results and t-Cuts 

The stability of the values of p(s) obtained was 

checked by forming various t-cuts at low ltl, and cuts on 

detectors 9 and 10 at high It I· The most reasonable cut 

we find is !ti~ .0011 (GeV/c)
2

, with all detectors included 

(see Fig. 4.17). 

In the process of extracting the number of events 

from histograms, we fit the elastic peak to approximate 

the peak shape. The number of events taken,was the inte-

gral of the function fitted to the peak, between certain 

limits. We also counted the corresponding number of events 
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Figure 4.16 See Figure 3.14 for explanatory notes. 
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in t h e histograms, betwe e n the s am e limits. We have thus 

two methods of ba ckground subtraction. Therefore it is 

q uite legitimate to eval u a te the differential cross sec

tion wi t h each of the t wo sets of elastic peak counts. 

The procedure of backgr oun d subtra ct ion is most uncertain 

at very low It!, where s o me of the histograms still con

tained background (ev en after our attempts at removing it), 

or else the el ast ic p eak d id not fully exist in the histo-

g ra m. This is the reason f o r a cut at It I < . 0011. It is 

therefore import a nt to compare results of fits for the two 

different counting methods. We find that simple counting 

of the histograms consistently gives p(s) smaller by about 

.02, which is about 1.5 standard d e viations on p. This 

situation occurs because improper background has been sub

tracted at low It I, (too little) and we estimate therefore 

that .02 is the size of our possible systematic error, 

with a lower limit for our data derived from this simple 

co u n ting method. 

The final va lu e for p (s ) at various energies are 

g i ven in Table 4.4 . In Ta b l e 4.4 we present various 

gradients of p(s). It is important to note that ap/aoT 

from the differential cross section is negative (ap/aoT<O). 

This fact will be u s ed in the next section to strengthen 

the impact of re s ul ts on p ( s). 
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Table 4.4 Final data on the real to imaginary ratio and the dependence on the values 

assumed for b, crT and 8. 

* . The last column indicates a possible maximum shift in the data, if the accelerator fringe field 
is used. However, the actual shift is much less, corresponding to much smaller fields than 
indicated in Figure 4.12 (which was measured outside the ion guide). 
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4.5 A Dispersion Relation Calculation 

In the interest of knowing the probable behavior of 

the t ot a l cross s e ct ion at energies higher than current 

accelerators c a n produce, we have made a dispersion rela-

tion calculation (modeled by the one of Bartel and Diddens
7

) 

to co mpare the v a lu e s pr e dict ed by it with our data. 

The ba sic propert i e s o f the scattering amplitude 

assumed are: analyticity, unitarity and crossing symmetry. 

Given th ese pr o pert ies and us i ng the Cauchy rel a tion 

Re f (q) 
1 

2 JT 
l I m f ( q ') dq' 
j' q' - q 

(15) 

one c a n produ ce a singly subtracted forwa rd dispersion re-

lation for the real p art of the scatt e ring ampl itude . 

Negl ec tin g the proton mass (m), compared to the energies 

(E > 50 GeV) that i n terest us, we have 

ReA (E ) constan t (16) 

where 0T and o T a r e total c ross s e c tions for pp and pp, 

res pective ly. In the pro cess o f the calculation, we hav e 

u s ed the optical t heor em which states that 

I m A( E ) E_IE. 0 T( E ) 
8JT 

(17) 
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We have evaluated the integral at energies from 25 to 

10 6 GeV by numerical integration (Gaussian), using various 

parametrizations of OT and OT to estimate the high energy 

behavior of the total cross section. 8 First, we reinte-

grated the fitted cross sections given by Bartel and 

Diddens with (their parametrization) 

+ 
o~ 

-a -a 
o

1 
E l ~~2 E 2 + o

0
[1 + C ~n 2 (E/m)] (18) 

where 

01 42.67 ± 56 mb al .450 ± .009 

02 27.80 ± 1. 21 mb a2 = .602 ± .014 

00 30.60 ± . 2 2 mb c .00654 ± .00012 

The + and - signs in Eq. (18) refer to OT and OT, respec-

tively. Then we used a slightly different parametrization 

f h 1 
. 6 

o t e tota cross section but kept the same difference 

OT - OT as used in Eq. (18). Both parametrizations assume 

saturation of the Froissart bound at high energy, however 

with different coefficients in front 2 of the 9.n s terms. 

We also used parametrizations (as initially used by Bartel 

and Diddens), in which we assume the behavior of the total 

cross sections as given in Eq. (18) up to a certain energy; 

from there on we assume a flat cross section to infinity 
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(this is a no n-·smooth funct io n for th e CIT an d OT' but it 

is a close en ough approx imation for so1ue models which pre-

diet cross se c tions that flatten out ev entually). The 

risi n g shap e of ti. e cr o ss se c tions i n diff e rent parametri-

zations is shown in Fig. 4.18. 

Once numerical integration was completed, we evaluated 

the subtraction constant in Eq" (16) . This constant is du e 

to resid~es giv e n by poles a nd the co ntribution of th e in-

tegral in the complicated region around IEI < m. To find 

the constant, we for ce d agreement between our data for the 

real part and the integration v alues (eff ectively a one 

parameter fit). The results of the dispersion relation 

calculation are presented in Fig. 4.19. 

We a re n ow remind ed that op(s) 
oOT(s) 

is negative in the 

fit of t he differenti a l cro ss section. But from a <lisp e r-

sion relation point of view, the derivative is positive; 

we ma y therefore safely assume th at since p (s) crosses ze r o 

at about 300 Ge V, th e calculation s u gges ts strong l y a r ising 

cro ss section, at le a st to a few thousand GeV. That is, the 

dispersion relations indicate what hap pe n s to p (s) wh en the 

total cross section ris es . But if we chose not to beli e ve 

the rise in OT and u sed, for example, a f la t tot al c ross 

se cti on input into t h e dif f erential cross section fit 

(sa y oT = 3 8 .4 mb ), th e n from our dat a alone, we should ge t 

a n e v en hi gher p ( s ), which would be in total disagree me nt 

with num e rical r e sults o f di s p ers ion r e l a tion s . 
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Figure 4 .19 

LRB. ENERGY GEV 

( a ) Results of dispersion relation (for pp ) calculations 
using the total cross section parametrization of Leader 
and Maor; (b) parame trization of Bartel and Diddens . 
(loc. r ef .) The numbe r labels on the various curve s 
innicate the energy ( in GeV) where the total cross 
s ection is assumed to stop rising. 
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1

·
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0 

diff erence 0 - 0 equal to tha t of Bartel and Diddens. 



CHAPTER V 

CONCLUSIONS 

In this concluding chapter we are concerned with 

applying the data to various models for elastic scatter-

ing. The postulates of Quantum Field Theory are checked 

by means of comparison of the data with the bounds im-

plied by the theory. Finally,since we have available 

data at very high energies, some of the predicted 

asymptotic behaviors of quantities of physical interest, 

are enumerated in a succinct form; this is done in order 

to dist i nguish between the available model s and offer an 

indication of what particular aspects of high energy 

phenomena to check in the future. 

5.1 Spin Effects in Proton-Proton Forward Elastic 

Scattering 

The analysis undertaken in the l a st two chapters 

assumes that spin effects are negli g ible in small angle 

proton-proton elastic scatt e rin g . The nuclear ela stic 

s catteri n g amplitud e is mai nly imaginary. The rea l part 

of the forward amplitude is, howev e r, quite small and 
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therefore to evaluate it we must be sure that no large 

effects will be felt due to the, presumably also small, 

spin-dependent part of the amplitude. Analysis of a 

co nsiderable amount of experimental data was performed 

by Bourrely, 
1 

Soffer and Wray to obtain the magnitude of 

the spin-dependent term in the scattering amplitude. 

Bourrely et al. parametrize th e nuclear scattering 

amplitude with thre~ out of th e usual five a mplitudes. 

These two missing nuclear amplitudes are eliminated 

through a ngular momentum cons e rvation and in effect the 

mag nitud e of th e spin-dependent term is contained in th e 

second term of 

where 

d (J 

dt 

2 
OT 

16rr 

doN doc d o intf 
+ + 

dt dt dt 

and N, C a.n d int f s t and for nu cl e 2 r , C o u 1 o lie l> <' l : d inter -

fere n ce. A full param e tr i zation of the Coul omb ampl it ude 

is the, quite comp li cated , ful l e . pressinn given in 

r ef. 1. Finally , usi ng the spin-ind e p en d en t part of the 

" Coulomb sca tt .:: 1 in g ali: plitu r! z a'"' , we h a ve 

* Triple t, s ingle: t and s pin f lip amplituJ.es . 



where 

daintf 

dt 
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[p cos o + sin 

2 
a(s - 2m ) 

/s(s-4m2) 

£ n -1.12 
2 

a t 

blt/2 
o]e 

using k as c.m. momentum and a = 1 fermi. The expression 

for o is the Bethe phase factor. 

Data spanning the energy range 8 to 500 GeV is used 

in the fits (from Dubna, P.S., Serpukhov, N.A.L. and 

I.S.R.). In most cases the authors did not fit for aT 

and h (whi c h was taken to be b = b
1 

= b
2 

for the cal-

culation), but fixed both these quantities at the 

appropriate values. They then proceeded to find p and 

B. Two iterated fits were done, one in which 8 was fixed 

at zero value and one which allowed it to float. The 

two fits were in very good agreement for the value of p 

at all ene rgi es a nd gave a n a verage contribution of 

B = 11 % spin-dependent part in the scattering amplitude, 

or roughly 1 % in the diff erential cross section. Figur e 

5 .1 g ives their results on the spin parameter S (wh ere 

our data are shown as solid triangles). The scatter of 

points in th e graph is rather large, but in general the 

effect is s mal l. It is therefore safe ac cording to th e se 

authors to proc eed with a s pin-ind ependent analysis e ven 

at the smallest ltl values, where data currently exists. 
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5.2 Various Models for the Slope Parameter b 

We now mention some theoretical models for the energy 

dependence of the slope parameter b. The model of Krisch
2 

is based on a geometrical picture of a Lorentz contracted 

spherical proton. Krisch represents the proton "inter-

action probability density" p as p = B e-~[(R1/A) 2 

' int' int 
2 + (yR

11
/A) ], where the transverse and longitudinal direc-

tions are separately indicated. The spherical distribu-

tion of the proton, in its own frame, is Gaussian. The 

usual procedure of Fourier transforming an impact para-

meter amplitude (which is proportional to p. ) produces 
int 

the elastic cross section in momentum transfer space, 

do 
dt 

do/ 
dt 

0 

and if this cross section is represented in 
2 

terms of pl 

only*, 

do 
dt 

do l 
dt 

0 

i . . d if. d . h do do I -b It I d This equat on is i ent ie wit dt = dt e an 
0 

we obtain the energy dependence of b in this model, 

b A
2

S
2 

- A
2

(1 - ~) 
y 

* The factor 
-A2M2 

e (where M is the proton mass) can be absorbed in 

do/ 
dt 0 • 
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where a is the center of mass velocity of the protons. 

Two distinct regions of momentum transfer must be 

considered
3

: one < .15 and the other > . 15. The 

location of the "break" in the differential cross section 

forces this issue. The data are shown in Fig. 5.2, where 

the two regions oft are fit by different b(s): 

b ( s) 11. 61 (3
2 

t > .1 

b ( s) 11.13 13
2 

t < .1 * 

Our data are shown by the crosses and while they quali-

tatively agree with the curve for small ltl, a quantitative 

fit fails. 

It is important to note that this simpl e ge ometrical 

picture can fit all data over a large range of energies. 

Part of the discrepancy between the fit and the data may 

b e due to systematic errors arising from the combination 

of data from several different experiments. The most 

critical test of this model lies in the high energy re-

gion where the model predicts a flat b. Present indica-

tions t e nd to show that th e mod e l fai ls in this resp ect . 

Following the line of a group-theoretical approach, 

. 4 
Leader and Pennington have obtained, from the symmetry 

properti es of the scatterin g amplitude, an expression for 

the amplitude itsel f . The a n a lysis applies to any 

* Based on all data used; see ref . 24. 
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interacting particles and the resulting differential 

cross section depends essentially only on the masses in-

valved and on the parametrization of the diffractive peak 

slope. 

where 

This is given by 

b ( s) 

do 
dt ~ ~ ' eb(s)t 

0 

for the reaction m + M + m + M. In the case 
2 

. . b ( ) Qo [ 1 - 4ms ] proton-proton interaction s + µ 

of the 

(see Fig. 

5 . 2 ) . A fit to th e data yie lds B - 11.5 (GeV/c)- 2 and 
0 

a good qualitativ e fit of data at all energies. This 

approach misses badly in the case of Ti p and pp scatter-

ing, which do not s how shrinkage. Note that this model 

i s in agreement with the simple geometrical interpreta-

tion of the h adro nic int e ractions ( Krisch). 

5 Bars h ay and Chao repr e sent distributions in th e 
' 

transverse momenta of final particles as proportional 

e 

-A.(m2 + p2)1/2 
l where pl is the transverse momentum 

- - --

to 

(the y call / m
2 

+pf the "longitudin al mass "). In seekin g 

a covariant representation of th e l ong itudina l mass, they 

used Leader and Penningto n' s analysi s and f ound that 



where 

do 
dt do' dt 
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(1) 
0 

2 
n 

tu 
s 

-t(l + t ) ( 1 
4rn 

2 

2 
~) 

s 

2 
2(1 ~) p.l. - s 

s -

Thus for small It I values thE.y get, 

do 
dt 

dol 
dtl 

0 

2 
-bn /2m 

e ~~ 1 
d t 

0 

e 

2 
-b/2m(l -

4
: )pl 

b 4m
2 

The approximate slope parameter b(s) = 
2

m (1 - - s-) gives 

agair a fa irly good fit for all pp slope data, but only 

qualitatively. 

None of the above three mo dels incorporates a rising 

total cross section. However, the Barshay and Chao 

Eq. (1) integrated over pl yields, 

2 00 2+ 2)1/2 
o T bm I e- b ( m pl 2 

1 E7r 
e dpl 

0 

2 2 
oT (1 + bm) /8nb 

This is a relation for OT in terms of o etand b. Using 

extrapolated values of o e ~ and b at 500 GeV, their 
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expression gives the observed ISR cross section. 

5.3 Chou-Wu-Yang Hypothes es 

6 Wu and Yang have speculated on the possibility that 

the hadron-hadron differential cross sections have certain 

symmetries as s + oo They argued that the exponential 

damping of the elastic differential cross section as 
-pl/.15 

e (at large pl) is a very strong dependence and 

is probably due to the difficulty in emitting the nucleon 

coherently at large angle, due to the possibility of 

br ea k up. This property should be true for all hadrons 

and Wu and Yang proceeded to predict that whether the 

interaction is NN+NN or NN + TI D or TI N + TI N where N, D 

and TI stand for nucl e on, deuteron and pion, r espec tive ly, 

the differential cross sections for these reactions 

approach common limits a s s + 00 (r egar dle s s of whether 

N is a p or an n). In th e same spir it they found that 

the ep int e raction amplitude should be proportional to 

the sq uar e ' r oot of the pp int e raction a mpl itud e , b e cause 

the electron (po in t particle) cannot break up,but can 

easily a b so rb large momentum transfers in the reaction. 

They therefor e su ggested that 

d cr (pp + pp) 
dt 

4 2 
c onst a nt · G (q ) (2) 
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2 
where G(q ) is the electromagnetic form factor of the 

proton, as obtained in ep collisions. 

7 
Chou and Yang later identified the ch~rge distribu-

tion (form factor) of the proton with the hadronic matter 

in the proton. Using the assumption that differential 

cross sections tend to a finite limit as s ~ oo, Chou and 

Yang proceed to find a model in which such an asymptotic 

description exists. 

In the eikona l formalism with spin-independent ampli-

do I 
1

2 tudes normalized by dt = 7T a where 

a= X 
2 l (2 ,Q, + l)P ,Q, (cos e)t(l - S) 

z 

i s the partial wave e x pansion of the amplitude, we can 

get at large energies, P ,Q, (cos 8) ~ 

1 

J (b/=t) where b is 
0 

the imp a ct paramete~ b = ~( ,Q, + 2). If an asymptot i c 

limit exists for the differenti a l cross section, then 

S = S(b) is only a function of impact parameter (and 

S is the S-matri x ) . For lar g e numbers of partia l wave s 

the summation becomes an integral, 

00 

a(t) -+ J [l - S(b)] J ( b M)bd b 
0 

0 ()() 

f 2 7T eib/=t 
- 2\r I [ 1 - S (b)] cos ¢ d ¢ bdb 

0 0 

1 f J[l 
S(b)Jei.9..·~d 2 b (3) 

2 7T 
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where q =-t. 

-162-

This last expression is simply a Fourier transform. 

Then Chou and Yang obtained the properties of the Fourier 

transform which they equated with a multiple scattering 

expansion of the form found in Glauber theory. 

An inverse Fourier transform of Eq. (3) is used to 

describe the distribution of hadronic matter in the pro-

ton. This is found to be close to Gaussian. One can 

also get the exact nature of the proton form factor by 

calculations involving the whole series of multiple 

scattering terms if one assumes the validity of Eq. (2) 

However, the form of Eq. (2) does not provide for 

any diffraction pattern, namely zeros in the differential 

cross section. Durand and Lipes
8

, have used an impact 

parameter S-matrix for elastic scattering. An interaction 

density, based on the hadronic matter distribution 

(assumed the electromagnetic form factor) is formed. The 

Born approximation in the eikonal expansion of the ampli-

tude used to evaluate the differential cross section is 

just that qf Eq. (2), but a more exact treatment yields 

the necessary zeros in da/dt. The result is an asymptotic 

differential cross section which fits the data reasonably 

well (see Fig. 5.3). 

The diffraction minimum recently observed at the 

ISR (see Fig. 5.4) in the pp collision, is analogous to 
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the diffraction minima in np, Kp and pp collisions at 

various other values of t. If the matter distribution 

-b
2

/4A 
in impact space b is a Gaussian, Imf(b) e , then 

the Fourier transform is Imf(t) ~ A eAt but this distri-

bution does not contain a diffraction peak zero. Similarly, 

if we assume that the proton is a black disk in impact 

parameter space we get (optical model) 

Imf(t) ::: R
2 

and at small 2 R
2
t/8 

ltl we have Imf(t) + R e or a slope 

parameter, b R
2
/4. But there is no zero at the ob-

served values! Tran Thanh Van
9 

has chosen a modified 

-b
2

/4A b Gaussian in impact parameter Imf(b) e I (~b ) where 
0 0 

x 2/4 I (x) is the Hankel function and x + 0, I (x) + e , while 
0 0 

for I ( x) x + 00, + e 
0 

x 
The amplitude . in momentum transfer 

is Imf(t) At Jo(A;~t) which has just the right space ~ e 
0 

zero as in pp scattering. Hi s arguments indicate that a 

quantity o~tdip should be a universal value for hadron 

interactions. Thus np, Kp, pp and pp all satisfy the 

r e lation 

constant 
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The data a r ·e shown in Fi g . 5. 4 a nd the location of the dip 

is remarkably stable. The meaning and dimensions of 

2 
OT tdip are however more obscure. 

5.4 Elastic Scattering and OT Models 

Recent ISR dat a h a ve shown a rema rkable incr ea se in 

o T. Th is d a t a a d mi ts many p arame tri c int e rp re t a tions, 

but one good set of parameters that continue to describe 

ev e n low ener g y data down to 4 GeV is given by L e ader a nd 

10 
Ma or . Th e y ha v e, 

38 . 4 + .49 i n
2 

(s/122) 

Acc ord i n g to th is p a r a me triz ation th e y f orm ( fr om th e 

optical th e orem ) 

I mf ( s , o ) ~ 38 .4 + .4 9s i n
2 

( s /12 2) 

wh e r e th e normaliza t ion is 

d o 
dt s 

1 
2 

2 
l f c s ,t) I 

Go in g fur the r t h ey f o rm at a ny t va l ue 

(4 ) 
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f(s,t) (5) 

with S and b constants. 
0 0 

The second term dominates in 

the region < in in s /in 
2 

s b u t o t he r w i s e t h e f i r s t term 

is most important. Using the fact that the slope, past 

the "break" at ltl ~ .15, tends to a constant, they de-

fine s = 10.8. 
0 

Furthermore, they use b 
0 

-2 = 5.0 (GeV/c) . 

From Eqs. (4) and (5) one gets the logarithmic slope 

b(s,t). The important fact is that there is no distinct 

break in da/dt but a continuous increase in the value of 

b(s,t) at low ltl for values of s larger than s = 100. 

The predictions of such a model are: 

(a) Apparent "break" moves to lower It I as s increases. 

(b) 

(c) 

( d) 

2 
b(s,o) ~ in s; therefore extrapolation to t = 0 

s+oo 

should be done very carefully. However, for 

s ~ 750 GeV
2 

(as in our data) the error should be 

much less than 1%. 

2 2 
aT ~ in s and ael ~ in s. 

!zS 0 t the term e can be replaced with 
2 

:k S n e z o (ref. 4) 

in order to be compatible with lower energy slopes. 

Our data are not at large enough s to test these 

predictions. 

In general, there is a correlation between a growing 

aT and the break at ltl ~ .15. This correlation is 
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lar ge ly mod e l iQdep e ndent. 

d k . 11 k f Brt rshay an Rosto in ma e use o the rising total 

pp cross section to form the scattering amplitude 

F(s,t) 
A 

= N[ ~ + 2 
Lfm 

l 

7T 

g(s ) 
- t 

bt 
e ( 6) 

d o 2 
with dt = 7T jF(s,t) I and 

2 
s = 2 8 10 GeV uh e r c 

0 
f ( s) = 

1 +a ~n(s/s ) and g(s) ~ 1 + .2 £n(s/s ). 
0 0 

The first term 

i s a simple exp onential; the second, is a pol e -like con-

tributi o n. The parametri z ~ ti on F ( s ,t) works well to 

represent th e break; this pa r &~etrization gives a con-

tinuously ch n u g ing s lope be low It I ~ . 2 and of course the 

total cros s section is also well r epre s e nt ed , asymptotically. 

In an eikonal formulation, F(s,t) can be given by 

00 

F(s,t) ~ I b db J ( b 1-=t) (1 
0 

- e - o ( s ,b)) 
( 7) 

0 

wh e r e 1 - - cS 
e i s an overl ap function. The Bessel in-

verted Eq ... (7) gi v es (as s -+ oo ) 

with 
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(1 + .2 £n(s/s )/2m 
O 7T 

The overlap function corresponds to two regions: 

- one f ixed radius R
1 

= .6 fermi with decreasing 

strength of interaction 

- interaction is appro x imately constant, but the 

radius increases logarithmi c ally. 

5.5 Shadow Scatt e ring Approach 

Diffraction scattering is thought of in the sense that 

th e obs e rved elastic scatt e ring results from the s hadow 

of all other scattering (inelastic). Direct channel uni-

tarity being applicable, one obtains a relation between 

th e tot a l and inelastic dif f erential cross s e ctions 12 and 

the scattering problem takes on a simple form in impact 

parameter space. The formation of a Gaussian inelastic 

dif f erential cross sec t ion 

d <J . 
in 

~ -
G(b,s) (8) 
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(where ~ is the two-dimensional impact parameter vector) 

is phenomenologically motivated by the observation that 

the proton opacity (the ratio ae 1 /aT) is approximately con

stant and just below the van Hove limit of .185 (see Fi g . 

5 . 5 ) . Various other opacities are obtained according to 

the assumed shape and structure of the proton. Thus a 

proton that resembles a black disc ( giving complete ab-

sorption) yield s an opacity of one half, while a n opacity 

of one quarter is derived from a diffraction peak exponential 

in t. Data do not wa rr an t the sel ec tion of any but a 

Ga ussi a n inelas tic overlap function, G(b,s), at least in 

the energy ran ge 40 < plab < 1500 GeV/c. Slight modifica-

tions of the overlap function in order to better fit the 

observed di ffe rent ial cross sections indicate the po ssible 

existence o f an ef fect , such that the edges of the proton 

are slightly more pronounced than those of a Gaussian shape. 

I n the shadow approach, the relation b etween th e total, 

elastic a nd inelastic diff e r e ntial cross sec tions is 

da. 
in 

db 2 

daT d a el 
The shapes of the cross secitons ~~ and a re given as 

db
2 

db 2 

(see Fig. 5. 6) 
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daT 

db
2 = 2(1 - /1 G(b,s)) ( 9) 

do 
el 2 

~ 
(1 - /1 - G(b,s)) . (10) 

The respective differential cross · sections in momentum trans-

fer space, t, are obtained by the Fourier-transforms of 

Eqs. 8, 9 and 10. 

Calculations
13 

in the spirit of the shadow approach 

reproduce the data on the differential cross section very 

well. Dips in do/dt are fit satisfactorily, but the size 

of the minima is determined by the real part of the scatter-

ing amplitude, which the models do not predict. Depending 

on the choice for an inelastic overlap function G(b,s), 

the small It I break can be predicted; the break essentially 

is the result of peripheral scattering from the larger edge 

of the proton than might be found in a Gaussian overlap 

function. 

The van Hove limit cannot be indefinitely satisfied 

2 
if OT grows as in s in which case the opacity tends to one 

half. The model of Cheng, Walker and Wu 14 , which was de-

veloped before the I.S.R. data on the rising OT were ob-

tained, predicts both the rise in OT and the asymptotic 

This model is a phenomenological 
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description, based on Quantum Electrodynamics, of the field 

theory of massive photons. Aided by relativistic Lorentz 

contraction, the authors are able to sum all the graphs 

contributing to the scattering amplitude and obtain an 

effective coupling constant for hadron dynamics. As a 

result of the model two distinct regions of interaction 

are discerned in the proton. A black core, whose radius 

grows as 9,n s, is completely absorbing for the incoming 

wave and contributes the dominant part of elastic scatter-

ing. A grey fringe, whose width is constant but whose 

radius grows as 9,n s, is attributed the bulk of diffractive 

inelastic processes. 

A3 a consequence of the growing radius, the total 

cross s e ction grows asymptotically as fast as 
2 

in s. Due 

to the two distinct regions a break in the differential 

cross section is predicted (independent of parameters) at 

about .15 2 (G e V/c) . Diffraction pattern dips are 

also predict e d (s ee Fi g . 5.7) (but the lo ca tions are in-

put). The slope parameter, b, is predicted to exhibit 

the indefin~te shrinkage of the diffraction peak and as a 

result the d iffraction dip s are pr e dict e d to mov e in toward 

t = o. 

The model makes use of all np, Kp, pp and pp in-

formation to adjust its r at her lar ge numb e r of parameters 

(fourteen). All tota l cross sections ( np , Kp, pp, pp) 
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are predicted to rise (see Fi g . 5.8). Predictions on the 

real to imaginary ratio are given in Fig. 5.9, with a 

possible maximum at 104 - 10 5 GeV. 

From the point of view of the experimentalist, the 

drawback of the model of Cheng, Walker and Wu is that the 

asymptotic behavior predicted is reached very, very 

slowly. 

5.6 Regge Models 

The Regge description of particle sc atter in g is 

attractive, useful and extremely varied in its particular 

1 . i 15 app icat ons . We have already described an analysis of 

data in Chapter s III and IV in te rms of the singl e Regg e 

pole exchange. Further comparisons of data with Reg ge 

models based on multiple pol e s, Regge cuts and complex 

poles are given below. 

The simplest extension of th e single Regge pol e ex -

change, which is postulated to be the Pomer a nchuk pole, 

1 6 is the int rod uction of oth e r pol es In pp scatt e rin g 

P' a nd w a re t he usual a dditional po l e s. While the 

Pomer anch~k po le c a n a c count for a cons t ant asymptotic 

cross section, th e P ' a nd w poles ca n account for the 

e n e rg y d epe nd e n ce o b se rv e d at the usua l machin e energ i e s 

( esp e cia lly t h e falling OT in pp whi c h is ass u me d to be 



-177-
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Figure 5.8 Total hadron-proton cross sections with model fits; 

figures taken from ref. 14. 
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an interference between P' and w pole~). Recall that 

the Pomeranchuk trajectory has a postulated intercept of 

1 in tbe Chew.Frautschi plot, but all the other trajec-

tori e s are below the Pomeron in the t < 0 region. The 

usual intercepts from fits or assumptions are 

Therefore the total cross sec-

tions can be expressed 
a p (o)-1 _112 

as CT T(s) = a•s + bs 

where the a is the residue of the Pomeranchuk pole . Clearly 

such a behavior is in contradiction with the now known 

data on CT T at the !SR, NAL and Serpukhov. The introduc-

tion of mor e poles will not improve the situation, but 

can be regarded as so~ewhat successful at least at low 

energies, (say $ 20 GeV) wh e re most cross sections are 

still fallin g with e ner g y*. 

The next step in complexity is to assume the contri-

17 
bution of cuts Cut s are ge n e rated by the simu ltaneous 

excha n ge of two Reg ge trajectories and a re known from 

Regge th e ory to ob e y the following relation 

ac ut(t) 

are th e description s of the 

colliding Regge trajectorie s . The amplitude obt a ined 

* Except po ss ibly · for K+p which is exotic and non-Pomeron poles 

ar e ass um e d to ca n cel th e ir imaginary contributions to the 

s ca tterin g amplitude ; and pp, in which du a l quark diagrams 

are impossibl e wi thout exoti c interme di a te states . 
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from vacuum cuts (exchange of the Pomeranchuk or vac.uum 

trajectory with other lower trajectories) is of the form 

f - ia 
iy 

c 

£nv(-is/s ) 
0 

+(lower lying Regge poles). The 

first term is the Pomeron contribution; the second term 

is the cut. It should be noted that the cut term is very 

slowly changing due to the 2n s denominator and is fall-

ing. This term then provides the necessary interference 

at lower energies 
2 

(s ~ 100 GeV ) where the all hadron-

hadron cross sections have a minimum. The cut term slowly 

disappears at higher energies (as do the other pole terms) 

and what is left is the Pomeranchuk contribution which is 

a plateau somewhere above current cross sections. This 

behavior is not in disagreement with total cross section 

data and was specifically introduced to account for 

+ (then aTK p was predicted to rise) in order 

to avoid a possible violation of the Pomeranchuk theorem. 

The elastic differential cross section data from 

Serpukhov, NAL and ISR are shown in Fig. 5.2. The ob-

vious disagreement between the single Regge pole descrip-

tion of the slope parameter, b(s) = b + 2a'in s and the 
0 

data, motivated Barger, Geer and Phillips
18 

to introduce 

a phenomenologically suggested dependence, 

b(s) b 
0 
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Th2y have succeeded in providing an explanation for thi s 

behavior by the interference between a no n -s h rinking 

Pomeranchuk term and other Regge poles. TLe data may 

well fit such a dependence but ment i n mu s t b e made t l d t 

different sjstematic errors in the Serp uk hov data and the 

NAL data produce different slopes in the (50-70) GeV 

region. Nevertheless the continuou s l y changing slope of 

the effective one pole trajectory i s rathe r we ll repro-

duced (beyond 10 GeV) and an asymptotic slope parameter 

is predicted. Th e pp data seem to already have reached 

-2 s uch a value (appro x imately 12.7 (GeV/c) ). 

The possible oscillatory behavior of the total cross 

sections a s a function of en e rgy motiva ted Ch -wand 

S . d 19 ni er to consid e r a mod e l which involves co mplex rr e ~ g e 

poles. More recently Chan, Chen and Rarita 20 hav e con-

sidered a specific introduction of the poles P, P', and 

w plu s a pair o f comple x poles (for the pp and pp data). 

Th e p a rametriz a tion o f the cro ss section a nd th e r ea l to 

imaginary part is given as: 
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the S's are the residues of the c, P, P' and w. ~is the phase of 

While there are 9 free para-a and ap 
fJ c 1 is assumed. 

meters, the model has been very successful with pp and 

pp data, but also allows extension to other particle data 

and other physical parameters such as: slope parameters 

and pion multiplicities. Damped -Oscillations in all these 

physical parameters are predicted (due to the ins phase 

of the cosine terms). The total cross section aT is pre-

4 2 
dieted to have a maximum at s = 3 x 10 GeV . The ratio 

p has the same periodic variation in ins but the phase is 

about 1/4 cycle ahead of the phase for aT and it has 

possibly a maximum at s = 1000-2000 GeV
2

. Optimistically, 

this prediction can be tested on present machines even 

though it is difficult to measure p at the highest ISR 

energies; more accurate data at NAL seems a possible al-

ternative. The future experimental confirmation about the 

oscillatory behavior would be strong evidence for the com-

plex Regge poles. Figure 5.9 shows the data and the fits 

(our data, shown by the crosses, is not included in the 

p fit, although they seem nevertheless to be in accord with 

the model). 
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5.7 Bounds fr n -~ Quantum Fi Hld The ory 

High energy theorems in 
21 

the form of bou~ds can be 

derived using th e following propert ies of t he scatte rin g 

amplitudes: 

1. analyticity 

2. unitarity 

3. polyno~ial boundedness of the 2mplitude F(s,t) 

at fix ed t as s + oo . 

Special theorems, su ch as the Porneranchuk theor em are de-

riv ed usin g ext r a assumptions . Alternatives to the 

Pomeranchuk theor em are also available. 

The Pomer a nchuk theor em s tates th a t the r~tio of the 

cross section s ( total a nd diffractive) for particle and 

antiparticle collisions with the target goes to unity as 

the e n e rgy diver ge s. Certainly current data have not yet 

reached the stage of high e nou gh energy to check the 

t h e or em , but th e cross s e ctions f or particl es and anti-

parti cles are approaching slowly. There does not seem to 

be justifie d yet th e assumption that the Pomeranchuk 

theor e m may b e violated in the sit uation in which OT and 

-
aT approach diff erent constant s at high energy. If such 

a violation occurred, then from di spe rsion r elations one 

could predic t th a t the rati~ p , would incr ease a s the 

logarit hm o f the c . m. e n e rgy . From our results su c h a 
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behavior is denied. However, such a point of view is com-

pletely contrary to the prevailing intuitive picture that 

at high energies, the elastic scattering is a consequence 

of absorption. 

a) Forward Scattering Theorems 

The Froissart bound for the total cross section 

states that the maximum rate of growth in crT(s) 2-;- in
2
(s/s

0
) 

µ 
where s is 

0 
some unknown constant and µ is the pion mass. 

The coefficient rr/µ 2 
is about 60 mb and therefore this 

bound is far from violated even if the rate of growth is 

2 
in (s/s ) at current energies; the coefficient that comes 

0 

from data is 
7T 2 

about .2 to 1 mb and crT(s) 2 ~in (s/s
0

) 

µ 
is satisfied. If the scattering amplitude is normalized 

dcr jF(s,t)J
2 

dt 16rrs 2 as the optical theorem (spin-independent 

amplitude) gives ImF(s,o) = scrT(s). Together with the 

previous bound on crT(s) and the tendency to zero of the 

ratio p = ReF(s,o)/ImF(s,o), we get jF(s,o) J :'.: 7T sin 2 (s/s ). 
2 0 

We have 

dcrel (s) 

dt 

µ 

t=O 

There is an upper bound on the previous relation, as 

follows: 

(II } 



Using Eqs. 

do e l (s) 

cl t 
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< ~1- £n
2
(s/s ) oe

1
(s) 

t=O - 16 µ
2 0 

2 
( 11) a nd ( 12) we obtain oT (s) ::_ 

But we know from the data that the opacity 

(12) 

and quite stable at about .185 (van Hove limit), therefore 

the relation approac hs, in form, the Froissart bound, 

2 
which is sati s fied (6 oT(s) ~ 60 £ n (s/s

0
)). 

The real to imaginary ratio is also bounded as in 

!ReF (s,o)/ ImF (s,o) I IT < -
2 µ 

If we put in the numbers the right side b ecomes about 

4 £n (s/s ) numerically, while the l ef t side is of the 
0 

order of 10 %. Similarly a weaker bound is 

! ReF(s , o) / I mF(s,o) I < ____'!_ £n ( s /s )~ 1 112 2 o f 1 
e 

µ 

in which case the right side is numerically abo ut 25£ns/s . 
0 

b) Di f f raction P e ak Bounds 

The lo garithmic derivative of the fo rwa rd scattering 

a mplitude ha s both a lower and an upper bound. We h a v e 
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1 
2 

b(s) - [ ddt ,Q, n I F ( s , t) I ]I 1/2() 
t=O < c 0 el s 

3 
s,Q,n (s/s ) 

0 

IF (s,o) I 

We use the optical theorem and get 

1 1/ 2 
3 

s Q, n (s/s ) 
0 

3 
,ll, n (s/s ) 

0 

2 b(s) < cael (s) 

or 

1 
2 b(s) < .4c 

3 
9, n (s/s ) 

0 

1/2 
a T 

Even if the total cross section were to rise as 

1/2 
a T 

2 
2 n s, 

st ill th e bound would not be reached at pr esen t rates of 

increase in b(s), becaus e b(s) seems to grow at most as 

fast as 2 ns. Asymptotically, however, b(s) will have to 

grow as f n 2 . f . • . a st as Nn s 1 unita r ity is not to be violated. 

Recall tha t in mod e ls l i k e the one of Lead e r and Maor, 

where b(s) actually has a t dependence at low It I, the 

bound may soo n be reached (at a few Te V). 

On the lower bound we know that 

wh ere k is the c . m. mom ent um. Pu tting in the prop e r 



numbers we have 

b(s) ~ 5 mb 
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> _!__ [ _( 4 0) 
2 

18 'TT. 6 

The relation is satisfied even fork= 00 ; then the right 

side equals about Lt mb. The question again becomes an 

asymptotic one; will b(s) increase fast enough to allow 

2 
the oT/oel to be smaller than b(s) itself? 

c) Fixed t bounds 

One relation required for the elastic differential 

cross section at any t < 0 is 

We again 

do 
dt 

2 
OT 

16TI 

use 

bt 
e 

do el 
< 

dt 

9,n(s/s )o 
1 o e 

[ 1 I 2 J 
4TIµ(-t) 

t=O 

2 
OT 

~ 
16

'IT and the exponential behavior of 

£n(s/s )o 
1 < o e 

4TI)J(-t)l/Z 
then 

4£ns/s 
0 

119,n(s/s ) 
0 

The maximum on the left side occurs at about t = l/2b, or 

-2 
.05 (GeV/c) and in that case the left side becomes 

roughly 1. Certainly the bound is very close and if OT 
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rises as £ n
2

s the right hand side can only decrease. 

d) Lower Bound Theorems 

There are some lower bound theorems which, according 

to the data available, are trivially satisfied, because 

of the weakness of the bounds. 

jF(s,o) I 

One bound is 

2 
> c Is . 

This bound, in conjunction with the opti ca l th eo rem and a 

rising or even flat cross section, is d o u htle ss satisfied. 

The bound on the total cross secti on ~T(s) is even 

better satisfied because the lower limit n a cr T is 

6 2 
C'/(s £ n (s/s )) 

0 

The exerc is e of going th r ough these boun d s is sa ti s -

factory at this point and at least for the pp collision, 

there seems to be not even a close miss for any bound. 

On the other hand, the se boun ds are supposed to g iv e us 

c onfiden c e that the axioms of QFT are justi fied , but we 

cann o t say a nything critical abo ut thes e axioms, exc e pt 

that th ey are e min e ntl y satisfactory at the present time. 
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5.8 Asymptotic Behavior in Some Models 

Here we list some of the expected asymptotic be

havior22of the quantities: the total cross section, the 

real to imaginary parts, the diffraction slope b ( 1 I b is 

the slope width), the optical point ddCTI and the opacity 
t t=O 

CT e 1 / CT T a s s ->- 00 
• 

What seems to be happening at the moment in terms of 

elastic scattering data is: 

rises as 
2 

9,ns or 9,n s, 

b rises at most as 9,ns or may approach a constant, 

p crosses zero at about 300 GeV, but asymptotic be-

havior is not yet known. 

The ratio CTe/CTT seems stable at the van Hove limit of .18. 

Among the asymptotic behaviors listed in the table the 

most likely in terms of current data are the dipole Regge 

model and the complex Regge model. If actual oscillations 

do occur, as in the complex pole model, then these should 

likely be determined even with present machines (NAL and 

ISR), however there is the problem of the extremely stable 

opacity CTe/CTT which contradicts these mod2ls. 

' 



Table 5.1 
Asymptotic Behavior 

Si mple Re gge Pomeron Regge Even Odd Poles + 
Model violating dipole signature signature Complex 

model model Regge cut Regge cut Regge Poles 

aT(s) c cl, c2 c t ns+c' c-c'/tns c±c' /tns c+ damped 
oscillations 

p(s) 
-1 

c' c" 
-2 "t -1 -1/2 

t n s tns c" t n s c n s s 

b(s)::l/Ms) t ns 
2 

t n s t ns t ns tns t ns 

2 2 

da l 
a T(l+p ) 2 2 I 

dt t=O= 16n c t n s t n s c c c I-' 
l.D 
I-' 
I 

0 el/aT 
-1 -2 

CI I I -1 -1 -1 
9-n s t n s t n s t n s t n s 
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5.9 Summary 

We have measured the quantities b, p and aT, and 

have presented here the results on b and p for proton-

proton scattering. 

The slope parameter, b, has been found to increase 

approximately as ins, with a slight curvature down. This 

may be due to saturation, oscillations, or merely a local 

effect. Saturation can be explained ina purely geometric 

model or through group - theoretical calculations 2 • 4 

(although allowance for an increase has been built into 

the geometrical model based on the rise of the total 

' 2 
cross section). Oscillations may be produced in a com-

plex Regge pole model; the overall behavior of the slope 

parameter is still an increase as ins asymptotically. 

At present, it seems therefore that the inability to 

distinguish between the various possibilities is due to 

the order of accuracy of present experiments. Therefore, 

the variation of the slope parameter is not a very sensi-

tive test for models; this may, in part, be a reflection 

of: the goodness of the forward diffraction slope para-

metrization as a pure exponential, and the location of the 

region of momentum transfer used in such parametrizations. 

Based on more a ccurat e data, it is conceivable that 

an investi g ation of the re g ion of the "break" in the 
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differential cross section could be related, through im-

pact parameter calculations, to the opacity of the proton, 

in order to obtain a clearer picture of the hadronic 

structure of the proton. The distinguishing of core and 

fringe regions as derived 
. 11 13 14 
in some models ' ' and the 

energy dependence of their dimensions can be very helpful 

insofar as optical diffraction models are applicable, 

while we lack knowledge of the dynamics of strong inter-

actions. 

The real-to-imaginary ratio, p , has been found to 

become positive at about 300 GeV. This is a sensitive 

test as to the rise of the total cross section because 

p and OT are related through dispersion relations. Based 

on our calculation it is possible to predict a rising 

cross section, up to a few thousand GeV, and indications 

are that causality is justified down to distances of the 

order of 5 • 
-17 

10 cm. Further accurate data on the 

real-to-imaginary ratio (see Fig. 5.9a) and the total 

cross section of antiproton-proton scattering will be 

valuable in distinguishing different energy variations 

for both the proton-proton and antipr o ton-proton cross 

sections at very high energies. Justification of the 

Pomeran c huk theorem will also be contained in such data. 
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APPENDIX A 

In this appendix we ref er to a phenomenological method 

of obtaining estimates of the inelastic contribution for 

different masses and various t values, 
2 2 

d cr/dtdM . 

The "empty target" subtraction presumably produces 

distribution s without much background. One can obtain the 

central c hannel for histograms of both low and high ener gy 

jets. A rough estimate of elastic events can b e achieved 

wit hin (1-2)% accuracy. The low e n erg y histogram is shifted 

(a c tually stretched) channel-wise until its elastic peak 

centers on the one from the high ener gy . Generally, 50 or 

100 GeV data have extremely little inelastic contributions, 

at th e t values we are working with. Therefore a direct 

subtraction, according to ratios of elastic events, of low 

fr om high e nergy histo grams yie lds an inelasti c <li stribu-

tion. Various manipul atio ns can improve the ac c uracy of 

the s imple process explained ab ove. We did not at tem p t 

this procedure in our dat a a n lysis to any larg e ex t e nt. 

Howev e r, ot h e r memb ers of our group undertook a complete 

ana ly sis of in e l ast i cs data up to .1 
2 

( Ge V/c) , o bt ai n e d 

for diffra c tion peak analysis. Thesedat a were presented 

at th e Aix-en-Provence Conference (1973). 
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