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Abstiact

A new object-orientedMinimization packageis avail-
ablefor distribution in the samemanneras CLHER This
packagegdesignedor usein HEP applicationshasall the
capabilitiesof Minuit, butis are-writefrom scratchadher
ing to modernC++ designprinciples.

A primarygoalof this packagéds extensibility in several
directions,sothatits capabilitiescanbe keptfreshwith as
little maintenanceffort aspossible. This packagds dis-
tinguishedby the priority thatwasassignedo C++ design
issues,and the focus on producingan extensiblesystem
thatwill resistbecomingobsolete.

THE MINIMIZATION PACKAGE

The ZOOM C++ Minimization packages a re-design,
from thegroundup,implementinghealgorithmsandcapa-
bilities of Minuit. The designexploits the object-oriented
aspectof C++; the principle benefitis mucheasierexten-
sibility of thesecapabilities.

The packagecanbe obtainedat

http://cepa.fnal.gov/aps/minimization.shtml

and dependsonly on the C++ StandardLibrary. It con-
tainsa library of classessuitablefor usesascomponents
in stand-alonepplications.The object-orientechatureof
the packagemakesit easyto exploit in applicationsunder
otherframeaworks, suchasRoot or the statisticalpackage
R. And theclasseganbeusedascomponenti otherutil-
ities; the obvious applicationis asthe centralpartof a fit-
ter. (Somefitter classesincludingbinnedy? andunbinned
maximumlikelihood, will in factbe includedin the Min-
imization package both for corvenienceof usersand as
examplesof how the minimizationproblemcanbe setup.)

Thegroundrulesandassumptions designinghe pack-
agewereexpoundedn [1]:

e The Minimization packagemustcontainall the func-
tionality of Minuit.

e The processingime is assumedo be dominatedby
the time neededto evaluatethe function at various
points.

The secondassumptiordictateswhento tradespeedof
executionfor betterinterfaceclarity, designcleanlinessor
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flexibility . Otherthanchoicesvhichwill increasghenum-

ber of function evaluations the designersverefree to ig-

norethequestiorof whethereachdesignchoicemightslow

processing. Minuit, of course,makesthe sameassump-
tion; oneconsequencs thatthesepackagesre not opti-

malfor applicationsnvolving millions of minimizationsof

rapidly-evaluatedunctions.

The functionality groundrule gave us specificrequire-
mentsto aim for. As originally stated we wantedto retain
waysto identicallymimic all behaiorsof Minuit. Wewere
awareatthestartof onenecessargeviation from this prin-
ciple: Therecanbe no guaranteaboutthe orderof execu-
tion of statementsandthereis alwaysthe possibility that
codegeneratedy differentcompilers(in this case,com-
pilersfor differentlanguagesyvill, whenexecutedn finite
precisionyield non-identicakesults.

In the courseof developingthe package however, we
have modifiedthe principle abit further. In casesvhere

o theintentof thealgorithmin Minuit is clear;

e amis-codingin Minuit hascausedstrayingfrom that
attempt;

e andtheactualMinuit codeis foundnotto bean“acci-
dentalimprovement”over theapparentntendedcode

we provide the correctedalgorithm,anddo not feel com-
pelledto provide anoptionto perfectlyreplicatethe Minuit
behavior.

Usingthe Padkage

Obtainingandinstalling the Zoom Minimization pack-
agefollows the samemodelrecentlyadoptedfor CLHEP
[2]. No specialbuild systems,nor applicationsbeyond
make, arerequired. The intentionis to require no other
packagesat the time of writing this paper Minimization
depend®n CLHER but thatdependengis beingcut.

Thesequencef stepgo install the packagés:

1. Download and unpackthe tar file obtainedfrom the
abore URL.

2. Readthe README file to seeexamplesof installa-
tions.

3. Createabuild directory

4. Run the configure script which comeswith the
package.This canacceptargumentsspecifyingnon-
g++ installation,non-standarglacesfor librariesand
headersandsoforth.

5. Issuethe make (or gmake) commandto build the li-
braries.



6. make check to runvalidationtests.
7. make install to finally placethe headersand li-
brariesin the selectedlaces.

Applications will find the headers under the
Minimization subdirectory of the specified include
area, and the library Minimization.a in the specified
librariesarea— sharedibrariesarealsobuilt. This should
befamiliarto anybodywho hasusedCLHEP 1.9 or newer,
and other Zoom packagesare also being put into this
standardorm.

A SampleProgram

The userinterfaceto the Minimization packageis de-
signedto beasnaturalaspossible In thesimplestcasethe
userhassomefunctionof N variableso minimize:

double f(const vector<double> & x) {
return x[0]*x[1]+ //... some function of
} // x[0] through x[4]
int main() {
int Ndimensions = 5;
Problem m(UserFunction(Ndimensions,f));
m.minimize();
cout << m.currentPoint(); }

An attractve alternatveis to supplyafunctor. A functor
is aninstanceof aclasswhich hasanoperator () method
soit canbeinvokedasif theinstancewereitself afunction.
In our case,operator () takesasits argumenta Point,
whichis workslik e afixed-lengthvectorof doubles.Using
afunctorcorveystwo adwvantages:

e Thefunctorinstancecankeeplocaldata.Forexample,
a function usedto fit datain a few columnsof a big
disk-resideniN-tuplecanreadin andsave therelevant
columnsonce,andwork from memorythereafter

e Theusercanwrite othermethodsof thatclassto con-
trol the function object. This obviatesthe un-natural
IFLAG andFUTIL mechanismgecessaryn Minuit.

For example:

const int Ndimensions = 5;

class MyF : public Minimization::Function {
vector<double> a, b, c;

public:

MyF (string filename) :Function(Ndimensions)
{ // extract a, b, c from

} // Ntuple in filename
double operator() (const Point &x) {
return fittingError (a,b,c,x); }

}

int main() {
Problem m(MyF("myNtuple.dat"));
m.minimize() ;
cout << m.currentPoint(); }

EXPLOITING THE O-O DESIGN
Benefitoof O-O Re-Write

The work involvedin re-writing a major packageusing
an object-orienteddesignapproachcan be considerable.
We hadto decidewhat the naturalconceptsandinterface
for minimization are, to implementthis interface,and to
read, understanddocument,and re-implementthe algo-
rithms. But this forced re-inspectionof methodshasad-
vantages.Sometimestherearefeatureswhich meshwell
with theexisting capabilities andwhich ausermightjustly
expectto find, but which were overlooked by the original
authors.An exampleof this in Minuit is half-openranges
for parameters.

Sometimes.coding flaws are uncovered. In the MN-
SIMP simplex method,we have stumbledon threeminor
coding errorswhich can slightly increasethe numberof
functioncallsrequired pneplacewheretheoriginal codeis
susceptibldo division by zero,andanalgorithmicvulner
ability which cancausethe methodto corvergeto a falla-
ciousminimum. While mosttheseflaws areinnocuoudor
most applications,repairingthem doesrepresenta slight
improvement.

Oncethe re-designhasbeendone,all the usualadvan-
tagestoutedfor object-orientedccodeapply. A particular
improvementis that sincewell-designedC++ codeavoids
global variables,it becomegpossibleto run several min-
imizationsindependentlyor one minimizationwithin an-
other And by supplyinganinterfaceto minimizeafunctor,
we have eliminatedthe needfor usergto interactwith their
targetfunctionsvia globalvariables.

More significantadvantagestemfrom the separatiorof
concernsinherentin a well-designedobject model. This
makesit easierto provide orthogonalityof featuresin the
package,so that the userhasan easiertime anticipating
capabilitiesof the package.And it clarifiesthe coding of
applications.For example,whendealingwith termination
conditionsin a minimizationproblem,you neednot simul-
taneouslyconsiderissuesaboutthe domainor the algo-
rithm.

Directionsof Extensibility

The most significantadvantagesof separationof con-
cernsandobject-orientediesignare highlightedwhenthe
capabilitiesof the packageare not quite adequatéout of
thebox! Sometimest is necessaryo develop new func-
tionality, or to injecttheusersideasinto the capabilitiesof
the packageTheZoom Minimization packages designed
to make it easyfor auser anexperimentsupportgroup,or
a centralizedool provider to incorporateaxtensiongo the
capabilities.

Suchextensionsnvariablyinvolveaddingnew code,and
it is sensibleto saythat, unlike the casefor a purely algo-
rithmic packagesuchasMinuit, partof the“interface”to an
object-orienteghackagencludesthespecificatiorof which



capabilitiesaredesignedo beextendedandrecipedor in-
corporatingnew codeto producetheseenhancements.

The Zoom Minimization packageis built to accommo-
date extensionsby the usercommunityand by algorithm
experts,in threedirections.Extensionsareaddedoy creat-
ing subclasseef Terminator, Domain, andAlgorithm

TheTerminator classesanrepresentriterialik e “how
smallis my estimateddistanceo minimum?”,“how small
is the largestremaininguncertaintyin ary of the parame-
ters?”,and“how mary timeshasthe function beenevalu-
ated?”.The packagewill provide seseralsuchclassesand
allow for combiningthemin a naturalway:

TerminationCriterion myTerminator =
FunctionCallLimit (500) | |[EDMtolerance(.01);

It is alsoeasyto codea customTerminator;anexampleis
presentedbelow.

The Domain expressesthe notion that not every
combination of parametervalues is permitted. The
Domain correspondingto that available in Minuit is
RectilinearDomain, in which eachparameteis mapped
into a fixed range—inthis packagethe rangecanbe open
at both, neither or either end. Some plausible custom
Domainswould be:

e An orthogonaldomain,but with constraintsenforced
by adifferentmapthanis usedin Minuit, for example,
by sigmoid mappings. This mappingis likely to be
superiorwhenandalgorithmwantsto take large steps
which might shootpasta boundary but could have
slower corvergencdf theminimumis right on or very
neara boundary

e Multiple probability spacewhereeachvariablemust
be non-nayative,andtheir summustbe 1.

¢ Pointson aDalitz plot with somemaximumenegy.

e Theinterior or surfaceof anN-sphere.

For eachof thesecases,the bestway to write the new
classwould be to startfrom RectilinearDomain, Sub-
stituteappropriateoutinesfor the methodghatlet theuser
establishthe limits, and replacethe maps,inversemaps,
gradientsandinversegradientswith versionsthatwork for
the new restrictions.Adding a customdomainthustakesa
bit more attentionto detail (to changethe mappings)han
addinganew typeof Terminator.

The Algorithm class allows for adding other algo-
rithms, for example, that usedin FUMILI [3]. Some
thoughtis neededconcerninghow the new algorithmre-
lates to overall conceptssuch as EstimatedDistanceto
Minimum, so addingan algorithm requiresstill more at-
tentionto detail andwould typically be doneby a central
developmenteffort ratherthananindividual user Still, the
C++ issuesarising when incorporatingan algorithminto
the Minimization packagewill be small comparedto the
mathematicakffort neededto createand polish the new
minimizationscheme.

A SampleCustomTerminator

To illustratehow easy(or hard)it is to extendthis pack-
age,we shav how anew Terminator mightbecoded.To
be concrete,let’s say the userwishesto terminatewhen
theimprovementperfunction call in estimatedlistanceto
minimum,averagecverthelast V calls,falls belov some
value.

The businesendof any subclas®of Terminator is the
requiredfinished () methodwhichis calledby thepack-
ageat timeswhenthe algorithmhasdecidedthis might be
avalid stoppingpoint.

Hereis afairly completesketchof the“boilerplate” code
needed:

class ProgressRate: public Terminator {

double target, BIG, lastEDM;

int n, lastNf;

public:

ProgressRate(int interval, double rate):
target (rate), BIG(1E20)m lastEDM(BIG),
n(interval), lastNf(0) { }

ProgressRate* clone() const {
return new ProgressRate(*this);}

void startMinimization(ProblemState & p) {
restartMinimization(); }

void restartMinimization(ProblemState & p) A
lastNf=p.functionCallCount;
lastEDM=BIG; }

// .0}

Of thesemethodsthe only unfamiliar one might be the
clone () method,andthattakestheidenticalsimpleform
for every Terminator subclass.

The “businessend” of the classis equally straightfor
wardin form:

class ProgressRate: public Terminator {
/...
TerminationType
finished(const ProblemState &p){
if (p.functionCallCount >= lastNf+n){
if (lastEDM - p.edm <
target*(p.functionCallCount-n)
return TTstop;
lastNf = p.functionCallCount;
lastEDM = p.edm; }
return(TTcontinue) ;
}
}

IMPROVING THE SIMPLEX
ALGORITHM

The secondmostimportantminimization algorithmin
Minuit (behindMIGRAD) is MNSIMP, implementingan
N-dimensionakimplex-basedscheme(The simplex min-
imization algorithmwe referto hereis not relatedto and



shouldnot be confusedwith the simplex methodfor linear
optimizationproblems.) In the courseof rewriting MN-
SIMP asthe Simplex algorithm,we have comeacrosgand
repairedin the Zoom Minimization packagefive errorsin
Minuit’s MNSIMP code.

1. Whenchoosingpointsfor aninitial simplex, thealgo-
rithm tries to find decentpointsalongeachdirection
in turn, from the bestpointthusfar. However, if none
of the pointstried in a directionprove superioranar-
bitrary oneis addedto the simplex so asto move on
thethenext direction.In thiscasejt is slightly better
sincethe intentis to startat a collection of “good”
points—tostart the probe of the next direction at the
first (best)of the pointstried; MNSIMP insteaduses
thelastinferior point.

2. Again at startup,if MNSIMP choosesa pointin one
directionby virtue of improving thefunctionvaluefor
eachof 6 increasingsteps,andthenin the next direc-
tion the first small steptaken makesthe valueworse,
MNSIMP erroneouslyselectshat pointimmediately
This givesa very narrav simplex, andthe algorithm
mustspenda few stepsrecoveringfrom thatbeforeit
beginsto shav seriousprogress.

3. MNSIMP hadanincorrectformulafor the minimum
of the parabolgpassinghroughtheold, reflectedand
testpoints.

4. MNSIMP is vulnerableto a division by zeroin the
casewhere the function happensto be deadlinear
throughthethreetrial pointsdefiningto a parabola.

5. Thesimplex algorithmasimplementedn Minuit suf-
fersfrom afundamentatifficulty: It is capableof in-
correctlycorvergingto apointwhichis notevenalo-
cal minimum, andreportingsuccessfutornvergence.
The Simplex methodin the Minimization package
takes measurego make this casemuch raretr This
issueis discussedn detail below.

WhyImprove Simple?

Thelore aboutMNSIMP in Minuit is thatit is abit flaky
— it is generallyslower than MIGRAD, its EstimateDis-
tanceto Minimum is “largely fantasy”[5], andit some-
timesfails to corvergeto a proper(evenlocal) minimum.
Although we were able to find several placeswherethe
codedid notreflectthe developers’intentions,andthusthe
MNSIMP implementatiorcouldeasilybeimproved,it was
unclearthat fixing theseminor flaws would turn the Sim-
plex algorithminto a usefultool. At leastoneflaw (false
cornvergence)proved to be inherentin the mathematical
method,ratherthana coding artifact, and would be diffi-
cult to rectify.

One can ask whetherit is worthwhile, in a re-written
packagefo spendmuchtime repairingthesetoughflaws.
Thealternatve would beto replicatethebasicMNSIMP al-
gorithm (to meetour promiseof all Minuit functionality),
perhapdixing someof the easyflaws, andto take the at-
titude thatwe neednot wasteeffort polishinga tool which

will beof little valueanyway.

A goodreasorfor providing a strongSimplex algorithm
is that conjugategradienttechniquessuchas Migrad de-
pendheavily on the existenceof stablefirst and second
derivatives. While mary functions, andin particularall
functionsrepresentingy? error accumulationdor an N-
parametefit, do have stablederivatives,this is not a uni-
versaltrait.

Imagineafit wherethe sumto be minimizedis a sumof
squaresof errors,but cut off at 3¢ for eachpoint. This
might representa situation where you decideto explain
outlier points as bad readings,assigneda fixed unlikeli-
hood,andnotlet themundulydistortthefit parametersin
suchafit, the functionto be minimizedwill be continuous
anddifferentiable put highly non-analyticijt would appear
“faceted"with afacetscaledictatedby thefactthatasthe
fit parameterghange differentpointsenterandleave the
constant-probabilityegion.

One might expect that Simplex would do a better job
than Migrad on suchfunctions. To verify this, we have
testedboth algorithmson a “f acetedwine-glassfunction:
Startwith a familiar slightly asymmetricwine glassfunc-
tion suchas

w(z,y) = (@* +y°)* —2(2* +¢y°) — 24z (1)

This hasaminimumat (2,0).

Now imposeagrid onthe(z, y) plane with spacin@/k.
At eachgrid point, notethe valueof w and Vw. In each
box on the grid, thereis a uniquefunction which is of no
morethanthird degreein eachof z andy, andwhoseval-
uesandgradientmatchat all four cornersof the box the
valuesof w andVw. Thejoin of thesefunctionsis the (2-
D) cubicsplineapproximatiorto w, andis continuousand
differentiableaverywhere Finally, form our“f acetedvine-
glass™function f(z, y) by matchingw atthegrid pointsbut
forcing the gradientat the grid pointsto be aVw for some
small positive a. Viewed on a really large scale, f(x, y)
looksjustlike w; viewedon ascaleof order1/k it looksas
if it takesstepsandsharpturns;andultimately, f(z,y) is
everywherecontinuousanddifferentiable(andin factV f
is alsocontinuous).The function hasonly one minimum;
for integerk, theminimumremainsat (2, 0).

This sortof facetedunctiongivesthe Migrad algorithm
fits. As long asthe stepsize usedin computingfirst and
secondderivativesis large comparedo 2/k, Migrad suc-
cessfullyapproximatesf by a quadratic,and movesto a
muchbetterpoint. But asthe algorithmfinds successthe
stepsizesdecrease.When stepstaken are of order2/k,
the derivative calculationsare somavhatrandom;the con-
jugatedirection propertyof the algorithm goesaway, and
Migrad dancesaboutas ineffectively as a naive gradient
descenmethod.Eventuallythe guesscomescloseenough
to theactualminimumthatthe stepsaresmallcomparedo
1/k, atwhich point Migrad no longeris probingseriously
non-analytidbehaior, andwill corvergerapidly.

The Simplex algorithm,ontheotherhand,doesnt much
careaboutthe graininesof f(x,y), andcorvergesalmost



asrapidly asit would for w(z, y).

Comparing the performanceof the two algorithms
in minimizing f(z,y) with @ = .1, starting from
(1000, 1000), we find thatfor £ = 10, MIGRAD requires
295 function evaluations,while MNSIMP requiresonly
120. (Thesenumbersarepretty stableask varies.)

Themoralhereis notthatSimplex is superiorto Migrad;
typically it is the otherway around. The point is thathav-
ing a choiceof thesetoolsis betterthanbeingrestrictedto
eitheronealone.lt is right to fix andpolishSimplex, rather
thanto relegateit to some“this is flaky” status.

FalseConvemence

Considera quitewell-beharedfunctionsuchas

f = 10w —2v)? 4+ 250(x — 3v + w)?
+ 123(z —22)* + 17(z +y — 2)*
+ 100(w — 5)% + (w — 5)*

(2)

This function has its minimum at
(2.5,5.0,2.5,—7.0,5.0) and in fact has no other lo-
cal minima. Let's choosea starting guesswhere each
variable is 1000, and terminate when the Estimated
Distanceto Minimum (EDM) is 1073,

After abriefinitial phaseof simplex expansiorandrapid
improvementn thefunctionvalue thebehaior of thesim-
plex algorithmis characterizedby long periods(hundreds
of steps)of generakontractionof the simplex volume,and
long periodsof expansion.
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Figurel: The EDM shrinksandexpands tripping the ter-
minationconditionin MNSIMP.

During the contractionperiods,thereis little movement
of thelocationof thesimplex andlittle improvementin the
functionvalue (particularlytowardthe end,whenthe sim-
plex istiny). But asthepointsdraw very closetogetherthe
EDM (takento bethevariationin functionvaluesover the
simplex) becomessmall. Almost all of the movementof
the simplex occursduring expansionphasesand, until the
last contractionto the actualminimum, almostall of the
improvementin function value occursin stepswhen the
simplex is large. Thisis illustratedin figuresl and2.
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Figure2: Thefunctionvaluedoesnot plungetoward zero
until the lastcontractionphaseshawn.

For the above  function, the  second
episode of contraction occurs near the point
(—.27,-2.56, —812.5, —1769.3, —1643.0). 170 steps

bring the volumedown by afactorof 10'?, at which point
the EDM is 10~*. Sincethe corvergencecriterion is an
EDM of lessthan10~3, “convergenceis detected’andthe
simplex algorithmbails out, convincedthatit hasfounda
good(atleastlocal) minimum!

If terminationwere not triggered, the simplex would
thenbegin to expand reflectinga “realization”thatthe sim-
plex doesnot appeatto straddlea minimum. By step900,
thevolumeis large, the simplex hasmovedto straddlethe
actualminimum,anda (final) periodof contractiorbegins.
Thealgorithmquickly homesn onthecorrectminimum.

How canwe understandhe phenomenorof long-term
contractiontowardafalseminimum?

Saythe simplex haswanderednto a region which is a
gently slopingsteepvalley. Thatis, in somecombinations
of variables{u}, the function looks like a sharppositive
parabolawhile in otherdirections{ A} it lookslike agently
slopedline. Assumethatthe pointsaretypically adistance
of atleastz away from the minimizing surfacein the {u}
directions.

Supposehe {u}-paraboladook like fo + az? andthe
steepesslopein the A directionsis s, andtake s < az. In
thosecircumstanceshe questionof whethera given pro-
posedstepimproves the function value is dominatedby
whetherthe stepimprovesthe distancefrom minimum in
the i directions.

Theissueof whethera proposedstepimprovesor wors-
ensthe positionin the A directionsbecomesmoot, and
the simplex wandersaimlesslywith respecto thosedirec-
tions. Thegentleslopeis felt only whenthechosersteplies
within asmallcone.Thisis theonly timethatprogresswill
be madein the A directions,andthe simplex will tendto
contractfor mostothersteps.In a high numberof dimen-
sions, the conerepresents tiny fraction of the available
solid angle,andthe simplex will shrink fasterthanit will
progressthe systemis (temporarily)over-damped.



Of course, as the simplex shrinks, the slopesof the
parabolasn the {u} directionswill decreaseyntil eventu-
ally they becomecomparabldo thegentle) slopes.When
s > ax the coneof improvementbecomeswide. Once
thathappensthesimplex beginsto exploit the potentialfor
improvementin the A directions which causesnary steps
to be of the expansionvariety. The volumeincreasesthe
steep-alley natureof the region becomesmoot, and the
algorithmescapeshe falseminimum.

However, if thetolerancee > s?/a, the onsetof expan-
sion may occurtoo late. The over-dampedbehaior can
persistlong enoughto trigger the corvergencecriterion,
andthealgorithmcanstopat afalseminimum.

FixesFor FalseSimple Corvemgence

Any fix for this falsecorvergencesituationmust,either
explicitly orimplicitly, somehav detecthe presencef the
phenomenonThedifficulty canbe surmountednly to the
extentthat falsecorvergencecanreliably be detectedand
thatthe stepstakenin reactionareeffective.

Oneindicationthatthereis aproblemis along sequence
of stepswhich leave the samesimplex point as the best
point. Theendstageof genuinecorvergenceo aminimum
is characterizedy frequentimprovementin the function
values,thus frequentchangesn the bestpoint. A possi-
ble remedy which is implementedn the currentpackage,
is thatwhenthe bestpoint hasremainedstagnanfor N it-
erations,the algorithmattemptsto expandthe Simplex in
the direction of the bestpoint. This enhancemenmakes
theover-dampingsituationoutlinedabove muchlesslik ely,
andcuresmostcase®f falsecorvergencewe have seen.

However, it is not guaranteedhat false corvergence
cannotoccur, evenwith this best-point-g&pansionstratayy.
Another characteristiof falsecornvergenceis collapseof
oneor moredimensionsof the simplex. This canbediag-
nosedby small valuesfor the ratio of simplex volumeto
the (hyper)surfaceareasof oneor moreof thefacesof the
simplex. We have obsenedtheseratiosbecomingsmallas
we approachalsecorvergence.

Anotherwayto detectaproblemwill beto exploit anew,
moremeaningfulnotionof EDM in the Simplex algorithm.
If the EDM basedon quadraticfitting of the last ~ N2
pointsradically disagreesvith the EDM basedon the dif-
ferencebetweenthe bestandworst simplex point, this in-
dicatesoverly rapid shrinking. The frequeng of applying
this sortof testwould have to betuned:Eventhoughwe are
free to assumesachfunction evaluationis expensve, and
the quadratiditting involvesno extra evaluationsijt is dis-
tastefulto addan order N3 or worsequadraticfitting step
to eachsteptaken.

Having diagnosedaver-dampingit is still difficult to see
a goodway to remedythe situation. We currently choose
one temptingguessat a good direction for re-expansion;
thiscuresmostbut notall case®f falsecorvergence There
arealwaysgooddirectionsavailable,but if thephasespace
of gooddirectionsfor re-expansionwerelarge,theoriginal

simplex algorithmwould stumbleontothemandthe over-
dampingwould not persist.

Oneobvioustechniquds restartingthe algorithmat the
purportedminimum after apparentorvergence.Thereis,
of course the issueof how to decideon the initial direc-
tions (the original coordinatesamight or might not be the
bestchoice)andthe scaleof the new startingsimplex. If
you arein a gently slopingsteepvalley, thereis a chance
thatbarringa lucky choiceof directionsthe over-damping
will still bepresenandyouwill againcorvergeto anearby
falseminimum.

It doeslook promisingto combinethe ideaof a restart
whenfalseconvergenceis suspectedwith the idea of fit-
ting to a quadraticform basedon the last ~ N2 points.
Eigervectoranalysiseasilydecomposethe local function
into the sumof N parabolasn linear combinationsof the
parametersSomesuchcombinationswill, amongthe last
~ N?2 stepshaveremainedositive or negative—theserep-
resentthe gentleslopedirections.If the startingsimplex is
initialized basedon thesedirectionsfirst, it shouldmove
rapidly away from the false corvergencepoint. Clearly,
there are opportunitiesfor improvementin the Simplex
family of algorithms.

DIRECTIONSAND INTENTIONS

Although the Minimizer packageis available for use,
we are still completingit in severalrespects.Aside from
cleanupsn internal codeand documentationtheseaddi-
tionsarein store:

e In termsof full Minuit capability the oneremaining
gapis MINOS.

¢ We intend to flesh out the collection of Terminator
classesandto add a way of combiningtwo Termi-
natorsto form alogical AND or OR of theconditions.

¢ We intendto addanon-“fantasy’EDM calculationto
the Simplex method,andto continueto explore ways
to avoid falsecorvergence.

e Although GUI's for minimizationare not part of the
packagewe aredesigningasetof methodgo actasan
interface, supplyinginformationand corveying con-
trol thatwill allow GUI developersto easilyinteract
with the Minimization classes.

e We have preliminary versionsof a couple of fitter
classegunbinnedinomialandbinnedy?) whichwill
beincludedwith the packageassampleapplications.

o We will beworking with peopleto seehow this Min-
imization packagecan be integratedinto or coordi-
natedwith Root.

e We hopeto extendthe setof Algorithms, to include
oneor moreof FUMILI[3], bi-conjugategradient[4,
or othermodernapproaches.

OtherMinimizers

The situation with regardsto commercially available
minimizationtoolsis, to our knowledge aboutthe sameas



it was 18 monthsagoat the previous CHEP conference-
no commercialminimizer exploits the capabilitiesof C++
to make it usefulasa componenin an application;most
are algorithmically inferior to Minuit for HEP purposes,
andcertainlynonearesosuperiorasto overcomethe HEP
communitys distasteor payingfor aminor softwarecom-
ponent.

On the front of C++ Minuit clones,however, the situ-
ation haschangedquite a bit in the pastyearand a half.
Root hasa fitter, basedon a translationof Minuit. There
are other fitters around, mostly basedon Minuit or very
similar code.And developersat CERNarewell alongin a
project(initiated by Fred Jamesand MatthiasWinkler) to
provide a C++ versionof Minuit that sticksvery closeto
theoriginal interfaceandconcepts.

Root developershave expressednterestin incorporat-
ing this Minimization packageandpeopledevelopingthe
CERN C++ Minuit clone have expressednterestin coor
dinatingwork onthesevery similar projects.

Conclusions

The effort of designinga true object-orientedninimiza-
tion packageandrewriting the algorithmsof Minuit from
scratchin C++, hasyieldeda packagevhichis moreeasily
extensibleandis cleanerin conceptghana straighttrans-
lation of Minuit to C++ would have been.In the courseof
this re-write, several flaws have beencorrected but none
werefoundin the heaily-usedMIGRAD algorithm.

The Zoom minimization packagss still in the stageof
evolution driven by its developers,andhashadlittle con-
tactasyetwith theworld of HEPusers But atthis point, it
is beingmadeavailableto theseusersandwe will becoor
dinatingwith otherHEP developersworking on minimiza-
tion codesto make the most of the designeffort already
there.

The hopeis to move to the stagewhereextensionsand
contributionsinitiated by individual usersaddto the pack-
age.
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