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1.0 

This paper is viewed from the perspective of the basic elements that 
comprise any conmunications circuit, and this viewpoint is carried 
through from beginning to end. Because of this approach, this paper does 
not intend to be the definitive source of information for computer 
networKing, but will attempt to serve as a primer for those who wish to 
pursue specific areas of interest. 

To begin, I think it is important to look at the unprecedented 
growth of computing in general over the last 20 years. The computer's 
power has increased al.rrost exponentially relative to size, cost, and 
resources used. Technology has been the vehicle of computer's power 
growth, .but data ccmnunications has not grown at a rate anywhere equal to 
computer's. The same technology that has accelerated computer's growth 
has not influenced data ccmnunications as drastically even though they 
use the same basic ccrnponents. This stunted growth has been due to many 
factors; governmental regulations, the lack of universally accepted 
standards, and inter-dependency on computer power are a few worth 
mentioning. Today these and other rocxlerating factors have diminished and 
the data ccmnunications arena is set for many technological battles and 
very fast growth. 

The rrost important issue of data ccmnunications today is networking 
which can be roughly divided into two catagories; 

1) I.Deal networking. 
2) Distributed processing. 

The rrost sought after aspect of local networking is office 
automation. Office automation really is the grand unification of all 
local conmunications and not of a new type of business off ice as the name 
might imply. This unification is the ability to have voice, data, and 
video carried by the same medium and managed by the same network 
resources. There are many different ways this unification can be done, 
and many manufacturers are designing systems to acconplish the task. 

Distributed processing attempts to share resources between computer 
systems and peripheral subsystems from the same or different 
manufacturers. There are several companies that are trying to solve both 
networking problems with the same network architecture. At the end of my 
paper, I will address this unification in greater detail. 

As you will see later on, the distinction between these two items 
has begun to diminish. 
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2.0 

<XMPUTER CXDIJNICATIONS HISIDRY 

My intent is not to give a paper on the history of conmunications or 
computing, but a historical perspective will be useful in understanding 
how data cornnunications has evolved to its current state. The history I 
am describing is derived from the perspective of data camnunications, and 
thus any historical distortion of computer history is strictly 
intentional. I would first like to preface my canments to say that 
universally I have found that as complicated as we make computer and or 
comnunications systems, the roots of these systems generally go back to 
very simple ideas and concepts that are easy to understand. Ccmputer 
conmunications is a prime example of an adaption of old technology and 
concepts to new applications. The real history of computer 
communications goes back to the days of the telegraph before the turn of 
the century. Although the central processor of those carmunications 
systems were human, the ideas, purpose, and nost of the techniques are 
still the same. In any conmunications system there needs to be the 
following basic elements: 

1) A medium to carry the data. 
2) Devices to transfer data on and off of the medium. 
3) Rules to govern and control the flow of data. 

Traditional computer data ccmnunications began in the 1950's when 
what we know today as rercote batch stations were born. Probably the need 
for these stations grew out of the need to get all of the people out of 
the computer roan so some work could be done. When the card reader and 
line printer left the cornputer roan, the need to have these -work stations 
located further distances from the computer roan increased. As a result 
of this need, modems were developed to utilize telephone lines as the 
medium to carry the data. M:xiem is an acronym derived from the terms 
M:X>ulate and da-k>dulate, which is what a modem does over a telephone 
circuit. Telephone systems were, and are today, not specifically 
designed to carry data, so the modem is the transfer device which adapts 
the digital signals of the canplter to the analog world of the telephone 
system. This adaption in the the beginning used very simple modulation 
techniques to achieve ccmnunications. As the need grew for higher speed 
communications, the complexity of the modulation waveform followed suit 
as nore and nore bits per second were pushed through telephone systems. 
And as one might expect, the probability for errors increased right along 
with tne speed and length of transmission. So to detect and recover from 
these errors, software had to be developed. Additionally, there was a 
need for several work stations to share the same telephone circuits to 
increase the utilization of the circuits. These software needs evolved 
into what we now call protocols which are the rules that govern the 
format of the data to be exchanged between the central processor and the 
renote equipment. Due to a lack of standarization, protocols were 
defined by the manufacturers. This vendor dependency has historically 
led to the evolution of many different protocols, and as in nature, some 
have survived and still prosper, and others are now extinct. 'I'he 
surviors of this evolutionary process have been adapted by the computer 
industry sometimes intact, or in some cases, have spurred mutations that 
have been successful. The execution of the protocol, and the transfer of 
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data to and from the central processor requires computation. In the 
beginning there wasn't much computer power to go around, so protocols 
were written to be very simple and efficient. Simple and efficient also 
implies unintelligent, unforgiving, and inflexible. 

These batch protocols all<::7Ned for renote submission of jobs to be 
run on a central computer system, and printed output to be received, but 
IOOdif ication of programs and creation of new programs was cumbersome 
because the universal input medium was punched cards. I don't intend to 
completely discard punched cards as a viable medium for program storage, 
but I'm sure all will agree that the end of cards is near. So clearly 
there was needed a better way to maintain programs, and this need created 
interactive computing. The first interactive computing systems placed 
teletype equi?fient renotely connected to the computer, again using 
telephone lines as the medium and IOOdem.s as the transfer devices. As 
telephone systems technology grew, the ability to have a rotary of 
several telephone numbers allowed for simple and relatively efficient use 
of the conmunications ports of the computer. Early interactive c::::rnpiter 
systems were very crude and many treated the computer user as if he was 
still working with punched cards. The user could maintain his programs 
interactively, but the computer system still was working like a batch 
machine, and truly interactive computing where the user actually 
interacted with his application program took a long time to evolve. I 
might say that even tcxiay there are computer systems that still have 
carried over a pseudo batch user interface. Further exploration in this 
area can be had by studying the history of computer operating systems. 
Multi-drowing of terminals on a single conmmications circuit now 
allowed for telephone lines to be used nore efficiently, but now the 
terminal required nore intelligence because it had to recoginze its 
individual address. This sharing of resources was accomplished by a new 
set of rules or protocols which additionally provided for retransmission 
if the data was received in error. 

3.0 

Computer local networking is the fastest growing area of data 
comnunications, and the nost complicated. To try and keep local 
networking understandable, I will first describe the basic canponents and 
techniques that are used to build networks before we look into today's 
networks. 

As I mentioned before, any comnunications system needs the three 
basic components, medium, transfer devices (for the medium), and rules. 
Computer networking has these basic needs as well. All networks do not 
use the same items for these three canponent needs. '!be specific 
component needs of the network are defined by the networks architecture, 
and the architecture is the variation of the three canponent parts for 
the specific network defined by the designers hardware and software. In 
networking, one finds it difficult to draw the line between the hardware 
and software. This is so oecause both are designed together to 
accomplish the transfer of information thru the selected medium, and thus 
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the designers of network components will try to minimumize effort and or 
price to accomplish the desired task by shifting the border line between 
hardware and software to do so. Classic examples of this shift can be 
seen in today's network components where conternpory designers are taking 
advantage of microprocessor technology, thus shifting the border from 
hardware to software. As microprocessor technology continues to advance, 
networking components will continue to be nore software oriented (from 
the designers point of view). Microprocessor technology can even invade 
the traditional analog world of the rocxiem with digitally prograrrmable 
filter networks. So the trend currently is to incorporate the newer 
technology canponents into old networks as well as to create new types of 
components for new networks. 

3.1 

MEDIUMS 

For the purpose of this paper, I will restrict the definition of 
medium to be the intervening element between points in a data 
c:onmunications circuit. The medium for a network is usually determined 
by the network selected for use, and not by the user of the network, 
IIDStly because the different mediums have ir¥lividual characteristics that 
have to be accom:dated for in the other elements of the ccmnunications 
circuit, I.E. the transfer devices and the rules or protocol. So for 
the nost part, the medium becomes integral to the network itself. Some 
of the newer networks designs are attempting to have multi-medium 
capabilities, with the primary medium intergal to the network, and 
interface capabilities to other mediums at fixed points in the network, 
thus allowing for additional flexibility. 

For data transmissions, a medium can be used in two different ways; 

1) Baseband. 
2) Broadband. 

Baseband implementation of a medium implies direct transmission of 
digital data on the medium, and broadband implies the use of carrier(s) 
to represent the digital information on the medium. Broadband also 
allows for multiple simultaneous conmunications channels to share the 
medium at the same time by using different carrier frequencies. There 
are many mediums that are used for transmission of data. The mediums I 
will discuss are the following; 

1) Twisted Pair Wires. 
2) Coaxial. 
3) Fiber Optics. 
4) Satellite circuits. 
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3.1.1 Twisted Pair Wires 

'!'Wisted Pair Wires {TRV) were as I have mentioned earlier, the first 
medium to be used in networking, and of course TPW's also imply the use 
of telephone systems. As a medium, TPW' s are used both in a baseband and 
a broadband sense. In termf? of today's utilization of TPW' s, baseband 
implies using 20 MA (milliarrp)current loop, RS-232C, or RS-449 oompatible 
drivers and receivers. I will discuss these three types of baseband 
standards later on. Baseband use is restricted to either local wires or 
special point to point telephone circuits. Broadband utilization for 
TPW's generally implies using rrodems to nodulate anj denodulate the data. 
It is the use of the rrodems that allow transmission through a switched 
telephone network using voice grade lines. TPW's generally are thought 
of as a low speed medium, m::>Stly because use of TPW's historically is 
associated with rrodem use arrl thus limited to the bandwidth of a voice 
grade telephone circuit. It is possible to drive TPW's to speeds in 
excess of 1 Megabit baseband, but the lack of effective shielding makes 
this impratical. Shielded TPW' s get around the problem, but if a shield 
is to be used, then one might as well use coax. So to sumnarize, TPW's 
are the m::>St widely used medium and have many international standards 
that are associated with its use, but they are typically associated with 
slow speed circuits and generally do not have good noise immunity. 

3.1.2 Coaxial cable 

Coax is the medium that is very popular in contemporary network 
designs even though it has been around for a long time. 75 ohm coaxial 
cable has become the nost popular of the newer designs m::>Stly due to the 
cable television irrlustry (CATV) which exclusively uses 75 ohm cable. 
This has lowered the cost of this variety of cable and also allows for 
oompatibility w.ith CATV components which I will discuss later in nore 
detail. Its largest advantages over TPW' s is its shielding which can 
provide great noise irmnunity, and bandwidth that is over 100 times wider 
than TPW's. 

Coax, like TPW's, can be used in either baseband or broadband node. 
Because coax is incompatible with telephone systems, there are no 
frequency limitations inplied in its use. Thus baseband applied to coax 
relates nostly to the kirrl of multiplexing that is used in conjunction 
with the medium. I will discuss the different multiplexing techniques 
further on in this section. 

Baseband implementation of a coaxial medium implies that the medium 
will be a shared resource anong several different transfer devices. 
There are several different ways this sharing can be accaiplished, and 
they will be discussed in the multiplexing section. 

TO stnnmarize, coax does provide for higher speeds of transmission, 
has better noise immunity, and can be used to provide nore than one 
comnunications circuit at the same time. 
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3.1.3 Fiber Optics 

Fiber optics is the very latest medium that can be used for data 
transmission. The advantages it offers over other mediumg are extremely 
large; isolation from outside influences, potential for very large 
bandwidths, and very small size. The problems associated with its use 
are IOClStly due to the fact that it is new and technology has not yet 
fully exploited the capabilities of the medium. Although the potential 
for very fast speeds is inherent in fiber optics, it is not yet pratical 
for broadband use and must be used in baseband rrode. Thus one ends up 
having one very fast circuit that has to be shared, and to effectively 
share the circuit, very fast electronics has to be used at each point of 
connection, and this becomes expensive. There are also problems that 
have to be solved in interconnection at the point of use, and 
re-amplification of the light signals so greater distances can be 
covered. 

To summarize fiber optics use as a medium, it can provide for very 
high data rates and extremely good isolation, but is currently difficult 
to interconnect to and to extend distances. 

3.1.4 Satellite Circuits 

Satellites by themselves do not comprise a medium per se, however 
using a satellite channel for comnunications has specific implications 
that are unique, and thus have to be treated differently. The IOClSt 
noticeable difference satellites present are their physical locations. 
M::>st all comnunications satellites are located in gee-stationary orbits, 
that is they are stationary relative to the ground over the equator at a 
height of aproximately 22,000 miles. It is this distance that creates 
the largest problem for the data comnunications channel because the round 
trip time for a data message can be delayed several hundreds of 
milli-seconds. This delay for a voice circuit may just be an annoyance, 
but for data it can be fatal. The anount of damage the delay causes 
depends IOClStly on the rules of the protocol in the data circuit. 
Degradation of performance can be as much as 70% if the protocol used 
requires an acknowledgement of every data message, as is the case in many 
of the older protocols. Special hardware can be used on each end of the 
circuit to get around nost of this problem, but the problem is still 
there and will always impare the real-time response of the network. 
Because there are fewer active components in a satellite circuit, they 
tend to present a very reliable means of transmission where the distances 
are great. 

So to summarize, satellite circuits as a medium provide a very 
reliable means of long distance transmission, but the propagation delay 
may create difficulties if the protocol of the data circuit is not 
prepared for it. 
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3.2 

MEDIUM TRANSFER DEVICES 

Medium transfer devices are used to enccxie and deccxie the digital 
data on to and off of the medium. Because of the many different kinds of 
networks, these devices vary widely in complexity and purpose. A general 
distinction can be made between baseband and broadband transfer devices. 

Baseband transfer devices only have to be concerned with the data 
activity of a single conmunications channel, so it is looking at digital 
messages and/or addresses on the channel to determine if it is supposed 
to respond to or be able to generate messages on the medium. Baseband 
transfer devices can connect to all of the mediums previously described. 
Their physical and electrical connection to the medium vary widely 
depending on the actual network and medium type. Coaxial baseband 
transfer devices that use coax as a medium connect to the coax in two 
different ways, active and passive. The active connection is used by 
ring network designs that need to place intelligence at the point of 
connection. The passive connection to the coax has no active catp)nents 
at the point of connection, just an electrical connection. CSMA/CD 
networks use this method, and this will be discussed in detail in later 
sections. 

Broadband transfer devices can be divided into the two following 
categories: 

1) Voice grade corcpatible ltldems. 
2) Radio frequency (RF) noiems. 

Both types of these noiems have the problem of adapting an analog 
environment to digital equipment. 

The voice grade canpatible transfer devices are referred to as the 
traditional noiem, and usually use TPW' s as a medium. The noiem.s will 
generally assign audio carrier frequencies to serve as either the 
carriers to be multiplexed into a higher speed by splitting the data 
between the carriers and recombining them at the other noiem, or to use 
the separate carriers as irrlependent data channels so that transmitted 
and received data can occur simutaneously (full duplex) • In either case, 
the carriers are amplitude, frequency, or phase noiulated to represent 
the data on the carriers. 

RF llPdem.s are relatively new devices that place irrlividual carriers 
that represent different data channels on the medium. RF noiem.s are used 
in coaxial, satellite, and microwave catmunications circuits. 

3.3 

SIGNAL b'TANDAIDS AND P:R:>'lt:COI.S 
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There is a great need for international recognition for standards of 
both signals and protoools on a world-wide basis. To do so, 
organizations have been formed to define these standards. ~st of these 
organizations have conmittees that are continuously working to define new 
standards for many purposes in and out of the data comm.mications field. 
In some cases a manufacturer's defined standard will be adopted directly 
or RKJdif ied to be nore general in nature by a standards organization. 
Other times, the standards will be purely the product of a ccmnittee 
within the standards organization. The following is a list of some of 
the standards organizations, and their associated letter designators for 
their defined documents: 

ORGANIZATION DESIGNATORS 

Electronic Industries Association RS-(nnn) 

International Telegraph and Telephone 
Consultative Ccmn.ittee (CCITI') X. (nn), v. (nn) 

American National Standards Institute (ANSI) ANSI {nnn) 

Institute for Electrical and 
Electronic Engineering (IEEE) IEEE (nnn) 

International Organization for Standardization (ISO) ISO {nnn) 

Signal level standards define the physical and electrical characteristics 
of the data connection. This would irx::lude everything from the physical 
connector and pins to the sink current on a signal level. Control 
signaling definitions are also covered in these strandards. 

All throughout this paper I have been using the words rules and 
protocols as equivalents, and for data transmission this is so. As I 
mentioned in the History section, the rules were developed initially for 
error recovery and telephone line sharing between several different work 
stations. Sane protocols are nost efficient when data activity through 
the medium is bursty or intermittent in nature. Others perform better 
when the data is in long continuous streams. Sane try to optimize 
themselves for both types. In reality, the protocol will be optimum for 
a particular mix of data activity, and selection of a network based on 
other characteristics of the protocol will guarantee you to canpromise 
your objectives in data transfer. In truth, the nost efficient protocol 
is the one that you have designed for your particular needs. Of course 
there are many difficulties associated with taking on a task like this, 
but if your application demands it, you can define your own rules. 

3.3.1 Signal Level Standards 

As I stated in the history, the lack of international standards has 
slowed the growth of data conmunications. over the years, there have 
been a few standards that have been accepted and some that have not. The 
following is a list of sane standards that are internationally used: 
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1) 20 MA current loop. 
2) RS-232C or v.24 and v.28 
3) RS-422A or X.27, v.11 

These standards are intended for twisted pair medium and thus apply 
rrostly to telephone like networks. 

3.3.2 Current Loop and A.SCI! Standards 

20 MA current loop is not a written standard per se, but it's 
historic use is simple enough that there are few variations from the 
basic principle. As you may recall from the history section, teletype 
equi:i;rnent was the first interactive device for the canputer and was 
connected to it using current loop. In a teletype, there are selector 
magnets that when released will sequentially select the character that is 
to be printed. The rost used bit pattern that defines the specific 
character set is called A.SCI! (American Standard Code for Information 
Interchange). There are other bit patterns such as EBCDIC which is used 
rostly by IBM, but A.SCI! is the rost universally accepted. Each 
character must be framed by a start bit which tells the teletype to 
release the selector magnets for the 8 data bit's to follow, and a stop 
bit which tells the teletype that the character is finished. This type 
of framed transmisson of characters is called asynchronous. The "20 MA" 
in this type of transmission refers to the anount of current required to 
oold back the selector magnets in the circuit when no data is being sent 
or received. SO in a current loop circuit, the current is always 
adjusted to 20 MA irrlependent of the losses required to drive multiple 
devices or long runs of wire. 

3.3.3 RS-232C 

RS-232C is today's rost generally used standard for interconnection 
of terminals and roodems to computers. This standard defines signal 
levels and control signals for interconnection of roodems to computers and 
m::xiems to .terminals. Because this is a universal standard, it allows for 
transmission of asynchronous data as in current loop, and also 
synchronous data. For the purpose of sirrplicity, I will. define 
synchronous data as data that is not framed as in asynchronous, but still 
requires synchronization. This is done by the IOOdem providing the clock 
signal that tells the terminal and computer port when the data can be 
sent. Synchronous data connections are IIDre efficient because they do 
not have to transmit the additional 2 bit's .required to frame each 
character of data as in asynchronous. 

Because this standard defines voltage levels for transmission, there 
are inherent limitations as to the distance that can be covered. The 
standard allows a maximum of 50 feet between the roodem and the equi:i;rnent. 
Of course the IOOdems have no distance limitations between themselves. 
The European equivilant of this standard is called V.28 and V.24. 
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3.3.4 RS-449A 

RS-449 is a standard intended to be an ultimate replacement of 
RS-232C that allows for upward·compatibility. The major features of this 
standard over RS-232 are the following: 

1) Distances greater than 50 feet. 
2) Multidrop on one set of wires. (Line sharing) 
3) Data rates up to 10 megabits/second. 
4) Higher noise immunity. 

This standard, alt}'x)ugh offering nice features over RS-232C, has 
been very slow to be accepted and few manufacturers have implemented it. 
This has been nostly due to the increased cost of conp:>nents required to 
implement this standard, and canpetition from RS-232C canpatible devices 
that extend it's capabilities. Other competition has come from the new 
baseband and broadband networks that essentially cover this standard and 
oo ITOre as well. 

3.3.5 Protocols For Data Link Control 

The earlier protocols were developed tq the catq?Uter manufacturers 
to interconnect their own rem::>te equipnent to their catq?Uter systems. 
Because there were no standards, each manufacturer designed the protocol 
to solve only their own problems. This generally makes the rem::>te 
equipment very specialized and incompatible between manufacturers. 
Fortunately, today the emphasis is on using standards for protocols 
defined by international concerns. This cooperation, whether done in the 
spirit of cooperation or for practical reasons, has allowed data 
corrmunications to grow in very specific directions for all comnunications 
products. 

Because the earlier protocols intended to use TPW's as a medi1.nn, 
they had their corrmunications speeds restricted to whatever speed m:>dem 
technology could squeeze out of a voice grade telephone circuit. 
Additiooally, because the early work stations were batch oriented, this 
dictated to the protocol designers that a caununications system would use 
the full bandwidth of the telephone circuit in one direction. This was 
consistent with the style of batch operation. To submit a job to the 
computer, you take your card deck to the card reader, start it up, your 
program is sent to the canp.lter, and you wait for your output to be 
printed. This operation just described was performed in a half duplex 
fash::>n. So half duplex is really transmission designed to occur in one 
direction at a time. The m:>dem.s working with the protocol allocate the 
entire bandwidth of the medi1.nn in the direction of the desired 
transmission. 

Most .ioodern protocols can run in full duplex, which of course is 
transmission of data in both directions at the same time, and some of 
them can actually run both in half or full duplex. Full duplex may not 
be as efficient in transmission in a single direction, but today's data 
comnunications problems are different than the days of reroc>te batch 
operation, and full duplex in some cases is necessary to take advantage 
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of newer multiplexing techniques and to provide for real-time response. 

Protocols for data link control have the job of passing frames of 
data using one of the previously mentioned signal level standards. They 
also have the job of decoding the particular address of the devices it is 
attached to, and do the task of error detection and correction. These 
Protocols can be divided into two catagories, bit oriented and byte 
oriented. The differences between these two types are that the byte 
oriented protocols use special control bytes to define a data frame 
instead of several bit's of data as in bit oriented protocols. A data 
frame for the purpose of this paper is the actual data to be transferred 
surrounded by or framed by the protocol control information. So in the 
case of the bit oriented protocols, nore control information is contained 
in the bits, and less protocol overhead is usually involved. F.ach 
control protocol has it's own control information contained in the frame. 
The functional efficiency of any protocol will depend on the appliction, 
type and arrount of data being sent. 

3.4 

MULTIPLEXING 

Multiplexing techniques are the rules defined by the network 
architecture for sharing the transmission medium. These rules may or may 
not be incorporated into the protocol depending on the type of 
Imlltiplexing being used. The three major types of IlUlltiplexing are~ 

1) Time division IlUlltiplexing. 
2) Statistical multiplexing. 
3) Frequency division multiplexing.(Or Radio Frequency Imlltiplexing) 

3.4.1 Time Division Multiplexing 

Time division Imlltiplexing allows for time sharing of a single data 
channel for multiple data links. So within the protocol are rules that 
allocate a specific time slot to a specific device or channel within a 
time division IlUlltiplexor. The number of time slots are always equal to 
the number of devices or channels sharing the medium. This method of 
sharing is nost efficient when all devices using the medium are being 
used, and are transmitting data. Because the medium is allocated 100% of 
the time, inefficient use occurs when devices or channels are inactive or 
do not have data to send. 

The m:>st popular type of network inplementation of this kirrl of 
Imlltiplexing is called a token passing or ring network. In this kind of 
network, a special protocol message called the token is passed around 
from device to device by a network master device on the medium. When a 
device has the token, it can then send data if it has to. Special 
protocol intelligence is needed for the network if the token is lost. 
This usually will occur if a device on the network is not functioning, so 
the network has to know how to bypass the unresponsive device. This 
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dependency on a single point of intelligence is one of a ring networks 
drawbacks. One other point of interest with ring networks is their 
medium transfer device which requires that there be active canponents in 
it. This allows for a single point of failure for the whole network in 
each interface device. Most ring network designs have bypass circuitry 
that helps the network to survive having an interface device powered 
cbwn. But because there are active components in the system, and the 
ring requires every interconnection device to respond, the whole ring 
itself becomes a failure point for the whole network. This requirement 
that the ring be closed also might pose problems with configuring the 
network since each interface device is strung in series. I might comnent 
that these potential failure modes do not have a high probability of 
cx::currence and soould not be an ultimate factor in selection or design of 
a network, but they are worth consideration. An advantage of the active 
connection is that the signals on the coax are regenerated by the 
interconnection device. This allows for cleaner transmission of signals 
on the coax, and that soould equate into a lower error rate. 

3.4.2 Statistical Multiplexing 

Statistical multiplexing can be looked at in several ways. 
Basically, statistical multiplexing allcx::ates the medium to devices as 
the need to transfer data happens. There are devices designed to use 
this technique using standard network components and terminals, that 
allow for sharing of what would normally be a single circuit for a single 
terminal, by several terminals. Because the bandwidth of the medium is 
dynamically allcx::ated, the efficiency of this multiplexing technique is 
very high. Many manufacturers of data comnunications equipment have 
statistical multiplexors that provide virtual terminal connections from 
point to point. Most of these devices are ASCII and RS-232C compatible. 

A new type of statistical multiplexing that is going to be used 
extensively in the near future is called CSMA/CD. That stands for 
Carrier Sense Multiple Access with Collision Detection. In this kind of 
statistical multiplexing, devices on the network nonitor the medium for 
data activity, if they have data to transfer and detect no activity, they 
then place the data on the medium. The data is encoded with the address 
of the receiving device, so once the data is on the medium, only an 
acknowledgement from the receiving device is necessary. If two devices 
detect no activity on the medium and transfer their data at the same 
time, a data collision will cx::cur. Both devices will know what has 
happened because they will have nonitored and detected the garbled data. 
They will each wait a random anount of time and then retransmit their 
data. This multiplexing technique has been developed by XEROX 
Corporation, and is incorporated into a network archetecture krnwn as 
EIHERNEI'. 
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3.4.3 Frequency Division Multiplexing 

The basic concept of frequency division multiplexing is to consider 
the medium as the full spectrum of frequencies up to the maxium practical 
frequency. 

'As frequency division multiplexing has been described earlier, it 
allocates a carrier frequency on the medium to represent each device so 
devices have continuous non-shared connections from point to point. 

RF transceivers (transmitters and receivers) are used for the medium 
transfer devices to provide the data channels. They use any of the known 
m::Xiulation techniques to acanplish the task, but llDSt of them utilize 
frequency m::Xiulation (:EM). 

'As carriers are allocated for data channels, the problem of sharing 
data between devices becomes IIK>re difficult because each device having 
it's own specific carrier frequency dictates that devices that exchange 
data must listen to the ind.ividual carriers. Thus RF frequency division 
multiplexing is very good for providing multiple independent point to 
point data links between t'WO devices, but sharing of a single 
comnunications channel is very difficult. Additionally, the introduction 
of another technology, namely CATV, adds to the problems of 
interconnection. CATV components and distribution is an entity all to 
itself, so using them adds another foreign technical field into the data 
processing environment. 

3.4.4 PABX Sharing 

PABX sharing is oot really a recognized means of multiplexing and in 
fact by it's nature, it is anti-multiplexing. 'lbe reason it belongs here 
is that if properly managed, it does achieve the same final goal of 
multiplexing, namely increased utilization of computer cannunications 
resources. 

PABX is a telephone term for Public ~ess Branch eXchange. This 
term refers to the telephone equii:£ient switch that does the allocation of 
telephone circuits to telephones. The switch has a fixed number of 
circuit's it can allocate to a larger number of telephones. So it relies 
on the premise that all telephones will oot be in use at any one given 
time. One might refer to this as probability multiplexing. The nwnber 
of circuit' s that the switch has to allocate, must allow for peak 
activity, and flag the user if all of the circuit's are busy. In data 
comnunications terminology, these devices are referred to as a port 
contention devices, or port selectors. 

The operation of a port selector is very sirniliar to the concepts of 
a telephone PABX. When you pick up the receiver, you are carmunicating 
with the net'WOrk controller. It expects you to provide an identifier 
that tells it which other telephone you want to carmunicate with (by 
dialing). Then a connection is established for you. When you finish, 
you hang up the phone thus terminating your connection so the circuit can 
be used by another phone. The data equivalent of the PABX 'WOrks exactly 
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tne same way. Your data connection is established by you carmunicating 
with your terminal to the network controller, which is a microprocessor 
that establishes the canputer connection and so forth. Orx:e the 
connection is established, the net'IN'Ork controller does not get involved 
in the actual transmission of the data, just as in a telephone system. 

The type of network that is associated with the use of these devices 
is called a star network. A star network branches out from a central 
location (where the port selector is located) and each device in the 
network is individually connected the the switch. One of the major 
drawbacks of this type of network is the fact that there is one central 
piece of equi:i;ment in the network (the switch) that, if it fails, will 
stop the function of the whole network. 

As you may have suspected, irost port selectors use TPW as a medium, 
and use current loop or RS-232 signal standards •• hllfNEB-l)RK TYPES 

Now that all of the terms I will use have been defined, I hope we 
can now IIDVe foward into the various network types that exist today. I 
would at this time like to associate network types with specific vendors 
names, not to pronDte specific vendors, but in net'IN'Orking, these are the 
names that are referred to, not the actual network type. 

Because there are so many variations one can contercplate by 
selecting different mediums, transfer devices, and protoools, I am going 
to concentrate on just two now that have different attributes and amplify 
their differences. '!he two that I will discuss are the following: 

1) El'HERNEl' 
2) SYTEK 

These two were chosen for further discussion because they represent 
the irost state-of-the-art in network concepts, and use different types of 
multiplexing even though they use the same kind of medium. 

3.5 

El'HERNEl' OVERVIEW 

XEROX Corporations El'HERNEl' is one of the first widely accepted 
baseband networks. XEROX invited other manufacturers to use ~ in 
their own designs. For a while it looked like El'HERNEl' might not become 
the standard baseband network due to canpetition from the Institute of 
Electrical and Electronic Engineerings (IEEE) proposed standard IEEE 802 
which was similiar to ~' rut different enough fundamentally to not 
allow compatibility. Recent changes in the IEEE standard will allow 
XEROX to redefine El'HERNEl' to adhere to the standard. This marriage 
between the two standards will assure that both will survive. Other 
computer manufactures are in the process of building interfaces to 
El'HERNEl'. 'l'his will allow for vendor independent transmission some day, 
and possibly vendor independent distributed processing at some level. 
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E1'HERNEl' uses CSMA/CD statistical multiplexing which I have 
discussed in multiplexing. 

E!'HERNEr uses 50 ohm coax for a medium, and the interconnection 
device is a passive tap on the coaxial cable with no active canponents 
involved. This last point is particularly interesting because it allows 
a considerable am::>Ullt of flexibility in interconnection. That is, the 
coaxial cable does not have an in and out connection so the interface 
devices do not have to be wired in series. The other major advantage to 
this approach is that an interface device may fail or be powered off and 
not affect the rest of the network. El'HERNEl' runs at a bit speed of 10 
megabits/sec and has a 2.5 kilometer distance limitation. 

3.6 

SY'IEK OVERVIE.W 

SY'IEK INC. has developed a broadband coaxial local area network 
that relies on Cl(J!V devices for distribution. The SYTEK network is 
similiar to the IEEE' s 802 standard for broadband local networks. The 
part of this standard that has been finished is rcostly concerned with the 
allocation of the coaxial spectrum. Small variations between SY'IEK' s 
network and the standard are present, but both accacplish the task of 
defining a two-way single coaxal medium. Each data channel's frequency 
assignment can provide a virtual connection between two points on the 
network. The major rules in this network relate to the RF requirements 
of the Cl(J!V compatible canponents. 

The rcost interesting aspect of this type of network is the fact that 
the spectrum of the medium is divided roughly in two parts to define 
transmission of. data to and from the interconnect device. This 
bi-directional separation is called a mid-band split. The split assigns 
a guard band of spectrum between the two directions, and allows for 
amplification in the two separate directions by the use of special 
filtering within the amplifiers. At a central location within the 
network, a head end has to be established. A head end is a term to 
describe a point where the signals reverse direction. So all devices 
send their signals to the head end where the frequency translation from 
high side split to low side split and amplification take place. After 
translation, transmitted data now becomes received data for the network. 
This technique is necessary to assure uniform RF performance throughout 
the entire network. 

SY'IEK has designed statistical multiplexors along with the RF 
transceivers to take advantage of both frequency division and statistical 
multiplexing techniques. This helps to keep the networking costs down by 
sharing the high RF transciever costs arcongst many virtual terminal 
connections. 

The physical interconnect devices for this type of network are 
specifically Cl(J!V directional couplers that allow for interconnection to 
the medium with a minimal anount of degradation. These passive taps on 
tne medium connect to the interface device which essentially are RF 
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m:xiems. Transmission onto the mediwn is done by a small radio like 
transmitter in the interface device, and a small radio like receiver on a 
carrier frequency separated by the mid-band split is used to get the data 
off of the medium. The transmitters and .receivers a.re truly m:::xiems in 
that they m:xiulate and den¥Jdulate the digital signals. 

The interface devices for SY'lEK take the den¥Jdulated RF information, 
and convert it to one of the other signal level standards. By doing 
this, the SY'lEK network now becomes transparent to the specific equiflllerlt 
requiring the data channel, as long as that equitment uses one of the 
other signal standard conventions. This transparency allows for a very 
flexible mixture of devices and protocols to share the mediwn at the same 
time. Because this is a broadband network, each data link (as previously 
stated) has it's own carrier frequencies, and will function as if there 
was no network at all in between the devices. 

The flexibility of this type of network brings a few problems. One 
of these is the requirement that the network must be managed by 
individuals who are trained not only in Data conmunication, but in CKI.'V 
as well. The CKI.'V aspects of this type of network are every bit as 
canplex as the actual equiflllerlt using the network, so additions and 
changes to the network require careful planning from an RF point of view 
as well as a data conmunications point of view. 

3.7 

DISTRIBUTED PROCESSING 

Distributed processing is a very large and canplicated field of 
computing and data conmunications. It goes beyond the scope of this 
paper, so my remarks relative to distributed processing are limited only 
to those relavent to local networking that can be vendor iniependent. 

Distributed processing can be looked at as a local network that has 
its peripheral devices and processors linked together as shared resources. 
So essentially one can look at the system which includes everything 
attached to it, as a single system even though the resources you are using 
are attached to a different processor. In these kinds of systems, the 
network itself becanes integral to the COfiFUter system and it is very 
difficult to determine where the computer system ends and the network 
begins from the users point of view. This is particularly true as the 
speed of the network approaches that of the disks and the execution speed 
of mem:>ry. Thus a high performance local network can becane the link 
between processors that can provide increased power of the total computer 
system. 

The design and implementation of the network in a truly distributed 
processing system can becane simple relative to the difficulty of 
protecting and managing the distribution of the shared data and processes. 
This problem is a major limiting factor in distributed processing systems, 
and is not at all related to any limitations of networking. 
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Distributed processing, although not a new concept, has not been 
widely used. .rvt:>st distributed processing systems are not vendor 
independent. Thus I am reluctant to call these truly distributed 
processing, and am m:>re inclined to refer to them as vendor dependent 
integrated canputing systems. 

4.0 

NEIW)RKING PRESENT AND EUIURE 

The present and future of networking are cast into the parameters 
that I have defined within this paper. All three of the basic elements of 
networking will be changing as technology catches up with the increasing 
need for networking. Why soould this increasing demand be stressed? The 
fact is that as computing power has increased dramatically, the cost and 
size of computers has dropped. The recent history of computing s00ws that 
this trend will continue. So in the next decade, the emphasis will change 
from the need to process data to gaining access to the data that needs to 
be processed. This shift is what will create the demand for better data 
comnunications. 

The major networks mentioned, namely ErHEEtmr and SY'IEK, are just 
begiming to be used. El'HERNEl' installations will mt become widespread 
until there are integrated circuits designed specifically for the network 
components. so if one wanted to design a network today using E1'HERNEI', 
one would be hard pressed to find components to use for this purpose and 
would find very little software support from any vendor other than XEroX. 
SY'IEK's components are available today for use, and because they provide 
the data transparency that is integral to a broadband network, they can be 
used to build a canplete network. Because all of the broadband networks 
are relatively new, the costs are canparatively high for intercomecting 
many slow speed devices. As the need for higher speeds increases, the 
cost effectiveness of this type of network also increases. 

4.1 

TRENDS IN MEDUIM urILI ZATION 

Clearly by sheer numbers, TPW's are the masters of todays networking. 
The flexibility that TPW's offer over any medium (except for high speed 
needs) exceeds any other. Its domination of networking will be soort 
lived as baseband, particularly EI'HERNE!', get a foothold on the market. 
This transformation will start to occur in the next 5 years as m:>re 
manufacturers design equit:ment around EmERNEI''s protocol. El'HERNE1'S 
poi;x.ilarity will mean that the trend will shift from TPW's to coaxial cable 
used in baseband m::xie. As the need for m:>re bandwidth increases, El'HEmEl' 
and other CSMA/CD protocols will be cormonly used in broadband Ito:ie where 
many individual links of this type can share the same cable using 
independent carrier frequencies in a frequency division multiplexed 
envirorunent. With this flexibility, coaxial cable will certainly be the 
medium to be used in the later 1980's. 
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Fiber optics will be in use for long distance applications where 
bandwidths greater than coax are needed. Although rcost CSMA/CD protocols 
will easily adapt to fiber optics, the cost of this inefficient use of 
bandwidth will probably preclude usage of this medium for local 
net\'K>rking. Eventually the interconnect and medium costs will be 
competitive and fiber optics will start taking over coaxial cable in new 
installations. This will be a long slow process, and I do not believe 
that it will take place sex:>n for local net\'K>rking on a grand scale. 

4.2 

MEDIUM INTERCONNOCTICN TRENDS 

In several aspects, the medium interconnection device issue will 
determine net\'K>rking trends as technological advances in this area are 
made. Presently, this interconnecticn problem is what is holding back the 
transfo.cmation fran TPW net\'K>rks to coaxial networks. Currently, the 
relative interconnection costs are as follows; 

IN1'ERX>NNEC11ION 

Twisted Pair Wires 

Coaxal (baseband) 

Coaxial (broadband) 

Fiber optics 

AProX. COST U.S. i 
$200/connection 

$750/connection 

$1,500/connection 

$ ? 

As one can see, there is a large spread in cost between the various 
connection types. The cost for connection to coaxial in both baseband and 
broadband ll'KXies will drop as VL.SI (Very Large Scale Integration) devices 
are designed to contain m:>st of the circuitry for the interconnection 
devices. Anothe.c interesting item to note is that as the bandwidth of the 
medium increases, the interconnection cost appears to increase at about 
the same rate. 

The costs to connect to fiber optics really have not yet been 
determined. Because this medium is so new, interconnection standards have 
not been formulated. Simple point to point slow speed connections can be 
made today at a very reasonable cost, but in the future I see fiber optics 
used in one of two ways. First, I see that the cable will be driven in 
baseband m:xle at very high data rates, say in the 500 to 1000 megabit 
range. At these speeds, the bandwidth of· the cable will oompete with 
coaxial cable. but at these bit rate speeds, special high speed logic 
circuits will have to be developed. These circuits will increase the cost 
of interconnection. Fiber optics will also be used in broadband m:xle, 
similiar to the way coax will be used with many J:X>SSible CSMA/a:> data 
channels sharing the cable with different carrier frequencies. The 
implication of broadband use of fiber optics also implies sane means of 
linear amplification of light signals within cable, and this has not been 
acomplished yet. 
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4.3 

OFFICE AU'l'CMATICN 

Office automation's primary goal is to integrate all comnunications 
facilities into a single network archetecture. This grand goal can only 
be acomplished through a medii.nn that can provide transparent 
characteristics to these facilities. This transparency can only be 
provided in the forseeable future by a coaxial system inplemented in 
broadband rl'Dde. Coax has several other potential advantages over other 
mediums. In the near future, trunk amplifiers for CRN systems will be 
designed so the useable bandwidth will be increased from 300 MHZ to 
greater than 1000 MHZ. This expanded bandwidth will keep coax competetive 
with nore advanced mediums for a long pericxl. Irnplem:mtation of CSMA/CD 
protocols running in broadband rl'Dde gets arouni one of the major 
objections of RF multiplexing, and that is inefficient utilization of the 
medii.nn. Also, integrated circuit implem:mtation of the RF tranceivers 
that are needed for the interconnect devices will greatly reduce 
interconnection costs. 

CRN coaxial systems were initially designed to carry television and 
EM radio signals on them. The inclusion of data on these systems does not 
negate the use of television or radio signals because they are all on 
different carrier frequencies. So broadband coaxial networks are best 
suited to provide the grand unification of all oomnunications facilities 
with a single network. It is possible that there will be a single 
interconnect device that will have inp.Its and outp.Its for telephone, 
television, and data. Unlike other network types, the technology to do so 
is already present, and all that is needed is the demand for this kind of 
integration. 

This same integration may also be acatplished by fiber optics systems 
at a much later date if techniques are developed to digitize the analog 
signals of video and voice to be multiplexed on to the fiber optic cable 
in baseband rl'Dde. It may also be possible at some future date to 
frequency division multiplex fiber optics to acatplish what can be done 
with coaxial cable. HCMever, this speculation goes far beyond todays 
practical capabilities. 

4.4 

POTENl'IAL DIFFia.JLTIES WI'IH LARGE LOCAL NEI'VDRKS 

Networking on a grand scale will create new problems with control and 
management of computer systems that do not currently exist. These 
problems will be with us for a while until oomputer systems are structured 
specifically to address them. The direct problems that grand scale 
networking will create are; 

1) Vulnerability 
2) Security 
3) Accountability/Resource Management 
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Pis the speed of the network increases, l'!Dre and l'!Dre devices will be 
connected to the network instead of directly to the computer system. This 
distributed peripheral principal will take sensitive equii;rnent out of the 
protected environment of the computer roan. By having high speed networks 
that connect equipment in this manner, what is really happening is that 
the network becares a virt1;1al extension of the canputers internal data 
paths. If grand scale networking is not looked at in this light, one 
might place equipment on the network in inappropriate locations. Doing 
this without due consideration may change the meaning of distributed 
processing to distriouted problems. Having an all p.irpose network may put 
the network cable in areas where it might be damaged, and this could be 
very costly. If there are to be critical devices attached to the network, 
one should not put the network cabling in places where one would not put 
the computer buss itself. 

Security issues share the same problems as vulnerability issues. 
Having a large local network shared by a single cable will put all data 
for all devices accessable where ever it goes. Encryption devices should 
be attached to equipment that serve security sensitive applications. 

Managing and accounting a large local network that is de-centralized 
may become the critical factor in limiting the capabilities of the 
network. Without the centralized control and llDllitoring of the network, 
troubleshooting and accounting of large networks will becare unmanageable. 

s.o 

DATA CXMIDNICATIONS AT FERMILAB 

FERMILAB Cbes not use all of the techniques, networks, and devices 
that I have described, but in the process of determining our needs current 
and present, we have investigated nost networks and network aspects. 
Beeause of the size of both our computing facilities and local geography, 
our ocmnunications needs are great. But due to the nature of our funding, 
the ever present cost effective issues llOderate our comnunications needs 
to exclude projects and methods that do not pay their way. So in every 
aspect of what we do in data ccmnunications, the need has to be great, and 
the cost must be justifiable. 

5.1 

FERMILAB CCMPUTING 

To really understand what our needs for networking are, it is useful 
to kI'¥JW the kind of computing we do. So the following will be a brief 
description of oomputing at FERMILAB. 

our computing facilities vary widely in scope, geography, and 
applications. Most of the canputers are administered by the canputing 
Deparbnent, however a large number of machines that are dedicated to 
accelerator and beamline controls are administered independently. For the 
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nost part, these irrlependent machines use Computing Department facilities 
for data conmunications. 

The major functions of the Computing Department can generally be 
divided into the management and support of the following three areas of 
computing: 

1) Data acquisition using mini-computers. (generally Digital 
Equifmellt Corporation PDP-11 and VAX systems) dedicated to the 
acquisition of data on physics experiments located in the 
experimental areas of the Laboratory. 

2) Data analysis performed on our COntrol Data Cyber 175 canputers. 

3) Laboratory support canputing including business applications, word 
processing, and data base applications. (~tly performed on our IBM 
4331 canputer system.) 

sane of these functions require nore data ccmnunications capabilities 
than others. For example, there is a very limited need currently for 
camnunications on the data acquisition computers, while the data analysis 
machines depend heavily on data conmunications. 

The O::Jfll?lting Department, in attempting to optimize utilization of 
all of the facilities, has allowed and will encourage applications to 
cross boundaries between machines that generally are used for specific 
purposes. So for example, we find m.:>st of our business applications 
running on our IBM machine1 however word processing is generally 
accomplished on our CDC canputers. These semi-related applications 
crossing machines would normally proliferate redurrlant data conmunications 
networks to be built with separate cabling, terminals, and m::>derns. 

5.2 

DEFINING FERMILAB'S :NEIW:>RKING PRJBLEMS 

My discussions of data ccmnunications history cane from first person 
experience. At one time FERMILAB's only data conmunications consisted of 
several m::>derns connected to a PDP-10 computer system. The main canputer 
facility was strictly batch, and did not have any interactive terminals 
connected to it. '!he need for interactive computing came about when we 
upgraded our main canputer system in 1979, and ccmnitted to an interactive 
computer operating system. 

No one was really sure how well interactive canputing would be 
accepted by a conputing ccmnunity that was accustomed to using card decks 
as the only means of program storage and maintenance. A s:tx>rt time later, 
our old IBM computer system that ran nost of our business applications 
required replacement, and this was acomplished with a new processor and 
operating system that would also allow for interactive use. Additionally, 
we were supporting several DEX: PDP-11 canputer systems for program 
develofmellt, and there were going to be several DEX: VAX-780 systems 
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delivered within a years time period, all to be used interactively. These 
factors determined our major needs for net~rking. As the nwnber of 
canputer systems that were going to run interactively increased, the real 
networking problems we faced were to provide a framework that would 
minimize the networking costs for supporting slow speed terminal 
connections to canputer systems instead of interlinking the canputer 
systems. we decided that our needs for shared peripherals and/or high 
speed interprocessor caununications links would be best served through 
other network facilities. 

By the definition of the problem, the only solution (in 1979) was a 
star net~rk centered around a data PABX (or port selector). 

5.2.l P:OOBLEMS WITH '!HE MEDIUM OF THE NEIW)RK 

As stated previously, the use of a port selector implies the use of 
TPW's for a medium, and baseband utilization of the medium. The 
difficulties that had to be overcane with the cabling were all of the 
typical problems that are related with using 'IWP's as a medium, and they 
are as follows; 

1) Slow speed. 
2) Noise imnunity. (Shielding) 
3) High cost of leasing phone circuits for local data connections. 
4) Expandable distribution of the medium. 
5) Limited transmission distances with RS-232 oanpatible devices. 

All of these items had to be addressed before a solid camnittment could be 
made for a single large network. 

The slow speed problems of TPW's were not really an issue with our 
system for several reasons. First of all our net~rk was going to be 
centered around our large ax: canputing facility. To simplify our 
configuration of canputer ports, and to allow for 110re of them, it was 
decided to limit normal interactive canputing to 1200 baud which happened 
to be the fastest speed the ax: system could perform autobaud recognition. 
This limit was also canpatible with the fastest asyrx:hronous rocrlem that 
could be used on a voice grade line. Even so, we decided that our network 
wiring had to to support a minimum of 9600 baud at the maximum distance 
point in the local net~rk. 

Noise inmunity was the IIOSt important factor in deciding how the 
net~rk should be cabled. OUr limited experience with direct connection 
of terminals and canputer ports convinced us that transmission errors 
could not be tolorated. Troubleshooting transmission errors were very 
difficult and time consuming. 

Leasing telephone wires within your own building, for your our 
conp.lter, and to your own terminals just did not seem to be the nost cost 
effective method of distribution for our network. Additionally, our 
telephone trunks were strained to capacity and data connections would just 
force the telephone company to install 110re of their own cable in our 
buildings. 
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Because we did not koow how many connections we would eventually 
need, whatever cabling scheme we decided on would require the ability to 
expand it to accormodate any reasonable number of connections. 

5.2.2 Problems With A Star Network 

Using a PABX usually means that the existing PABX that controls the 
telephone system is upgraded or replaced so to be able to switch data as 
well as voice. These schemes, although cost effective in some respects, 
do place a lot of responsibility in both the switch and the network of 
cables that serve it. Other factors such as the total switching capacity 
and switching features have to be managable by the PABX as well. In some 
cases, data switching may have to be canpromised for voice or visa versa. 
Maintaining the mediwn where data may share the same wires as voice 
oomplicates the troubleshooting tasks. 

one other major drawback to this scheme is that there is IlCM a single 
point of failure for all conmunications, and even though the reliability 
may be great, having to disable voice ccmnunications for data 
troubleshooting or data for voice is not the best utilization for either. 

By using a port selector, we could allow any terminal to access any 
aomputer system, and use the same wiring for all of the terminals and 
aomputers. 

5.3 

FERMIIABS CIDICES 

The problems were now clearly defined and they were inherent in the 
network type we decided on. The mediwn problems seem to be the nost 
important to solve in that if a suitable mediwn implementation was not 
found, the port selector device would not be needed because we would be 
forced into de-centralizing the network into many individual networks, and 
thus negate the need for the port selector. 

5.3.1 Mediwn Inplementation 

In looking for a solution to the mediwn problem, I discovered that 
pre-assembled telephone cables could be purchased from several 
manufacturers. These cables are called connectorized cables and consist 
of 25 twisted wire pairs with 50 pin connectors on each end. The cables 
are made from 26 gauge wire and cone in various lengths from 10 to 300 
feet. 

In looking at our network needs, we knew that IIOSt of the aomputer 
connections would be located within the Central Laboratory Building which 
contains nost of the engineering, scientific, and business activities of 
Fermilab. This meant that at least half of our network would be located 
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within one to two thousand feet of the central computing facility. 

Seeing that the pre-assembled cables oould be used to distribute the 
network within the Central Laboratory, the next thing to do was to 
assemble a worst case cable situation and study the transmission 
charactecistics. To make a several thousand foot run of cable, several 
cables with opposite sex oonnectors were strung together, and actually 
installed in the building to see if shielding or grounding problems as 
well as impedance mismatches and reflections would interfere with 
transmissions. I used all of the instruments at my disposal to evaluate 
the test run of cable, sweep generators, spectrum analysers, and time 
domain reflectometers. All of the test indicated that the cable itself 
even with the interoonnections of many cables could support baseband 
transmissions at data rates at least an order of magnitude greater than 
our maximum anticipated speed. In the process of my testing, I also 
discovered that telephone distribution pannels with connectors that mated 
with the connectorized cables could also be purchased. These two standard 
telephone cabling items used together would allow me to assemble thousands 
of wire pairs for thousands of feet without soldering a single connection. 
For medium distribution, the only missing element was a scheme for 
dividing the geography of the building into logical divisions that would 
allow easy identification of any connection. A numbering system of 
trunks, cables and connection was established for this purpose. The only 
hand wiring that had to be done was between the caoputer end of the trunks 
which terminated into an additional local standard cable set that takes 
the punch on telephone connections to individual 25 pin RS-232C 
oonnectors. At the other end of the trunk, individual cables were needed 
to connect the terminals to the trunk cables. Again, local standards were 
established to allow for color code ccmpatibility. 

This entire arrangement allows for easy identification, expansion, 
and troublesl:xx>ting. Each trunk in the system can consist of any number 
of cables that serve a specific geographical location, and each cable can 
provide up to 12 terminal connections. (2 TPW's per terminal connection). 
!t:>re important, all of the limitations normally associated with TPW's were 
r£M not applicable to our installation. And r'l:M, the true test of the 
mediums implementation could be evaluated. And that of course related to 
the cost effectiveness of this implementation. Calculations showed that 
the cost 'of installation and materials would be paid back within the first 
years use relative to leasing telephone circuits. 

5.3.2 Port Selector Implementation 

Now that our own TPW medium for data was going to be independent of 
the existing telephone system, any advantage that might be gained by 
integretation of a data switch within the local PABX would be lost. SO 
for our installation, we were only interested in installing a pure data 
PABX, and of course the ever present cost effectiveness issue had to be 
addressed. Our needs also dictated that our port selector provide as much 
flexibility as possible, again because of our not krl:Ming exactly how 
large or complex the network would become. 
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OUr selection process and proceedures are inappropriate for 
discussion in this paper, but we eventually decided on purchasing a Mican 
systems port selector. I will be mentioning features that specifically 
will refer to MiCX)ftl' s device at this point. Most other manufacturers have 
similiar features, and the one's I will mention are the one's that have 
~ important to us and are useful to use as a basis for comparison of 
similiar equiI:JDent. 

The most important issue that had to be addressed was the lack of 
redundancy associated with a star net\\Ork. The port selection device that 
we selected has redundancy both in the logic and power supplies. The 
logic allows for switching between the primary and secondary systems that 
are identical and ready to use. The ,EXJWer supplies automatically switch 
to the secondary power supply if the primary should fail. There is also 
redundancy in the roodules that actually Cb the switching between the 
terminal lines and canputer ports. One further level of protection canes 
in the fact that all of the roodules that drive the lines or ports are 
interchangeable, so a minimal nwnber of these boards have to be held as 
spares. Because our port selector device is only concerned in switching 
data and not telephones as well, it is insensitive to maintenance and 
failures related to our telephone system. 

The port selector device provides quite a lot of control, IIDlitoring, 
and troubleshooting tools that one would not normally have. These 
features, in addition to the basic switching scheme, provide canplete 
computer independent net\\Ork management. 

The port selector, with its built in redundancy, has proven to be far 
rcore reliable than any of the equii;nent it serves. In over three years of 
operation, only minutes of down time are related to the operation of the 
switch. EVery canponent failure of the system involved singular 
canponents that were covered by the wilt in redundancy. So our greatest 
concern with having a single point of failure in a star network has been 
put at ease. 

The cost savings involved with the use of the port selector are 
widespread. The most obvious is that the interface cards that provide the 
terminal connections are canpatible with baseband line drivers so for each 
terminal oonnection, only one line driver is required per terminal instead 
of one at each end of the link. The use of the line drivers gets around 
the 50 foot limitation of the RS-232 standard. The other major advantage 
especially for a large time sharing system, is the sharing of 
oommunications resources. This sharing canes in the following forms: 

1) canp.iter ports are shared by all terminals so utilization is high. 
2) Modems can be shared by several different oomputer systems. 
3) Terminals can access several different computer systems. 

This sharing can at least oouble the effectiveness of all the 
conmunications resources if several systems are involved and camon 
elements can be shared. 
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6.0 

CONCWSIONS 

There are many aspects of data camnunications and networking that I 
have not discussed, or have just briefly mentioned. I have done this 
intentionally because my feelings are that the network should be 
autononous of specific vendors computer systems whenever possible. All of 
the networks described in this paper reflect those network systems that 
can provide this autonomity. I have not mentioned all of the network 
manufacturer's that can provide vendor independency, but the one's I have 
mentioned are representative of many. The future of networking will have 
enough standardization so that networks can becane as independent from the 
computing system as did programming when universal languages were 
developed to generate machine code. 

Although this paper has not emphasized the inevitability of 
networking's impact on computing, this will happen very soon. This impact 
will change the way we do our canputing and the way our canputing is done. 
De-centralization of computing resources will create different problems 
that will force us into learning new fields of technology. 


