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A high speed network oorcmunications station has 
been developed to serve to interconnect a variety of 
corcputers in a multiplexed star network. Each station 
consists of one =ntrol m:::xlule and two merrory m::x'iules 
emtx:xlied as CAMAC nodules. Transmission is over coax­
ial lines with typical distances between stations of 
from l to 2 miles. The transmission rate is 4MHz. 

Introduction 

At Fenni National Accelerator Laboratory typical­
l.y a rn:imber of experirrents are simultaneously set up 
and "10rking in each of five geographically separated 
experimental areas. Figure 1 illustrates the approxi­
:n:ate Lal::cratory layout. The accelerator cycle typi~ 
cally runs about three to six seconds of acceleration 
period during which tine little of interest to the ex­
per.inenters occurs and then a constant energy period 
furring mich time the beam is extracted slowly over a 
period of that one second to rrost experirrents. During 
this one second spill tine, based upon high speed 
electronics logic decisions, an interrupt to a local 
on-line caTIPuter system is generated and data is 
strobed from the high speed electronics into the co~ 
pot:er. This data strobe typically is of the order of 
1DO mini-computer words of data and frequently of the 
amer of 100 triggers occur during one spill pericd. 
~ mini-crnputers collect data in this rranner, buffer 
and :frequently fo:r:rrat the data and then store tlris 
data on tape as the prirrary data long tenn storage 
nedium. The mini' s also operate on sarre fraction of 
the data to nonitor the operation of the experii-rent, 
usDally in close interaction with the experitrenter. 

Frequently it occurs, however, that the mini­
ccn:puter is inadequate in carputing power to give an 
adequate physics result to the experit"lE!lter. For this 

• n=ason it is necessary to have additional canputing 
power available to make these rroreextensive calcula­
tions. Given today's technology it is possible to add 

, .floating point hardware to a nodern mini-canputer to 
' alJ.eviate this situation. fl..<:Mever, since there are a 
· large Il1ll!ber of mini-oornputers installed in our I.abo­
xatory, and also because frequently rrore conputing 
:pc:llWer is required than can be obtained with typical 
:m:ini-computer floating point hardware, it is rrore ap­
propriate. to connect them with a real tine link to a 
}'et larger rrore powerful ccnputer. At Fennilab we use 
a CDC 6600 in this role. At the present tima hcwever, 
data is brought to this ca:rputer by bringing the mag­
netic tape to the corrputer via the "on-line bicycle 
:coote". It is to rerrove this rather slCM' "on-line" 
JEchanism that we have designed a general purpose 
Laboratory wide data car:munications network to lin.1{ 
oar mini-ccmputers to a central large corrg;mter. This 
net.i«>rk is called BISON-NET. 

Global Concepts 

Our design for BThu\1-NEI' is based upon the fol-
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lowing considerations: 
a) There are a variety of mini-canputers of dif­

ferent rranufacture servicing the various experinEnts. 
b) Alnost all the mini-computers use CAMl\C: as t.'1.e 

nonnal interface system. 
c) Although the Q\MAC protocol is rather Cllllbe.r­

sone for the major data acquisition and frequently 
tends to be the limiting elerrent during data strobes, 
nevertl1eless during the acceleration cycle the activ­
ity level for the CAMAC branch highway is very low. 

d) 'Ihe network should handle reasonable sized 
buffers from each experimenter, with an average peak 
rate of one buffer per experircenter per acceleration 
cycle guaranteed. 

e) As much as possible the conmunications proto­
col should be transparent to·the user. 

f) There should be no distance lilllit between 
terminals. 
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Fig. 1 Fennilab Experimental Area Layout 

These·considerations lead to a design which uti­
lizes a CAMAC interfaced system. The implementation 
which is syrmetric at transmit and receive ends re­
quires only two different types of rrodules. As il­
lustrated in Figure 2, a network terminal requires 
one transmit/receive control nodule (T/R Module) and 
two 1024 \\Urd 24 bit merrory nodules, one serving as a 
transmit rre.-rory ('IM ~bdule) and one as a receiving 
nerrory (RM l>bdule). A typical mini-computer to COC 



6600 connection is given ID Figure 3. 'Ihe whole net­
work is a star network and because of the rather large 
distances IDvolved and the relatively high cost of 
high quality transmission cable, multiplexers are 
utilized for physically close clusters. 'Ihe network 
is schematically illustrated ID Figure 4. 
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Fig. 2 Major Features of BISON-NET CAMAC Modules. 

Typically at the end of a spill period, when the 
CAMAC system is not ID a tine critical situation, the 
user initiates a block transfer from a lK buffer ID 
his core nenory IDto the lK buffer BISON-NET 'IM m::xlule. 
Up to a· dozen different users might do this nore or 
less simultaneously. Once the transmit nenory j..s 
loaded the transmit/receive Jl'Ddule transmits the whole 
block serially to the receive :rrenory at the me end. 
The multiplexers take care of the priority and proto­
col if bt.U 'IM Jl'Ddules become filled at the sarre no­
mant. At the receive end appropriate status bits are 
set and the software at the 6600 end scans the status 
registers and unloads the data ID an appropriate f ash­
ion. 'Ihe T/R m::xlules are reasonably IDdependent. 
'!hey are designed to take care of a large variety· of 
unusual: error conditions and will automatically re­
transmit the block if there has been an unsuccessful 
t.ransmission. 

'lhe data transrni tted via this technique is either 
exper.inental data or control words. 'Ihe first four 
\\Urds are software set and define the details of the 
acconpanyIDg data. 'fypically the user is·alla.ved to 
construct a file which is controlled by special soft­
ware in the me 6600 peripheral and central processors. 
These are bu£fered ID core m::nory ID the me 6600 and 
written IDto 'the disk by the system software. The 
user nay open and close this file and after the file. 
is closed, he rray submit high priority batch jobs by 
transmittlllg appropriate control words and associated 
control blocks. Nonnally it is assmed that the data 
files are constructed over a period of minutes or tens 
of minutes, and at the end of this tine, a high prior­
ity batch job is initiated. This batch program nay 
construct an output file if appropriate and upon IDi­
tiation by the mini-computer, this block will be 
transmitted back to the mini-computer. 

Mem:>ry fudule 

One of two types of CAMAC nodules required for 
the BISON-NET is the 1024 word by 24 bit nerrory 
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(Figure 2). This m::xlule uses static N-IDS n:enory, Tl'L 
logic, and has been designed as a general purpose 
nerrory. Connection to the T/R m::xlule is via a rear 
panel connector located above the CAMAC dataway con­
nector. Twenty four lines are used as a bi-direction­
al dataway (the T/R dataway) with the renaIDder used 
for control functions. Menory m::xlules function either 
as a transmittIDg ('IM) or a receivIDg nenory (RM) de­
pending on where their interconnecting cable is at­
tached to the T/R nodule. 
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Fig. 3 Typical Mini-c:onputer to CDC 6600 Connection 

To aid in system checkout and error diagnosis, 
all important control registers can be set and cleared 
by Cl\MAC corrroands. In addition various sections of 
the autorratic logic can be inhibited by setting con­
trol bits. The Cl\MAC cormands and register configu­
ration are detailed ID Table 1. 

A nonnal BISON-NET block transfer operation 
starts with an F(l6) block write corrmand to the 'IM 
m::xlule. The first word of a block transfer is treat­
ed ID special way by the . 'IM m::xlule. The low order 
ten bits of the first word give the word count of the 
block transfer, and are set by software. 'Ihe value 
of this word count is stored ID word count register 
(WCR), and is contmuously COOlpared with the Jrel!Ory 
address register (MAR) durIDg transfer. The first 
w::>rd is also stored ID its entirety ID the first lo­
cation of ·the M'.)S nerrory. The MAR is IDcrenented at 
the Cl\MAC S2 tirre and successive words are stored in 
successive .nenory locations. The 'IM m::xlule nonitors 
the rate at which words are received from CAfvlA.C and 
when a break is detennined by a pause greater than a 
preset tirre (as detennined by the particular computer 
branch driver combination) the nerrory load operation 
is terminated. If the MAR and the W:R do not natch, 
an error condition is indicated. The MAR is then re­
set to zero. 

If this natch .ts. successful and if no other 



ei::ror conditions exist, the T/R rrodule receives a sig­
nal indicating that a block.is available for transfer 
to the reuote station. The T/R nodule now switches 
the :rreno:cy data path from reading from the CAMAC data­
way to writing on the T/R dataway. The T/R nodule 
serializes the nem::>:cy words, adds parity and control 
bits, generates Di-phase code (similar to Manchester 
code) for transmission and transmits the serial data 
at its intenial clock rate. · · The MAR is advanced by 

·pseudo S2 pulses generated in the T/R nodule and 
transmission continues until terminated by equality 
hetwee:n the MAR and VCR. 
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EXPERIMENTAi. COMPUTER/CAMAC INSTALLATIONS 
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T 

Fig. 4 BISON-NET network with multiplexers shown 
which allow shared use of cables between the 
Central Iaborato:cy and the principal experi­
nental areas. 

Operational failures are detected by the T/R 
llDdule which sets a LAM to indicate that 5omething has 
gene wrong in a neno:cy nodule. A neno:cy status reg­
ister can then be examined to detennine the exact 
·cause of the . error. Note that T/R nodule LAMs are re­
served for error conditions and nerro:cy LAMs for suc­
cessful C01lll?letions. 

A number of er:ror conditions are possible. 
mocks of improper length, atterrpts to write into a 
RM nodule or to read from a 'IM nodule or to write 
blocks longer than 1024 words are all detected. A T/R 
ITDdule LAM will also be set if a write is atterrpted to 
a 'IM nodule which has not as yet successfully trans­
ferred its contents to the reuote location or if" a-read 
is attempted fran a RM nodule that has not received 
new data. It is thus possible to program blindly 
without examining status registers or servicing LAMs 
if it is knOND ahead of tine that the probability of 
a successful operation is high. Thus an experircent 
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passing one buffer per beam spill could write blindly 
with the expectation that the last buffer would alrrost 
always be clear. In the rare instances where this is 
not the case· (e.g., the central corrq;iuter is down 
briefly) it is only necessa:cy to attempt to reload the 
'IM nodule since logic prevents ovei:writing data which 
has not been successfully transinitted. 

f END OF PREVIOUS WORD 4 BIT SPACE 

I FIRST I DI D2 
D3 -1· D4 DS 0'6 PT 

LAST I D7 08 09 DIO Dll 012 PT 

I PHAS(I 013 014 DIS D 16 D 17 D 18 PT 

I SPARE I 019 D 20 D 21 D 22 D 23 D 24 PT 

LP I LP 2 LP 3 LP 4 LP 5 LP 6 LP 7 LP 8 

4 BIT SPACE START OF NEXT WORD \ 
Fig. 5 BISON-NET word fonrat, P'.r is odd transverse· 

parity while LPn is even column parity. 

Similar logic holds for the RM l!Odule. In this 
case the T~rrodule fabricates pseudo S2 pulses, as­
sembles full words and then transmits the input data 
to th~ RM nodule via the T/R dataway. When transmis­
sion errors are detected by the parity circu:i,.ts, RM 
nodule load operations are terminated. This results 
in a tirre out with an inproper length corrparison and 
the rreno:cy autatatically resets its address.register 
to zero to look for a retransmission. Except for 
special nodes.of operation, the meno:cy address regis­
ter is reset to zero at each tirceout so that the ~ 
ory is always ready to load a block starting at loca­
tion -zero. 

Merro:cy IAMs are set only on successful completion 
of a nemo:cy unload operation. Thus the 'IM nodule sets 
a lAM when its contents are successfully transferred 
to the renote location and the RMrrodule sets a LAM 
when its contents have been unloaded via CAMAC. 

T/R M:Xl.ule 

The T/Rrrodules at each end of the transmission 
link control the traffic between the four nerro:cy nod­
ules. Operation is alrrost full duplex in that trans­
mission can occur sirmll.taneously in both directions. 
A key feature of the T/R rrodule (Figure 2) is its t\'lo 
status registers. Each T/R nodule contains a 24 bit 
local status register (ISR) which indicates all its 
inportant control functions. In addition each T/R 
nodule also contains a second register, the rerrote 
status register (RSR) , which holds the nost recently 
received contents of the local status register from 
the T/R nodule at the rerrote station. Thus each T/R 
nodule is constantly aware of its own status and the 
status of the renote.T/R nodule. If there is no other 
traffic, status is t;ransmitted at about 0.1 second 
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intervals. One of the I.SR bits, and a front panel 
light indicate that the T/R rrodule is regularly receiv­
ing status fran the renote station. Since this equiv­
alent bit from the rerrote T/R rrodule is retumed in the 
RSR and is indicated with a second light, quick visual 
determination that transmission is taking place in both 
directions is p::>ssible. If this status protocol fails 
a T/R m::rlule LAM is set. 'Ihe CAMAC ccmtBilds and reg­
ister identification for the T/R rrodule are listed in 
Table 2. 

In general, any change of the ISR initiates the 
transmission of its contents. Since this is often 
critical infonnation, status words have priority over 
data "1Drds and are inserted in a data block whenever 
they occur. 'l\.lo bits in each transmitted word are used 
to identify the first word in a data block, a word. in 
a block, the last word in a data block, and a status 
~-

24 23 22 21 20 19 18 

"'"' .. 

CAMAC COMMANDS . 
Fl01 ·Aloi 
Fiii · A(0J 
F(IJ · A{IJ 
Fiil · A(2J. 
Fl21 ·Aloi 
F (8) • A (01 · SI 
F llVI · A (0~ · SI 
Fill) · Al01 ·SI 
F[lll · A(21· SI 
F(l6) ·A(oJ·SI 
Fl171 ·All!· SI 
F(J71 • A(2J ·SI 
FCl!IJ ·Aloi ·SI 
F (191 · A (OJ · SI 
Fl241- A (01 ·SI 
FG!6) · A (01 ·SI 
FG!7) ·A (01 ·SI 
(Z+Cl·S2 

TABLE 

MEMORY MODULE 
f7 16 15 14 I~ 12 II 10 9 8 7 6 5 4 3 2 I 

~ m ,... w ~ ~ - e 

~ ~ m ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
STATUS REGISTER 

t6 I' 14 13 12 11 19 9 8 7 6 5 4 ~ t I 

O'I ED .... ID - .. 
ee&&&&iiiii~~iii 

MEMORY ADDRESS REGISTER 

FUNCTION 
MEMORY SLDCK READ 
READ WC 8 STATUS REGISTER 

:: :~LE MEMORY LDCATION (AS !(MARI) 

OPTIONAL SLDCK REAO [INSTEAD OF F(0>) 
TEST LAM D• I IF LAM RED.· mif 
RESET LAM REQ. 
CLEAR WC B STATUS REGISTER 
CLEAR MAR 
MEMORY BLDCK WRITE 
LOAD SINGLE MEMORY LOCATION [AS llMARij 
LOAD MAR 
OPTIONAL BLDCK WRITE DNSTEAD OF FOG!] 
SELECTIVE SET WC 6 STATUS REGISTER 
DISABLE LAM 
ENABLE LAM 
TEST LAM Q• I IF LAM RED. 
CLEAR ALL REGISTERS 

NOTE' •x• RESPONSE 6£NERATEO FOR ALL VALID COMMANDS AND 
•g•f!ESPONSE 13ENERA1E> FOR REA0 ANO WRITE OPERATIONS 

Tiansmi.ssian is by 40 bit data words separated 
PY 4 bit spaces. 'Ihe data fonnat (Figure 5) consists 
of 24 data bits, 4 lateral (odd) parity bits, two word 
identifying bits, a phase bit, and B long (even) par­
ity bits. An extra bit all~s later system expansion. 
Smee the receiver circuitry is tine sensitive, re­
quir:ing 40 data bits at regular intervals followed by 
a space, the transmission link is less sel'lSitive to 
white noise than the 12 parity bits would otherwise 
.indicate. It is expected that this scheme is suffi­
ciently protective that the nndetected error rate will 

be insignif~t.2 In the design, emphasis has been 
placed on error detection and retransmission rather 
than error correction. 

As manti.aned earlier, T/R rrodule status bits pre­
vent load:ing a ™ nodule until its previous contents 
have been successfully transferred to the renote sta­
tion. Once the ™ rrodule is loaded, the T/R attenpts 
to transfer the IIE!IDry contents. First the T/R checks 
to see if the last block transmitted has been unloaded. 
If not, the T/R waits indefinitely for a status condi­
tion indicating the unload has taken place. Initially 
this wait was to be terminated by a short hardware 
tine out, however global considerations make it de­
sirable to allow a rather long wait to accormodate 
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tmusual load conditions at the central computer. 

24 .. .. 21 20 19 

a: a: 
0 0 
'.} '.} 

CAMAC COMMANDS 

F(l I • A !GI 
Fll)-A(I) 
Fii i · Al2J 
FIBl·A{01·$1 
F(l01 · A(01 ·SI 
F(ll) ·A (01 ·SI 
F{lll ·A (II SI 
FUii · A(21· SI 
FOii · A(3J ·SI 
F(l71- A(I) ·SI 
Fll9J·A(01·SI 
F(l9) · A(ll· SI 
F(l91 · A{2) $1 
CZ•Cl·S2 

18 17 16 

- .. ,_ 
m 

0: 0: ,. 
0 0 0 .. .. 
..J ..J ~ 

16 
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m ,. 
8 
0:: 

TABLE 2 

IlR 
IO 

0 
:c ,. 
!::; 

IO 14 .. 
0 .. .... :c ,. ,. 

li: t: 

MOOUL!i; 

• 7 • 3 2 I 

"' "' .. 0 "" .. z a: m "-,. .. ,. m ,. ..J "' 
., 

a: ..J 5 a: :l ... ~ ..J :::; !J ..J ., c 

LOCAL STATUS REGISTER 

.. II .. • • 7 • • • 3 2 I 

"' "' .. .. 0 0:: .. z m z a: Q. ,. 
"' .. w ,. ..J 

,. ,. m '.:'! Ii:? a: a: ;;: ,. .... ..J a: a: ..J u a: 0:: 0:: 0: 0:: 0:: '!' a: 0:: a: 0:: 

REMOTE STATUS REGISTER 

FUNCTION 

8765432'1 

"' . 
.Jrc~:§rr~~~ UJ 

:1;i~a:i!:et:ai 
~w~ffiww;il;~CIU> 

CONTROL REGISTER 

READ LOCAL STATUS REGISTER 
READ REMOTE STATUS REGISTER 
READ CONTROL REGISTER 
TEST FATAL ERROR LAM Q • I IF SET 
RESET FATAL ERROR 
CLEAR LOCAL STATUS REGISTER 
CLEAR REMOTE STATUS REGISTER 
CLEAR CONTROL REGISTER 
CLEAR ALL REGISTERS 
WRITE LOCAL STATUS COMMUNICATION BIT 
SELECTIVE SET LDCAL STATUS REGISTER 
WRITE REMOTE STATUS REGISTER 
SELECTIVE SET CONTROL REGISTER 
CLEAR ALL REGISTERS 

· NOTE' "X" RESPONSE GENERATED FOR ALL VALID COMMANDS AND 
'Q' RESPONSE GENERATED FOR REAO AND WRITE OPERATIONS 

Once the T/R IOOd.ule detemdnes that the rerrote 
rrenory is empty, transmission is attempted. The T/R 
ncdule then waits somewhat longer than the round trip 
cable time for a status word acknOW'ledging that the 
block has been received correctly. If this is not re­
ceived the block is retransmitted. This continues un­
til tr<1:11smission is successful or a hardware tine out 
occurs. 

Since only the data blocks are ackn~.Lea.ged, loss 
of a status word could result in the retransmission of 
a correctly received block. If the receiving station 
conputer happened to be very prompt in unloading its 
rrerrory it could receive the sazre block twice. 'lb pre­
vent this, each word contains a phase bit which alter­
nates .on successive blocks. catparison of the phase 
of an incoming block with the phase of the last good 
block received all.OW's discard:ing of repeat transmis­
sions of good blocks. · 

In order to allOW' shared use of transmission fa­
cilities, the first word of each block and all status 
words contain an 8 bit T/R IOOd.ule address which is 
automatically inserted by the hardware in the high 
order 8 bits. In order for corrmunication to take place 
the two T/R rrodules must be selecter switch set to the 
sane address. 

'!he T/R rrodule contains a number of features which 
aid in the detection and correction of troubles. First 
and forerrost is the continuous exchange of status which 
constantly exercises about 90% of the hardware. If 
this fails, the local T/R IOOd.ule can be tested by set­
ting the loop back bit of the local status register 
which logically connects the output to the input line 
and tests everything but the line drivers. Setting 
the rerrote loop back bit in the rerrote rrodule via 
status transmission requires only a fraction of the 
rerrote nodule to be operational and tests the trans­
mission line both ways. other control bits allCM set-



ting a LAM to interrupt the renote nodule, and imaedi­
ate status transmission from the local and renote nod­
ule. Automatic operation can be inhibited a"ld trans­
mission can be controlled step by step using the sta·­
tus registers and various interrupts. 

'lhe Di-phase ccxle used for transmission is self 
clocking, requiring only approximate !l'atch of the re­
ceiving nodule clock to the transmitted data and only 

one transmission line in each directlon.l The trans­
mission line (presently coaxial cable) is driven by a 
balanced transfonrer ooupled driver for good conmon 
m:ide rejection. 

Multiplexer 

Since each transmitted rressage carries the ad­
dress of the· pair of the T/R nodules, this is used to 
allow several sets of m::xlules to use the sane trans­
mission link. The scheme used is to pJll the multi­
plexer T/R nodules until one is found with a message. 
This nodule is then given exclusive use of the link 
until it has carpleted transmission of a single block 
or status word. If retransmission is required, how­
ever, it is placed at the end of a queue. At the re­
ceiving end, all m:::dules receive all rressages in par­
allel, ignoring rressages addressed to other nodules. 

Current Status 

'llu:ee T/R nodules and five IIE!rOry nodules have· 
been fabricated and tested. This is enough for one 
o::anplete link with a spare for each r:ositicn. These 
m:xiules have been operated successfully at a 4 MHZ 
bit rate between two PDP-ll's oonnected by 11,000 feet 
of cable, system checkout is nearly complete with 
presentj.y planned nodule logic changes being required 
only to aid system programning or diagnostic software. 
'!'be T/R m::x1ule and the rrerrory m::xlule require approxi­
mately 180 and 160 integrated circuits respectively. 

The operating system software is completely spe­
cified with C'Oding progressing for both the PDP-11 
user software and the COC 6600 system software. Indi­
vidual m::xlule diagnostic routines have been written as 
well as a very flexible CN--IAC Macro diagnostic lan-

guage 3 which is usable for any PDP-11 CllMAC system 
using a BD0-11. 

A contract has been placed for a Branch Driver 
for the coc 6600. The vendor is presently testing 
their hardware connection to the CDC 6600 channel. 

()peration on line with an experirrent is expected 
by the end of the first quarter of 1975 w;i.th a dozen 
or so users by mid-year. 

Acknowledgements 

We wish to thank L. Leipuner and K. Rich for 
contributions to the system design philosophy and also 
D. Curtis and J. Mack for producing the diagnostic 
software. M. Wat5on and T. Wesson contributed many 
design details and skillfully assembled the prototypes. 

References 

.1. Signetis Application .Meno 8T20 
2. R. K. Richards, Digital Design, John Wiley & Sons, 

New York, New York, Chapter 5. 
3. J. Mack, "CAMi\C Diagnostic Program", Fennilab 

Cottputer Departrrent Internal Re.t=XJrt PN-55, Fermi 
National Accelerator Laboratory, Batavia, Illinois 

5 TM-537 


