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The propagation of electromagnetic showers (EMS) in matter 

has been one of the earliest problems 

Carlo (MC) methods.1 There also exist 

studied by means of Monte 

a variety of analytic ap­

behavior of EMS. 2 proximations mainly to predict the longitudinal 

In recent years a number of MC computer codes to study EMS have 

become available. 3 These calculations generally follow the EMS 

in full analogue fashion down to some low energy cut-off of the 

participating particles. The computing time required to simu-

late EMS in this fashion is roughly proportional to the incident 

energy. For energies of interest at Fermilab (~ 1000 GeV) com-

puting times may become prohibitively long even on a fast compu-

ter. 

For many applications a full analogue treatment is not 

necessary. This includes the important case of calculating 

average EMS energy deposited in matter as a function of location, 
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which is useful in studying, e.g. radiobiological dose, heat­

ing effects and radiation damage. 

This note concerns a simple EMS program (AEGIS) which 

estimates average energy deposited as a function of position 

in a target of arbitrary (three dimensional) geometry and com­

posed of any number of materials. Magnetic fields may be in­

cluded in the calculation. AEGIS can be incorporated as a sub­

program in CASIM4 •5 to estimate energy deposition in hadron 

cascades due to EMS following ~· decay. Previously CASIM used 

a simple algorithm based on a parametrization of various ex-

perimental and calculated results. 

The motivation of the present work is (1) to have avail-

able a fast and reliable program to calculate high energy EMS, 

(2) the ability to include magnetic fields in EMS calculations 

and (3) to test the validity of the algorithm used in CASIM. 

As will be shown, results of the two methods are quite close. 

This validates a number of earlier results 6 • 7 and lends added 

confidence to future use of the CASIM EMS algorithm (where com-

puting speed is desired). In turn, the comparison may be 

viewed as a test of AEGIS versus data and calculated results 

upon which the algorithm is based (predominantly in the few 

GeV energy range). In addition, AEGIS results will be com­

pared with recent high energy (100-300 GeV) data on EMS in 

lead-nuclear emulsion targets. 8 Finally, the effects of a 

magnetic field on EMS will be illustrated by two examples. 

Some detail on the basic formulae and algorithms employed is 

collected in the Appendix. 



- 3 -

II. Program AEGIS 

The only particles considered in the calculation are elec-

trons and photons. Their dominant interactions which govern the 

EMS behavior are well established. 9 For electrons (and positrons) 

these include energy loss by ionization and excitation of the 

medium, multiple Coulomb scattering and bremsstrahlung. Pho-

tons are assumed to undergo Compton scattering and convert into 

electron pairs. Other interactions are neglected at the present 

level of desired accuracy. 

AEGIS is specifically written for EMS with high initial 

energy. The approximate expressions of the differential cross 

sections used for bremsstrahlung and pair production (see Appen-

dix) assume the energy of the incoming particle to be much larger 

than the electron rest energy. Nonetheless, AEGIS considers 

-4 photons as low as 10 GeV because the Compton process dominates 

at sufficiently low energies and is accurately described by the 

Klein-Nishina cross-section formula. Pair production is neglected 

below 1.25 MeV and is described by the Bethe and Beitler incom­

plete screening formulae 9 above this energy. When an electron is 

produced or is slowed down to below 5 MeV, its residual range is 

calculated and its energy is deposited in a randomly selected lo­

cation along the produced trajectory. (For Compton electrons 

only the kinetic energy is deposited.) Since sub-5 MeV electrons 

lose almost all their energy by collision and since their range 

does not exceed a few g. cm- 2 this approximation is justified. 

Collision losses of electrons are deposited locally at uniformly 

spaced steps along their trajectories. They are derived from a 
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stopping power vs. momentum table based on the formulae of 

Rohrlich and Carlson. 10 Multiple Coulomb scattering of elec­

trons is calculated at each step using a two component angular 

distribution: a Gaussian distribution (in projected angle) 

plus a single scattering tail (see Appendix). The particles 

emerging from a bremsstrahlung or pair production vertex 

assume the direction of the incident particle. This is justi-

fied at the level of a few percent of the typical opening angle 

of the EMs. 11 For the Compton process the directions of the out­

going particles are calculated using the Klein-Nishina formula. 

More details can be found in the Appendix. 

The tracking of particles through a medium of arbitrary 

geometry and number of constituent materials is done in the same 

manner as in the program CASIM. 4 • 5 Likewise, weighting techniques 

are applied similarly in both programs. Thus, each generation is 

represented by a single particle. This has advantages vis-a-vis 

analogue calculations in simplicity of coding, better efficiency 

and greater flexibility. A disadvantage is that correlations 

between particles are not included making the program generally 

unsuitable for use where correlations are important such as in 

so called "fluctuation problems". 

Because of the approximate nature of the selection proce­

dures energy is not conserved at each event vertex. Therefore, 

the total energy deposited by any particular (MC) EMS does not ex-

actly equal the primary energy. Instead it is observed to follow 

a Gaussian distribution with a standard deviation (o) of about 
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7% of the incident energy. The energy deposited summed over 

many primaries is slightly but systematically above the in­

cident energy. This effect has been noticed at roughly the 2 o 

level (o of the average) and is attributable to errors of in­

terpolation. In a typical problem this is about 0.1% of the 

incident energy hence should be tolerable for most applica­

tions. The computer time required per incident particle 

varies logarithmically with primary energy and ranges from 

about 15 msec at 1 GeV to about 40 msec at 1000 GeV on an IBM 

370/195. 

III. Results and Comparisons 

The program CASIM4 • 5 includes an algorithm which calcu­

lates the energy deposition by EMS in a thick target as a func-

tion of location. The algorithm is based on a parametriza-

tion of data (in the 0.1-10 GeV range) and of calculated results. 

Ref. 4 presents the basic scheme. A low energy correction (ap­

plicable for incident electrons below 6 GeV) is described in 

Ref. 5. The algorithm is fast and relatively simple. It has 

not been tested directly at Fermilab energies although energy 

deposition as calculated by CASIM (hadrons plus EMS) agrees 

well with results of two thick target experiments. 6 • 7 However, 

such agreement is not too convincing of the validity of the 

EMS algorithm. In these experiments, hadron cascade develop­

ment, finitebeam size and finite detector size influence the 

spatial distribution of the energy deposition much more than 

does the EMS development. 
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Figures 1-3 present comparisons for an iron target between 

the CASIM algorithm and AEGIS. In Fig. 1 (a-d) the radially in­

tegrated depth dependence is shown for incident photons of en­

ergies 1-1000 GeV. The agreement is quite good particularly for 

the 1 GeV and 10 GeV cases which belong to the energy range where 

the algorithm has its basis. As the energy is increased the 

algorithm tends to predict a somewhat broader depth distribution. 

In Fig. 2 (a-d) the longitudinally integrated radial dependence 

is presented for photons of the same incident energies over the 

range 0-7 cm. The minimum radial bin was chosen to be 0.1 cm 

which is typical of beam dimensions. The results are expressed 

in GeV per cm (i.e. in a ring of unit width) for ease of radial 

integration. Agreement is quite satisfactory at all four energies. 

Above radii of 4 cm the algorithm predictions are consistently 

lower (typically by a factor of three at 6 cm radius). This con­

firms a tendency of the CASIM algorithm to underestimate data at 

large radii. This defect was noted when the algorithm was intro­

duced in Ref. 4 but tolerated for simplicity. Fig. 3 (a-d) shows 

the maximum energy density as a function of radius for small radii 

(.0001-0.1 cm). Typically AEGIS predicts longer energy deposi­

tion by a factor of two with the larger discrepancies occurring 

at the smaller radii. Again this disagreement is not surprising 

since the radii explored here are much smaller than the beam 

dimensions employed in the experiments on which the algorithm is 

based. Figures 4-6 present the comparisons for a lead target in 

similar fashion. The situation is much like that for iron. 
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The comparisons shown here are quite a bit more extensive 

than need be to convey to most readers the degree of agreement 

between both calculations. However, it is hoped that the re­

sults being compared will be themselves useful as well as that 

they may serve to estimate the error incurred for calculations 

performed with the CASIM algorithm. 

A recent Fermilab experiment 8 measures the development of 

EMS showers in lead for 100 and 300 GeV electrons. The elec­

trons are incident on a sandwich of lead plates (0.5 cm thick 

at 100 GeV; 0.25 cm thick at 300 GeV) and emulsion (0.005 cm 

thick, mounted on both sides of a 0.08 cm thick plastic back­

ing). The total length of the stack is 5 cm at 100 GeV and 6 

cm at 300 GeV. The experimenters report the depth dependence 

of tracks in the emulsion integrated from the beam axis out to 

four different radii (ranging from 0.00125 to 0.01 cm) as well 

as the radial distribution of track density at selected depths 

(over the 0.0005-0.01 cm range). Between 10 and 40 incident 

electrons are included in each sample. Both upstream and down­

stream emulsion layers are measured for the radial distribu­

tion. For the integrated depth dependence the upstream layer 

is counted at each location while the downstream layer is sam­

pled less frequently. The experiment is considerably wider in 

scope but these are the only cases for which preliminary re­

sults are available. 

To compare with AEGIS the program is modified to yield 

tracks in emulsion. 12 The geometry is simulated by a two 
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component medium: lead and a plastic-emulsion "amalgam". The 

(weighted) electrons crossing the front and back of the amalgam 

are separately tallied as a function of radius. These should 

provide good estimates of the data though slightly overestimat­

ing the front layer and slightly underestimating the back layer. 

The calculation ignores electrons below 5 MeV. An actual cut­

off is not given in Ref. 8 but the results are not too sensi­

tive to this assumption. 

Figures 7 and 8 show the comparisons at 100 GeV for depth 

dependence and radial distribution respectively. It must be 

emphasized that these are absolute comparisons. The overall 

agreement is quite gratifying. The depth dependence shown in 

Fig. 7 (a-d) for the smaller radii exhibits a tendency to under­

estimate the data at the larger depths. This may be due to (a) 

poor statistics in the data, since the effect tends to disappear 

as the radius increases and (b) an experimental bias, revealed 

in Ref. 8, to identify the center of the shower at these deep 

layers witt. the highest track density. The calculation seems 

to fit the emulsion layers upstream of the plastic better than 

those downstream. The difference between the two appears 

larger in the calculation. This might be a consequence of the 

above mentioned approximation used to estimate tracks at these 

locations. The radial distributions of Fig. 8 (a-d) while re­

flecting (in sum) the discrepancies noted for the depth depen­

dence are otherwise in remarkably good agreement. It is to be 

noted that the hatched areas in Fig. 8 mark the spread between 

upstream and downstream layers and do not indicate uncertain­

ties of the calculation. 
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Figures 9 and 10 compare the 300 GeV results. Agreement 

is again quite good. The depth dependence of Fig. 9 (a-d) the 

downstream layer is now fitted somewhat better (in contrast to 

the 100 GeV results). There is here also a tendency to over­

estimate the difference between front and back layers though 

perhaps less marked than at 100 GeV. Likewise tracks at deep 

locations are overestimated by the calculation especially at 

small radii. Again the radial distributions of Fig. 10 (a-e) 

are in good agreement. A more meaningful comparison must a­

wait further analysis of the data. In Ref. 8 is shown a fit 

of the data to analytical calculations. 13 No details of the 

parameters of this calculation are given though it may be pre­

sumed they were performed for a single medium. The fit is com­

parable to the one presented here. The greater versatility of 

the MC method for applications to multi-media, non-standard 

geometries, magnetic fields, etc. vis-a-vis analytical methods 

is worth pointing out here. 

Figure 11 (a, b) illustrates how a uniform magnetic field 

of 40 kG influences EMS development. The graphs show the maxi­

mum energy deposited in iron by 1 GeV and 1000 GeV photons at 

small radii for two azimuthal regions (0 to 0.1 and 1 to TI/2). 

Since photons are incident there is reflection symmetry both 

about the B axis and the axis perpendicular to B and the inci­

dent photon. As can be seen, the difference may amount to 

about a factor of three in energy deposition between the two 

regions. This may have significant consequences on the energy 
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deposited by beam losses in superconducting magnets. Figure 11 

may be compared with Fig. 3 (a and d) although these were not 

run with correlated random numbers. Hence, there may be con­

siderable statistical uncertainties in some regions. 

My thanks to M. Awschalom, L. Coulson, H. Edwards and P. 

Gollon for their helpful comments. 
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APPENDIX 

Production Cross Sections and Selection Procedures 

The production cross sections assumed in the calculation 

are well known and widely available (e.g. Ref. 9). However, 

for convenience of the reader interested in programing consid-

erations they are reproduced here along with the selection 

procedures derived from them. 

In this problem there are always exactly two outgoing 

particles per event. Hence, selecting energy and direction of 

one particle determines the event completely. This leads to 

two alternate selection schemes: (a) choose the particle's 

energy, T, with a probability (roughly) proportional to the 

differential cress section, do/dT, and then decide whether to 

fellow either this particle or its outgoing partner with a 

probability proportional to each particle's energy, (b) choose 

equally between the two outgoing particle types and use a selec­

tion function (rcughly) proportional to Tdo/dT. Both schemes 

14 
are used, as indicated below. 

Bremsstrahlung. The incomplete screening cross sections 

of Bethe and Heitler are assumed: 

2 -1 do/dv = Z(Z+l)ar v 
e 

x {(l+E2 /E~)[~1 (y)-4logZ/3]-(2E/3E0 )[~2 (y)-4logZ/3]} 

2 -1 Z(Z+l)ar v 
e 

2 2 2 
x 4(l+E /E -2E/3E )[log(2E E/rnc v)-1/2-c(y)] 

o o a 

(y<2) (Ala) 

(y>2) (Alb) 
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where Z is the atomic number, a the fine structure constant, 

re the classical electron radius, v the radiated photon energy, 

mc 2 the electron rest energy, E
0 

and E the incident and outgoing 

electron energies and y = (100mc 2v/E
0

Ez 113). The functions 

~ 1 (y), ~z~Y) and c(y) are taken from Ref. 9 and are represented 

in tabular form in the program. For y>lS, c(y) vanishes and 

(Alb) then corresponds to the no screening case. 

The selection function employed is 

where N(E ) is a normalizing factor and f(y) is defined by 
0 

f(y) = B-y[B-log(200/0.8Z 113)+1/2l/0.8 (y~0.8) 

z = log(ZE
0

E/mc v)-1/2 (Y>0.8) 

(AZ) 

(A3a) 

(A3b) 

with B = 5.75-(logZ)/3. S(v) is a rough approximation to do/dv. 

The selection proceeds in four stages: (1) v is selected 

from a distribution proportional to v- 1 , (2) a uniform random 

number is compared with the expression in square brackets in (AZ) 

and if larger a new v is chosen, (3) a uniform random number is 

compared with f(y)/f(o) and if larger a new v is selected. Finally 

(4) a uniform random number r is generated to decide whether to 

follow the photon (r<v/E) or the electron. The particle is then 
- 0 

assigned a weight 
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W = S- 1 (v)(da/dv)/T 
y,e y,e (A4) 

where T = v/E0 andT = 1-T are the probabilities to choose a Y e y 

photon and electron, respectively. 

The total cross sections are evaluated by integrating (Al) 

-4 2 over v between the limits v = 10 GeV and (E
0

-mc ). The inter-

action lengths are evaluated and stor~d for each of 71 logarith-

mically spaced incident energies Ei, which span the energy range 

of 10- 4 -10 3 GeV. The factor N(E
0

) of (AZ) is stored similarly 

in tabular form. 

Compton Scattering. The Klein-Nishina formula is assumed. 

The differential cross section with respect to the outgoing pho-

ton energy is 

da/dv 2 2 2 = nre(mc )v
0 

x [v/v +(m 2+Zmv )/v +(v 2-zmv -zm 2)/v v+m 2/v 2J 
0 0 0 0 0 0 

(AS) 

2 2 where v varies from v
0

mc /(me +2v
0

) to v
0

, the incident photon 

energy. Each of the four terms in the square brackets (AS) is 

integrated between the above limits and their sum normalized to 

unity, for each incident energy Ei of the 71 member set referred 

to above. The results for the first three terms are stored in 

a table. The event selection proceeds by choosing a term from 

among the four terms of (AS) with probabilities proportional to 

the relative magnitudes of the integrals. Next a specific v is 
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selected from a distribution proportional tc that of the chosen 

term of (AS). Note that thus far the selection is unbiased. 

Finally the decision is made to follow the photon or electron 

in the same way as for bremsstrahlung. Here a weighting factor 

is assigned: w = v /v or w = v /(v -v). y o e o o 
The total cross sections corresponding to the integral of 

(AS) over v are readily obtained in closed form. They are com­

puted for each E. and stored in an array. 
1 

Pair Production. Again the incomplete screening formulae 

are assumed: 

2 -3 do/dE+ = Z(Z+l)ar v e o 

x {(E!+E=)[~1 (y')-(4/3)1ogZ]+(2/3)E+E_[~ 2 (y 1 )-(4/3)1ogZ]} (y'~2) (A6a) 

Z(Z+l) r 2v-3 
e o 

2 2 2 
x {[E++E_+(2/3)E+E_] [log(2E+E_/mc v)-1/2-c(Y')]} (y 1 >2) (A6b) 

where y' = 100v
0

mc 2/(E+E_z 113) and E+ and E_ are the positron 

and electron energies which appear symmetrically in (A6). 

The selection function used is 

S(E) 

with M(v ) a normalizing factor and g(y') defined as 
0 

(A7) 

g(y') = B-y'[B-log(200/Q,8Z 1 / 3 )+1/2]/0.8 (y'~0~8) (A8a) 

(y'>0.8) (A8b) 
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Note that S(E) is roughly proportional to Edo/dv. The selec-

tion again proceeds in stages: (1) E is selected uniformly 

between the kinematical limits, (2) a uniform random number 

is compared with the expression in square brackets in (AS) and 

if larger a new E is selected, and (3) a uniform random number is 

compared with g(y')/g(o) and if larger a new E is selected. 

The particle is taken to be an electron or positron with equal 

probability. The weight in either case is 

w ~ 2s- 1 (E)(do/dE) (A9) 

The total cross section is obtained by integrating (A6) 

over the kinematical limits. These are calculated and stored 

for each of the E.. They are also combined with the Compton 
1 

total cross sections to obtain the photon interaction lengths. 

Multiple Coulomb Scattering. A rather simple straight­

forward procedure is employed assuming all energies are much 

larger than the electron rest energy. The angular distribution 

of the electrons traversing a thickness t is assumed to be com­

posed of an exponential distribution in the variable 8
2 

(8 -

space angle) plus a single (Rutherford) scattering tail for 

8>8 C=0.017St 112;px112 , where X is the radiation length of the 
0 0 0 

medium and pis the momentum in GeV/c). The exponential dis-

tribution in 8 2 is equivalent to a Gaussian distribution in 

projected angle. The mean square angle is assumed to be 15 



- 16 -

em= 8
0

[1+0.125log10 (t/0.1X
0
)l. The total probability for sjngle 

scattering 8>8
0 

as measured by the integral of the single scatter­

ing distribution (using the small angle approximation and 00 as up­

per limit) is independent of thickness or momentum (it is of the 

order of 0.02). This simplifies the algorithm. 
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Figure Captions 

1. Radially integrated energy density in iron as a function of 
depth for incident photons of 1 GeV (a), 10 GeV (b), 100 
GeV (c) and 1000 GeV (d). Thin curve is prediction of CASIM 
algorithm, heavy curve of AEGIS. 

2. Longitudinally integrated energy deposition in iron as a 
function of radius for incident photons of 1 GeV (a), 10 GeV 
(b), 100 GeV (c) and 1000 GeV (d). Thin histogram is pre­
diction of CASIM algorithm, heavy histogram of AEGIS. Note 
that ordinate is expressed in units of inverse (radial) dis­
tance for ease of integration. 

3. Maximum energy density in iron as a function of radius for 
incident photons of 1 GeV (a), 10 GeV (b), 100 GeV (c) and 
1000 GeV (d). Thin histogram is prediction of CASIM algo­
rithm, heavy histogram of AEGIS. 

4. Radially integrated energy density in lead as a function of 
depth for incident photons of 1 GeV (a), 10 GeV (b), 100 GeV 
(c) and 1000 GeV (d). Thin curve is prediction of CASIM 
algorithm, heavy curve of AEGIS. 

5. Longitudinally integrated energy density in lead as a func­
tion of depth for incident photons of 1 GeV (a), 10 GeV (b), 
100 GeV (c) and 1000 GeV (d). Thin histogram is prediction 
of CASIM algorithm, heavy histogram of AEGIS. Note that 
ordinate is expressed in units of inverse (radial) distance 
for ease of integration. 

6. Maximum energy density in lead as a function of radius for 
incident photons of 1 GeV (a), 10 GeV (b), 100 GeV (c) and 
1000 GeV (d). Thin historgram is prediction of CASIM algo­
rithm, heavy historgram of AEGIS. 

7. Radially integrated track density in nuclear emulsion em­
bedded in lead for 100 GeV incident electrons. Open circles 
correspond to data in emulsion layer upstream of 800 µm 
plastic backing, closed circules to downstream layer. Top 
and bottom curves are AEGIS predictions resp. for the up­
stream and downstream layers. The track density is inte­
grated from zero radius to 12.S µm (a), 25 µm (b), 50 µm 
(c) and 100 µm (d). 
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8. Track density in nuclear emulsion embedded in lead for 
100 GeV incident electrons at depths of 1 cm (a), 2 cm 
(b), 3 cm (c) and 4 cm (d) as a function of radius. Open 
circles correspond to data in emulsion layer upstream of 
800 µm plastic backing, closed circles to downstream layer. 
AEGIS predictions for upstream and downstream layers are 
shown separated by hatched area. 

9, Radially integrated track density in nuclear emulsion em­
beeded in lead for 300 GeV incident electrons. Open circles 
correspon~ to data in emulsion layer upstream of 800 µm 
plastic backing, closed circles to downstream layer. Top 
and bottom curves are AEGIS predictions resp. for the up­
stream and downstream layers. The track density is inte­
grated from zero radius to 12.5 µm (a), 25 µm (b), 50 µm 
(c) and 100 µm (d). 

10. Track density in nuclear emulsion embedded in lead for 300 
GeV incident electrons at depths of 0.75 cm (a), 1.75 cm 
(b), 2.75 cm (c), 3.75 cm (d), 4.75 cm (e) and 5.75 cm (f) 
as a function of radius. Open circles correspond to data 
in emulsion layer upstream of 800 µm plastic backing, closed 
circles to downstream layer. AEGIS predictions are shown 
separated by hatched area. 

11. Effect of a uniform magnetic field of 40 kG on radial develop­
ment of electromagnetic showers. The maximum energy deposi­
tion is shown as a function of radius for the azimuthal re­
gion 0-0.1 rad (heavy line) and 1-rr/2 rad (thin line) for 1 
GeV (a) and 1000 GeV (b) incident photons. The azimuthal 
angle is measured from axis perpendicular to both the inci­
dent photons and the magnetic field. 
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