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The purpose of this paper is to calculate the "stochasticity 

limit" of the NAL main-ring accelerator. We shall follow the same 

approach E. Keil1 used to calculate the effect of the nonlinear 

space-charge forces of one beam on the motion of the other beam 

in a system of intersecting and storage rings. 

In our case, we will not deal with space-charge forces, but 

we shall assume that the nonlinearities of the guiding (magnetic) 

field are large enough to have considerable weight on the motion 

of a charged particle {proton). 

The problem is the following: We are able to solve linear 

differential equations with periodic coefficients. Usually we 

use the computer to find the solution with whatever accuracy is 

required. This solution will not have any time limitation. In 

this case, the pattern of the motion is rather regular. 

Unfortunately, we cannot say the same when some nonlinearities 

are introduced in the equation for motion. 

We can state the existence and the uniqueness of the solution 

of a nonlinear differential equation, but it is practically impos-

sible to find this solution, even with the computer, even if all 
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the coefficients of the equation are periodic, in a form which has 

no limitation of validity in time. This kind of solution was 

never required until recently when one wanted charged beams circu-

lating in storage rings for hours or days. 

Using different techniques, people could draw trajectories 

with different amplitude of motion, and we learned that the pat-

tern of the motion gets more and more complicated when the ampli-

tude of the motion is increased. Above some value of the amplitude 

the pattern is so complicated that the motion looks (but is not) 

to an observer erratic or stochastic, so much that a system of 

identical particles can be very well described by kinetic 

(statistic) equations. Our goal is to calculate this amplitude 

or boundary of the stochasticity for a particle accelerator. As 

we shall show, it will be derived by the so-called ''stochasticity 

limit," which is the condition that the nonlinear coefficients 

have to satisfy at a given amplitude because the motion looks 

(or is, as we shall say improperly) stochastic. 

We wish to emphasize that in this paper we develop concepts 

that have been already introduced and investigated in many other 

papers. We believe that a list of references should start with 

2 Chirikov's paper (or book?). Almost all the knowledge about 

nonlinear motion is condensed there, with detailed references 

of papers about the same subject written before 1970. But if we 

consider only the applications to the particle accelerator or 

storage ring, the first ones to think about a stochastic instabil­

ity of a charged beam were (probably) Goward and Hine. 3 
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Recently, other people approached the stochastic stability 

with various techniques. An incomplete list of their papers can 

be found in the references (4 to 10 included). 

To speed up the formalism of our approach and make clear the 

preparatory arguments, we shall deal with a one-dimension example. 

In a later paper we shall discuss the more physical multidimen-

sional problem. 

1. The Equation of Motion 

Let us consider the following nonlinear differential equation 

+ K (s)x 
0 

= F(s,x). (1) 

This might be the equation of motion of a charged particle in 

a circular accelerator or storage ring, when coupling is absent 

and first-order derivative quantities are ignored. 

K
0

(s) and F(s,x) are two periodic functions of s with common 

period C. F(s,x) includes nonlinear field contributions, field 

errors, as well as kinematic correction quantities. With a power 

series expansion we write 

F(s,x) 

00 

k 
x ' 

where, also, the ak(s) 's are periodic with period C. 

We assume we are able to solve the linear equation 
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the solution of which takes the form 

x = /ES(s) cos [v 0 ~(s) + o] 
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where E and o are two integration cosntants, S(s) is periodic 

with period C, and 

ds 
STsT 

The betatron number v
0 

is defined in such a way that ~(s) adds 

2TI every cycle of length C. 

Let us apply to (1) the following transformations 

i; = x and d~ 
ds 

= 
v

0
B 

We obtain 

d 2 i; 
+ v 2 i; 2 133/2 F(<jl,i; /S) 

d<jl2 
= v 

0 0 

( 2) 
3+k 

00 
s-2-v2 l k = ak i; ' 0 k=O 

where now S and ak are functions of <jl, both periodic with period 

2 TI. 

We now perform a second transformation, this time into 

angle-action variables. Let us take 

t; = II cos iJi and t;' = -v II sin ijl, 
0 

where prime denotes derivative with respect to <jl. The inverse 

transformations are 
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I = 
~·2 

+ 
\)~ 

1J! = -arctg 

~2 

t; ' 

vo~ 
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( 3) 

( 4) 

Differentiating (3) and (4), and by using (2), we obtain 

finally 

3+k k 
00 -2-

I2 I' -2v II sinijJ I s k = ak cos 1J! ( 5) 
0 k=O 

3+k k 
00 -2-

1J!' 
cosijJ l s I2 k = \) - \) ak cos 1J!. 

0 0 II k=O 
( 6) 

For the unperturbed motion, that is, when the ak's are all 

identically zero, the above equations reduce to 

I' = 0 and 

In this case, I is a constant of motion; it is the area enclosed 

by the trajectory of the particle in the (!;,!;')-phase plane. This 

trajectory is an upright ellipse r, and looks like that shown in 

Fig. 1. Also, iJ!' is a constant of motion, and is just the betatron 

number v
0

, i.e. the number of oscillations performed during one 

period of length C. 

The point P, which represents the phase of the particle, goes 

around the trajectory r, v
0 

times during one period. If v is not 
0 

an integer, the particle will end up to occupy another position Q 

after one period. In the case that v is expressed as the ratio 
0 

of two integer numbers, namely satisfying the condition 
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n\l + m = 0 
0 
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( 7) 

with n and m integers, the point P, moving along the trajectory 

r, will go back to the same identical position from where it 

started, after n periods. In the meantime, it has been going 

around r, m times. 

But, if we make some, or all, of the ak's different from 

zero, the particle will not end up, in general, to occupy the 

same position P after n periods, but another point P', which 

also does not lie on the trajectory r. Nevertheless, if the 

coefficients ak are small enough, the point P' is relatively 

close to P, and after several cycles of n periods, will cover 

a region of the phase space around P. The area of this region 

will eventually blow up during a very large number of periods. 

It is not difficult to see that there are n of such regions, 

all identical, and they can take the shape shown in Fig. 2 under 

special circum~tances. 

In the next two sections, we shall speculate about the nature 

of the motion around the n fixed points P. 

2. The Width of a Nonlinear Resonance 

Let us define 

and rewrite (5) and (6) as follows 

y' = -v sinijJ 
0 

00 

l: 
k=O 

3+k 

s-2- ak yk coskijJ ( 8) 
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3+k 
6 2 k-1 k 

ak y cos 1)1. 

FN-249 
0402 

(9) 

We can try to solve this system with good accuracy if the 

ak's are small. In this case, presumably, y changes very slowly 

over several periods, so that, during some number of periods 

we can keep it constant. With this adiabatic approximation, 

the right-hand sides of (8) and (9) are periodic functions of 

1j! and ¢, in both cases with period 211. 

With a double Fourier expansion, we obtain 

y' = -v 
0 I I I 

n m k=O 
Y

k f i(n1j!+m¢) 
bkm kn e 

00 

~ ~ ~ k-1 i(n1j!+m¢) 
l l l Y bkm gkn e 
n m k=O 

where 

f +11 
3+k 

1 2 e-im¢d¢ 
bkm = 211 6 ak 

-11 

fkn 
n i = -k+l gkn 

1 f 11 k+l 1j! nij! d1j!. gkn = cos cos 
11 

0 

It is also easy to verify that 

and fkn = -fk ,-n 

(10) 

(11) 

(12) 

In the following, we shall assume the average over ¢ of all 
3+k 

the quantities S~2- ak are practically zero, namely 
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3+k 

f3 2 
ak d¢ = 0 

-rr 

FN-249 
0402 

fork= 0,1,2, .... This is usually satisfied in a particle 

accelerator or storage ring. 

We define a nonlinear resonance when the following quantity 

X = rnj! + m¢ nm 

changes very slowly, or, at the limit, is a constant, namely 

when 

x' = o. nm (13) 

This reduces to the well-known resonance condition (7) for 

a linear motion. In this case, there are n values of v , in a 
0 

unit range, that satisfy simultaneously (7). These values are 

isolated from each other. 

As we shall show now, if the motion is not linear, other 

values of v
0 

result to be locked to the resonance (13), in such 

a way that around each of the previous n values there is a range 

6v of values v
0 

all locked to the same resonance. We shall nm 

refer to 6v as the width of the resonance (13). 
nm 

We can calculate 6v assuming that (13) is the only predom­nm 

inant resonance. In this case, ignoring the fast oscillatory 

terms, we obtain from (10) and (11) 

y' = -2nv 
0 

00 

I 
k=O 

sin (x +s ) nm nm ( 14) 



and 

-2nv 
0 

-9-

00 

~ k-1 
l Y bkm gkn 

k=O 
cos (x + c \) nm nm 

+ (nv + m) 
0 
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( 15) 

where S and C are appropriate phase angles, and we remind nm nm 

that bkm is generally a complex number. From (15) we quickly 

see that 

00 

~ k-1 
l Y bkm gkn · 

k=O 
( 16) 

This quantity depends on the amplitude of motion y, and, in order 

to make sense, applies only when the ak's are so small that there 

is only a little change of y during any n periods. For the same 

reason, (16) does not apply for too small values of y. But, all 

this was already assumed in the adiabatic approximation we stated 

at the beginning of this section. 

There is also another meaning of 6vnm In the linear motion 

v
0 

is exactly the number of betatron oscillations performed per 

period by any particle, whatever are the initial conditions. But 

in the nonlinear machine, v
0 

is nothing else than a measure of 

the accelerator setting, the number of oscillations per period 

being now given by~·. Thus, in the case of a single resonance, 

6vnm is also the interval of the variation of the actual betatron 

number. Besides, in this case, the equations (14) and (15) 

describe the motion around the n fixed points we have been talking 
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about at the end of the previous section. The trajectories look 

like that shown in Fig. 2. They are regular curves, and will be 

still regular (but a little more complicated), also, when we 

retain more than one equally predominant resonating term in the 

equations (10) and (11), provided that the corresponding reso-

nances are far enough away from each other. 

Accurate numerical calculation of the resonance width lv nm 

is made possible only by a good knowledge of the Fourier coef-

ficients bkm" In practice, at most, we know the root mean square 

average <ak> of the function ak(~). In this case, if we have M 

magnets all with the same short length L, all of them, and only 

them, holding lumped field errors, each other uncorrelated, the 

rms average of the expectation value of bkm is, from (12) 

for jm[:> Mand 

k+l 
b = IM L 6~2-<a > 

< km> 2TIV
0 

k 

<b > = 0 
km for lml ~ M. 

B is the average value of S over one period. 

(17) 

Then, we can calculate the rms average of the expectation 

value of the width lv nm 

quadratically, 

<lv > = nm 

This is, since the rms averages sum 

which is zero form 2 !Ml and, from (17) 
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forlml:S M. 
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(18) 

In this expression x = ,JIB is some sort of average (over 

one period) of the amplitude of the motion, essentially the 

same x appearing in (1). 

3. The Stochastic Limit 

From (11) and (16), we have formerly 

1j!' = \) 
0 

00 00 

l l 
n=O m=O 

/::,\) cos 
nm 

where ~n and ~m are appropriate phase angles. 

(19) 

Let us assume we are able to integrate the equation (19), 

and we know the function 

1j! = 1)!(cll) 

which satisfies (19) with given initial conditions. Thus, if we 

know 1j! at some cP = <P 1 , say 

we can calculate also 1j! at <P = ¢1 + 2n, namely 

and we can consider 1)! 2 as a function of 1)! 1 . 

In order to judge how much regular is the pattern of the 

motion, we calculate the following correlation factor11 



p = 

-12-

J+TI 
~2~ld~l 

-TI 

f +TI 2 
~ld~l 

-TI 
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This factor, through the 6vnm's, is a function of the amplitude 

of the motion ~- In particular, if all the 6v 's are zero, we nm 

have P = 1 for whatever ~' and the pattern of the motion has the 

maximum of regularity, since there is also the maximum of correla-

tion between ~ 2 and ~l for whatever ~ 1 . 

When P = 0, ~ 2 and ~l are completely uncorrelated for any ~ 1 . 

In this case, the motion is stochastic. Thus the correct 

stochasticity limit is 

p - 0 (20) 

which conversely can be used to calculate those amplitudes x by 

which the motion is erratic. 

In practice, (20) is useless, since to calculate P we must 

know ~ 2 as a function of ~ 1 . Several authors replace (20) with 

the more suitable condition that more resonances overlap each 

other in order to cause the motion to be stochastic. In a unit 

interval of v
0

, there are n resonances (7) for every value of n, 

thus the condition of overlapping is 

(21) 

where the summation is extended only to those resonances contained 

in a unit interval of v
0

• 



We are not able to give any straight justificati_on of the 

relation (21) as a consequence of (20), but we shall adopt it 

as it is conunonly accepted. 1 • 2 • 6 

A 

Thus, let us calculate the boundary of stochasticity x, 

which satisfies the equation 

l n t:.v = 1 nm 
n 

(22) 

Again, we can calculate only the rms average of the expectation 

value of the function l nl::.vnm" Reminding once more that rms aver­
n 

ages sum quadratically, we replace equation (22) by the following 

l n <l::.v >2 = 1. 
nm 

n 

From (18), this becomes, finally 

( 2 3) 

where 

M/v 
0 

I 
n=O 

With a little work, 12 we have 

n 
I 

n=O 

where n is the minor of k+l and M/v 0 , and the sununation is 

extended only to those values of n such that (k+l-n) is an even 

number. Values of q~ are listed in Table 1 for M/v 0>20. 
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Let us introduce the following polynomial equation of order 

2p 

where 

p 

I 
k=O 

A2 = ~ M L2 $2. 
'IT 

Using the rule of the variation of the signs, we see this 

equation has only two positive roots if, as we assume, 

The smaller root is too close to zero. Thus, because of 

the adiabatic approximation we used in our calculation of 

section 2, we shall disregard it. Let us denote the larger 

root by xp. This is, finally, the amplitude above which the 

motion is stochastic if we ignore all the terms with k>p in 

the summation at the r.h.s. of (23). Hence, we have a series 

of values 

~ 

where x
00 

is the large positive root of the equation (23). 

For example, in the particular case 

neglected, we have 

and 

<a > 
0 

(24) 
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{-(A q2 <a2>) 2 + J (A q2 <~~:·;4;~ (A q3 <a3>) 2} 1/2 

12 A q 3<a 3> 

It can be easily shown that 

<A A A A A A 

0-x < ... <x 1 <x <x 
1

< •.• <x 3<x2 . 
00 p+ p p-

( 2 5) 

Thus every higher order term taken into account in the summa-

tion (23) has the effect to push the boundary slightly more 

toward the center x = 0. 

4. Application to the NAL Main Ring 

We have some information about the field distribution in the 

main ring magnets up to the third order. Ignoring dipole and 

quadrupole contribution, we are able to calculate the boundary 

of stochasticity x2 and x3, taking into account in the first case 

(a) only the sextupole field, and in the latter (b) the sextupole 

and octupole fields together. 

The following numbers apply to the injection energy of 7.2 

GeV. 

(a) Sextupole field. This is essentially due to the remanent 

field in the dipoles. 

It is 

M = 774, L = 6m, S = SOm 

from which 
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2 The rms value of the sextupole strength is about 0.3 kG/m , 

and the magnet rigidity is B
0

p = 262 kG•m, which gives 

= 0.0011 m- 3 

We obtain from (24) 

A 

x2 = 40 cm. 

(b) Octupole field. This is essentially due to the remanent 

field in the quadrupoles. It is 

M = 240, L = 2m, and A = 987 
2 m. 

Therms value of the octupole field is about 3 kG/m3 , which 

gives 

-4 <a
3

> = 0.011 m and 

We derive from (25) the new limit 

A 

x
3 

= 32 cm. 

-2 
m 

We are now interested to calculate the rate by which the 

boundary of stochasticity reduces when higher-order terms are 

included in the summation (23). Unfortunately, our information 

about higher-order field distribution is limited only to detailed 

measurement made on the field profile of one magnet of type Bl 

and one magnet of type B2. We shall assume these two magnets 

are typical and represent well enough in average all the other 

magnets. 

By using the least squares method and the Gauss criterion, 

we found that the two sets of measurements can be fit by poly-

nomials of fifth order. The coefficients of the polynomials 



-17- FN-249 
0402 

are given in Table 2, together with their quadratic averages 

which we use in the next calculation. The generic <ak> is given 

. ( )-(k+l) 't w h 1 d . h h in meter uni . e ave rep ace <a > wit t e con-2 q.a. 

tribution from the remanent field in the dipoles, and we added 

to <a
3

> the contribution from the remanent field in the 
a.a. 

quadrupoles. Contributions of the quadrupoles to the higher-

order term are ignored. Observe, also, that the kinematic 

corrections have been ignored in our calculation. 

The stochastic limits are listed in Table 3 for p = 2 to 5. 

We infer from these numbers that, likely, in the main ring 

x
00 

- 10 cm, which is a large number compared to the beam size. 

But what would the effect on x
00 

be if the coupling motion were 

taken into account? 
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K 
2 

qk qk 

1 0.3536 0.1250 

2 0.4330 0.1875 

3 0.3750 0.1406 

4 0.4193 0.1758 

5 0.3827 0.1465 

6 0.4134 0.1709 

7 0.3867 0.1495 

8 0.4102 0.1682 

9 0.3891 0.1514 

10 0.4081 0.1665 

11 0.3907 0.1527 

12 0.4067 0.1654 

13 0.3919 0.1536 

14 0.4056 0.1645 

15 0.3928 0.1543 

16 0.4048 0.1639 

17 0.3934 0.1548 

18 0.4042 0.1634 

19 0.3940 0.1552 

20 0.4037 0.1630 



k <ak>Bl 

0 

1 

2 9.5 10-4 

3 2.4 10-3 

4 5.2 10-2 

5 4.6 10-l 

p 

2 

3 

4 

5 
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Table 2 

<ak>B2 

4.3 10-4 

3.0 10- 3 

3.8 10-2 

7.2 10-l 

Table 3 

A 

xp 

40 

28 

20 

16 

<ak> 

1.1 

4.7 

4. 6 

6.0 

cm 

cm 

cm 

cm 

g.a 

10- 3 

10-3 

10-2 

10-l 
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