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Abstract 

With the ep collider HERA at DESY a completely new kinematic range in deep inelastic 
scattering (DIS) can be explored. The invariant mass W of the hadronic final state produced 
is increased by a factor ten with respect to that reached in previous experiments with a sta­
tionary proton target. Here recent analyses of inclusive hadron distributions are presented, 
which have been performed using the data taken with the ZEUS experiment in 1993. The 
comparison of the hadronic energy flow measured in the HERA laboratory frame with pre­
dictions of various models for the simulation of the hadron production in DIS shows that the 
effect of multi-gluon emission is essential for the understanding of the experimental results. 
The Z F and transverse momentum (p:) distributions and the mean square of p: of charged 
hadrons are measured in the range of Z F > 0.05. The contribution of non-perturbative QCD 
effects in this range of W and Q2 is found to be small with respect to that of the processes on 
the parton level, which can be treated in perturbative QCD. The W, Q2 and ZF dependence 
of < p: 2 > is disussed in the context of the different concepts for the simulation of the parton 
branching processes. A comparison of energy flow, Z F and p; distributions is made between 
events with and without a large rapidity gap between the proton direction and the hadronic 
final state. The result indicates that the amount of gluon radiation in the large-rapidity-gap 
(LRG) events is small compared to the non-rapidity-gap (NRG) events. The mean square of 
p; in LRG events is of the same magnitude as that measured in fixed target DIS experiments 
at a value of W, which is approximately equal to the mean of M x , the invariant mass of the 
observed hadronic final state in LRG events. This observation is consistent with the hypoth­
esis that the hadronic final state of LRG events resembles that of a deep inelastic scattering 
process but at the scale given by Mx rather than by W. 

lThe essential parts of the Habilitationschrift, presented to the faculty of physics at the University 
of Hamburg, October 1994 
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1 Introduction 
Deep inelastic lepton scattering experiments have made very important contributions 
to the understanding of the structure of matter and of the strong and electro-weak 
interactions. The pointlike n~.ture of the leptons makes these particles ideal projectiles 
for structure analyses. The other advantage of leptons, which couRle to,the target 
nucleon or nucleus by the exchange of a " Zo or W±, is that the electro-weak interaction 
is described by a theory which is tested and experimentally proven with high precision. 

The basic principle of a scattering experiment is to scatter a point like energetic 
test particle on the probe and to measure its angular and energy distribution after 
the interaction. The object size b that can be resolved in the scattering process is 
determined by the four-momentum Q transferred to the target particle. From the-
uncertainty principle it follows that b ~ l/Q. . 

The long tradition of experiments of deep inelastic scattering started with the 
experiment at the linear accelerator at SLAC in 1968, where an approximate scaling 
of the nucleon structure functions in a dimensionless variable z gave first evidence for 
scattering on charged pointlike constituents of the nucleon. The variable z can be 
interpreted as the fraction of the nucleon momentum carried by the constituent. 

In the 70's and 80's beam energies up to several hundred GeV became available 
and allowed to measure with high precision the logarithmic scaling violation in the 
structure functions which became instrumental for testing Quantum Chromodynamics 
(QCD). 

The other domain, in which lepton scattering experiments have turned out to be 
successful, is the study of the hadron formation process. Unlike in hadron-hadron 
interactions the probability of multiple inelastic interaction of a high energy lepton 
is negligibly small and there are no fragments from the projectile which have to be 
separated from those of the target. With the data from e+ e- collision experiments it 
is only possible to investigate timelike processes on the quark level, whereas in deep 
inelastic scattering the studies can be extended to the spacelike region allowing further 
tests of QCD. 

The highest centre-of-mass energies can be achieved in storage ring experiments 
where the test and target particles collide head-on. In 1992 the ep collider HERA was 
put in operation, where centre-of-mass energies of 300 GeV can be reached compared 
to about 30 Ge V in fixed target experiments. This makes it possible to explore a 
completely new domain in z and Q. With the data of the first two years running, the 
analysis of the structure function could be extended down to z ~ 10-4 , which is two 
orders of magnitude lower than in previous experiments. 

The first measurements of the structure function F2 at HERA show a strong rise 
of F2 when :e decreases at fixed Q2. This rise can be interpreted as a steady increase of 
the quark densities. The measurement have been performed in a range of Q22:,4 GeV2

, 

w here the strong coupling constant a.(Q2) is small enough to justify the application 
of perturbative QeD calculations. The increasingly high parton densities, however, 
indicate that more complex parton branching processes occur in the proton than those 
which are described by the leading order parton evolution equation applied successfully 
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at higher values of x. 

The parton density distributions can be calculated in the low x regime using dif­
ferent evolution schemes (e.g. [DGLAP, BFKL, GRV93]). The predictions for the 
structure function and the gluon density function are close to each other in the kine­
IJ.latic range accessible at HERA. Thus, from the measurement of the inclusive cross 
sections alone, it might be difficult to find out which of models describes the processes 
on the parton level at best. The study of semi inclusive cross sections such as particle 
multiplicities or energy flows, however, may offer new possibilities for testing the mod­
els. For that purpose a good understanding of tht! hadron formation process itself is 
necessary. 

The analysis of the hadronic ,final state in. deep inelastic scattering provides infor- ­
mation about the QCD processes at the parton level as well as about th~ fragmentation, 
i.e. the formation of hadrons from quarks. The latter process cannot be c~mputed with 
techniques of perturbative QCD. However, at HERA the invariant mass of the hadronic 
final state produced in the inelastic scattering process is increased by a factor ten. This 
results in a vast increase in phase space and physics potential. The influence of the 
non-perturbative QCD effects should be less important and the observed hadronic final 
state reflects more the-dynamics of the partonic processes. This becomes most evident 
by the observation of events with a clear multi-jet structure. 

With the measurement of inclusive hadron distributions one can extend these 
studies to classes of events which cannot be unambiguously identified as n-jet events. 
Energy flow distributions do not depend on a particular jet classification scheme. Ac­
cording to the idea of local parton hadron duality, they are determined by the partonic 
structure of the event. The ZEUS detector with its high precision hadron calorime­
ter is ideally suited to measure the hadronic energy flow in deep inelastic scattering 
events. First uncorrected energy flow distributions have been published by the ZEUS 
Collaboration in [ZP93e]. 

With the 1993 data the energy flow could be investigated in a wide range of Q2 
and x and for a subsample of deep inelastic scattering events, which are distinguished 
by a large rapidity gap between the proton direction and the hadronic final state. The 
energy flow was also studied in the Breit frame for these two event classes [ZP94fj. 
Standard QCD-inspired models for the hadron formation poorly describe the rate of 
such events. Many ideas have been developed to explain the rate and the properties of 

, these events. The analysis of the hadronic final state provides important information 
which helps to unravel the underlying physics process. 

With the information of the tracking detector the distributions of the hadron 
momentum component transverse to the direction of the virtual photon exchanged, p; 
could be studied. The mean square of p; is predicted to be sensitive to QCD processes 
on the parton level. Although clear evidence for hard gluon radiation has been seen 
in previous experiments on deep inelastic scattering [EMC80, ABC81], it was difficult 
to disentangle the contribution from hard partonic processes and the non-perturbative 
fragmentation. 

At the high energies reached at HERA the contribution of non-perturbative effects 
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is expected to be much smaller than in the energy regime of fixed target experiments. 
Here the first analysis of the W 2, Q2 and XF dependence of <p;2 > at HERA energies 
is presented. The x F distribution is also measured and compared wit~ results from 
e+ e- annihilation and fixed target p,p scattering experiments. The results of the p; 
analysis presented here as well as those of a fixed target experiment~_at lower energy 
IEMC91a] are discussed in the frame of the different concepts for the simulation of the 
hadron production and compared with most recent versions of the model calculations. 
The x F distribution and mean square of p; found in events with a large rapidity gap 
at HERA are compared with the corresponding results from deep inelastic scattering 
at lower energy. 

In the beginning of the article an introduction to deep inelastic scattering and the 
concepts for describing the hadron formation process is given (section 2). -Results from 
the analyses of fixed target experiments, in which QCD effects in hadron "distributions 
have been looked for, are also briefly reviewed. First results from the jet analysis in 
deep inelastic scattering at HERA are shown in section 3. The ZEUS detector and 
event reconstruction in the ZEUS experiment are described in section 4-5. 

The main part of this report is devoted to the presentation of the results from -­
the hadronic final state analyses, which are based on the data from the 1993 data­
taking periods. The event and track selection, the correction procedure applied and 
the systematic uncertainties of the measurements are described in section 6 and 7. The 
new results are presented and discussed in section 8. In the last section a summary 
and outlook to future analysis of the hadronic final state in deep inelastic scattering 
events at HERA is given. 
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2 Hadron Production in Deep Inelastic Scattering 
2.1 The Inclusive DIS Process and the QPM 

The basic deep inelastic ep scattering process is illustrated in Fig. 2.1. 'f'he incoming 
lepton couples to a current mediated by a virtual photon (/*) or one,of the heavy vector 
bosons (Zo or W±), which probes the structure of the target nucleori': Here only the 
neutral current processes initiated by an incident electron or muon in a range of Q2, 
in which the contribution of the weak interaction is negligibly small, will be discussed. 
Q2 is the negative invariant mass squared of the virtual boson exchanged. 

xP 
h 

y* I Z, W +/. 

a 
d 
r 
o 
n 
s 

Fig. 2.1. Schematic diagram of the deep inelastic scattering (DIS) process in the Quark Par­
ton Model (QPM). 

Variable 

1 (1') 
P 
Q2 = _q2 = -(1 _1')2 

v = (Pq)/Mprot 

x = Q2/{2Pq) 
= Q2/{2Mprot v ) 

y = (Pq)/(Pl) 
W2 = (P + q)2 

=Q2 * (1 - z)/z + M;"ot 

Description 

four.:.momentum of incident (scattered) lepton 
four-momentum of proton 
negative invariant mass squared of virtual 
boson exchanged 
energy of virtual boson exchanged 
in the proton rest frame 
Bjorken scaling variable 

inelasticity parameter 
invariant mass squared of hadronic final state 

Tab. 2.1. Definition of the variables to describe the kinematics of DIS events 

The kinematic variables used to describe the inclusive DIS are defined in Table 2.l. 
If the lepton and the proton are unpolarised, the double differential cross section can 
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be expressed in terms of the structure functions Fl and F2 : 

2 2 

d (J = 471'"0 [xy2 Fl(X, Q2) + (1 _ y)F2(x, Q2)] (2.1 ) 
dxdQ2 Q4X .. ' 

where a term of O(Q2 / v 2) and radiative corrections have been neg"iected: The contri.,. 
butions from the weak interaction and the electro-weak interference are omitted since 
only DIS at relatively small Q2 is discussed in this report. 

The structure functions contain the information about the inner structure of the 
proton. At the end of the 60's, the important observation was made in ep scattering 
that these structure functions approximately scale in a dimensionless variable 
x = Q2f.(2Pq) (see Table 2.1) [BL069, BRE69], as opposed to the proton elastic form 
factors which decrease like 1/(1 + Q2/0.71)2 [HOF55]. This behaviour ind.icated that 
the leptons scatter on pointlike objects inside the proton which were called partons. 
Introducing the ratio R of the cross section for longitudinal and transverse polarised 
photons: 

(2.2) -­

the structure functions Fl and F2 are related by: 

(2.3) 


FL is called the longitudinal structure function. In the limit of massless partons with 
no transverse momentum w.r.t the proton momentum, the ratio R should be zero for 
an interaction of the virtual photon with fermions and infinite for partons with spin O. 
Since the latter case could easily be excluded and the partons were found to have 
fractional charges, the partons could be identified with the quarks, which had been 
postulated 1964 by Gellman and Zweig to interpret the hadron spectrum [GEL64]. 
These observations led to the development of the Quark Parton Model (QPM). The 
basic idea of the QPM is that the boson couples to one of the paX-tons and that the DIS 
cross section is the incoherent sum of the cross section for these elementary scattering 
processes. In the naive QPM picture the structure function F2 can be written as: 

ei = charge of the quark (2.4) 

The parton density function (PDF), qi(X), gives the probability of finding a parton of 
the type i with fraction x of the light cone momentum of the proton. 

The measurement of J: F2(z)dz showed that about 50% of the proton light cone 
momentum is carried by neutral partons to which the boson does not couple. These 
neutral partons can be identified with the gluons, which mediate the strong interaction 
amongst the quarks. In additio~ to the three valence quarks so called 'sea quarks' are 
found in the proton which are created in pairs by the gluon splitting process (Fig. 2.6b) 
predicted by Quantum Chromodynamics (QCD). The higher the resolution is, which 
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the target is probed with, the higher is the probability to see that the virtual photon 
couples to one of the sea quarks, which exist only for a short time and populate the 
region of small x. 

This leads to a logarithmic Q2 dependence of the structure functions i'!e. a violation 
of the scaling behaviour. In the region of x and Q2 accessed by the .fixed target 
experiments, the scaling violation of F2 is well understood in the frame of QeD [DRE82~ 
VIR92]. QeD is a non-abelian gauge theory for spin 1/2 particles [POL73]. In contrast 
to Quantum Electrodynamics, the gauge bosons in the QCD, which are the gluons, 
carry colour charge and therefore can couple to each other (see Fig. 2.6c). Because of 
the non-abelian structure of the QCD the coupling constant a" decreases towards higher 
values of Q2, so that quarks at sufficiently high energies can be regarded as quasi free 
particles ('asymptotic freedom'). Already to order O(a,,) the scaling yiolation effects 
can be remarkably well described and the free scale parameter of the tl,ieory, AQCD, 

can be approximately determined [ALT77, ALT92] at large ~. However, if the analysis 
is extended to region of smaller ~ and performed with higher accuracy, effects of higher 
order QeD processes are expected to become more important. 

2.2 Dynamical Evolution of the Parton pistributions at Small x 

At HERA the DIS cross section can" be measured down to very small ~ (~ ,..., 10-4 ), at 
values of Q2 (Q2 > 4 GeV2 

) where the strong coupling constant a. is still small enough 
so that perturbative QeD can be applied. 

At not too small values of ~ (~~0.01) the dynamical evolution of the structure 
function is described by the DGLAP integro-differential equations [DGLAP] which are 
in excellent agreement with the data [VIR92]. The solution of these equations gives, 
losely speaking, the probability to find a parton with a transverse size,....." 1/Q inside 
the proton at fixed~. With increasing Q2 this probability decreases and the transverse 
size shrinks, so that the proton looks essentially "empty" at high Q2 and not too small 
x. 

The opposite is true if ~ is decreased at fixed Q2. For ~ < 0.01 the structure 
function F2 is almost entirely given by the sea quark and the gluon density functions. 
The gluon density is expected to increase with decreasing ~ due to multiple gluon 
branching processes, which can be depicted in the form of ladder diagrams. At fixed 
Q2 the behaviour of the gluon density function ~g(~, Q2) is given by the solution of 
the BFKL equation (table 2.2). The integral kernel contains the splitting functions as 
well as lowest order virtual corrections to the branching process. At high Q2 and low 
~ the double leading log approximation (DLLA) is used. 

In both evolution schemes, the DLLA and the BFKL evolution, the gluon density 
grows as a power of ~ towards ~ -+ O. Since the transverse size of the partons is fixed 
by 1/Q and since the partons are confined in the proton, there must be a critical value 
of ~ (~crit) below which recombination processes lead to a saturation of the parton 
density. 

In the region between the domain of saturation of parton densities and the domain 
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Equation for Gluon Name 

8:cg(:c,Q2) = ~[P ® E. q' + P ® g]­

Range of Validity 

DGLAPa.ln Q2 = 0(1) 8 In Q2 2'If' gq I I gg 

Pgq,Pgg = splitting functions 
~. 

a.ln 1.:c « 1 

"" 

8:C;1:·f2) = K ® 9 = A * g(z, Q2) 

=> zg(z, Q2) oc z>' ; A rv ( -0.5) 

BFKLa.ln Q2 « 1 

a.ln; = 	0(1) 
K = integral kernel 

8':cg(:c,Q'l = 30 zg(z Q2) .DLLAa.ln Q2 = 0(1) 81n Q'81n - 'If' ' 

=> zg(z, Q2) IX ;xp { ..;2.)3; In Q2ln ;}a"ln;=O(I) 

Tab. 2.2. 	Overview over the evolution equations for the gluon density function in the kine­
matic range of :z: and Ql.accessible at HERA. 

of steadily growing F-z, one considers two competing processes: the emission of gluons, 
which is ex: g(z,Q2)/(7rR;"oton)' and the annihilation of gluons, that is proportional to 
a term [g(x, Q2)]2 /(7r R!roton), which is not linear in Ct•. Gribov, Levin and Ryskin have 
added a non-linear term to the DLLA equations [GLR93]: 

8g(x, Q2) , to\ 2 81Ct; [ 2 ] 2 
X 8In Q2 = R \C:I g(x, Q ) - 16R2ki x g(x, Q ) (GLR) (2.5) 

These screening corrections are negative and proportional to 1/R~onJ' where Rc.:mJ is 
the effective confinement radius for the partons. 

The recent measurements of F2 at HERA from the HI and the ZEUS experiment 
show a strong rise of F2 towards small z at fixed Q2, increasing by a factor of about 
2-3 when x decreases from 10-2 to 10-4

• The results from the ZEUS data analysis are 
shown in Fig. 2.2 and are compared with four representative curves from recent PDF 
evaluations. MRS D'.. (solid line) and M RSD~ (dashed lines) [MRSD93] have a start ­
ing scale for the DGLAP evolution of Q~ = 4 GeV2

; D'- has a singular parametrisation 
for the sea quark and gluon distributions xq(z) -+ X- 1/2 as x -+ 0 and D~ has a con­
stant behaviour zq( x) -const. as z -+ o. At the lowest values of Q2 these two PDF's 
span the ZEUS data, for values of Q2 larger than 35.GeV2 the data agree with the D'­
parametrisation. The dashed-dotted line shows the CTEQ2D parametrisation [CTEQ], 
which also has a singular gluon distribution and a starting value for the evolution scale 
of 4 GeV2

, considering the results of the HERA experiments from 1992. The fourth 
curve (dotted) shows the prediction of [GRV93], in which the PDFs are evolved from 
a very low scale Q5 = 0.3 GeV2

, starting with valence type parton distributions. Much 
of the steep rise in F2 at low x is generated dynamically by a long GLAP evolution in 
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Fig. 2.2. Recent results of F2 measured at HERA ([ZEf2]) plotted as a function ofx in bins of 
Q2 compared to the result of some representative PDF evaluations: MRSD-' (solid 
line), MRSDo, (dashed line),CTEQ2D (dashed dotted Ii'ne), GRV(HO) (dotted line) 
Similar results are obtained by the HI Collaboration [HIf2]. 

Q2 from Q~ to the measured value. In the four lowest Q2 bins the prediction lies above 
the measured F2 values, at higher Q2 the calculation agrees with the data. The effect 
of including the heavy quark mass lowers the calculated values for Q2 < 50 GeV2 and 
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x < 10-2 by about 10% and brings them closer to the ZEUS data. This result can be 
also interpreted as an increase of the parton densities with decreasing x at fixed Q2, as 
predicted qualitatively by the BFKL evolution equations. At the preseI\t state of the 
data analysis it is not possible to discriminate already between the BFKL evolution 
and the DGLAP evolution scheme using the structure function meastu:emeiits. 

It has been pointed out in many publications that the observation of final state 
particles in coincidence with the scattered lepton offer new ways of testing the different 
models for the evolution of parton densities at small x (e.g. [MUL87, BAR92, DUH94, 
NPA94n]). For such analyses a good understanding of the hadron and jet formation 
process is necessary. 

1.2 	 Cu/D2 

<11>=62 GeV 
----. 

...c:! 
l-~ 

'-"" 
;::t 1 

;....tJ 

+ 

0.8 
O.946±O.008 

<r> = e-u 

o 0.5 

Fig. 2.3. 	Ratio of the scaled energy (Zh) distribution for forward produced hadrons in DIS 
on copper and deuterium: rc.(Zh) = (Nt • ~% )p.D / ( Nt • .;;%) ..c. at an average ".., .z.. ".., .z.'" 
value of the virtual photon energy of < 1/ >= 62 GeV [NPA89] (in the proton rest 
frame Zh is defined by Zh = EhG./1/). 

2.3 General Characteristics of the Hadronic Final State in DIS 

In inelastic ep scattering at high energy a multi-particle final state with an invariant 
mass W is created, which is much larger than the mass of the target particle. The 
investigation of the hadron formation from excited quarks is one of the primary aims of 
the analysis of the hadronic final state in deep inelastic scattering (DIS). The formation 
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Fig. 2.4. Ratio of the fast forward hadron multiplicity (Zh > 0.2) in Jl (e) scattering on copper 
1 1and deuterium: Rcu = (Jo1

2 dZ N d,1!:t:) / (J;012 dZ N d,1!:t:) as a function of II. 
. ..c",z cu. . •• I ... Z D 

The data are from [NPA89] (solid circles) and [OSB78] (open triangle), respectively. 

The results are compared with model predictions with a finite hadron formation 

time Th: 


1) Th =0.15 * II [fm], 2) Th = 11 [fm], 3) Th = Ehad, [fm]. 


of hadrons is an elementary process in high energy physics, which still cannot be 
completely calculated by QeD. 

The hard boson parton scattering at high values of Q2, which corresponds to 
small space-time distances (,:SO.1 GeV-1 

), can be calculated to a good approximation 
applying perturbative QeD in fixed order a •. However, the Q2 scale for the confinement 
forces between the quarks in a hadron is much smaller so that it is no more justified 
to neglect QeD processes of O(a:) with n ~ 2. In this regime long range forces and 
non-perturbative QeD effects are dominant. The process of hadron formation in high 
energy particle reactions is related to a transition from the high Q2 regime, where the 
partons can be treated as quasi free particles, to the confinement regime, where the 
quarks form bound systems at very low Q2. Therefore it has been conjectured that the 
hadron formation does not take place instantaneously after the hard interaction but 
after a finite time. This formation time can be measured in lepton nucleus scattering 
[NPA89] where one benefits from the secondary interaction of final state particles if the 
particles are formed inside the nucleus. The target nucleus is used as a kind of passive 
detector at the scale of a few fermi. Any inelastic interaction of final state hadrons 
inside the nucleus leads to a softening of the differential energy distributions and a 
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broadening of the transverse momentum (Pt) spectra of the hadrons observed of heavy 
w.r.t. lighter targets. The comparison of the hadron distributions from DIS on different 
nuclei offers a direct way to extract information about the space-time structure of the 

" hadron formation [NPA91]. 
In Fig. 2.3 the ratio rcu(zh) of the hadron multiplicity as a function 'of. the scaled 

hadron energy Zh = Ehad/v in deep inelastic J1-copper and J1-deuterium scattering is 
shown. (v is the virtual photon energy defined in Table 2.1). The Zh distributions are 
integrated over the range of Q2 and v covered in this J1 scattering experiment [NPA89] 
and normalised by the number of events in the Q2_v interval. At high Zh (Zh > 0.2) 
a reduction of the hadron multiplicity in DIS on copper w.r.t. that on deuterium by 
about 5% is observed, with no significant variation of Tcu. Towards smaller Zh the ratio­
rises to values larger than unity, as expected from intranuclear cascading. , 

The reduction of the fast hadron multiplicity is expected to vanish at sufficiently 
high values of v since the hadron formation time Th observed in the target rest frame 
increases with the energy of the hadrons due to Lorentz dilatation, so that eventually 
all hadrons are formed outside the nucleus and do not re-interact anymore. This effect 
can be seen in Fig 2.4, where the ratio of the hadron multiplicities integrated over 
Zh > 0.2 is shown as a function of II. The results are compared with models involving 
finite hadron formation times. The question whic~ of the models is the best and which 
role a possible interaction in the preconfinement phas~ plays, cannot yet be definitely , ­
answered. But these results support the idea that the hadron formation time is much 
larger than the time of the hard interaction and the life time of virtual partons during 
the DIS process, which is of the order of 0.2/Q fermi, where Q is given in [GeV]. 

For modeling the hadron formation and calculating inclusive hadron distributions 
in Monte Carlo programs it is convenient to distinguish two phases of the hadron 
formation, a perturbative phase for QCD processes on the parton level at high Q2 
and a non-perturbative fragmentation phase for the confinement of the partons in 
observable hadrons. This is schematically shown in Fig. 2.5. T~e.}arge difference of 
the time scales allow that the hadron production can be factorised in this way. 

2.4 Perturbative Phase of the Hadron Formation Process 

For very short times before and after the hard scattering of the photon off a parton 
the partons are far away from the mass shell and the interaction between them is small 
compared to the forces acting in bound parton systems. In this first phase of the 
fragmentation QCD processes on the parton level before and after the primary hard 
scattering process can be calculated at fixed order a •. 

The contribution of the first order a. QCD process, shown in Fig. 2.6, can be 
computed in complete O(a.) matrix element calculations (denoted in the following 
by (ME)). Both the QeD Compton (QCDC) as well as the boson gluon fusion (BGF) 
process lead to events where two jets in the current region are observed, if the transverse 
momentum of the partons relative to each other is sufficiently high. Such events are 
called events with 2+1 jet configuration where the jet formed from the target remnant 
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Fig. 2.5. Schematic diagram of the general conception of Monte Carlo programs for the sim­
..- ulation of the hadron production in DIS events. 

is accounted for by "+1 " . 

a) 

q-< 
b) 

c) 

Fig. 2.6. 	Feynman diagrams for the O(Ct,) QeD pro.cesses between partons: 
a) gluon radiation, b) gluon splitting, c) gluon self coupling. 

The matrix elements to fixed order Ct. are divergent in the limit where the gluon 
energy or the opening angle between the partons vanishes. In the analytical calcula­
tions these soft and collinear divergences partly cancel with the next to leading (NLO) 
virtual corrections or are partly absorbed in the parton density functions. For the 
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Fig. 2.7. 	Illustration of the Chudakov effect (a), 
and of the gluon interference in parton showers (b). 

implementation in a Monte Carlo simulation one has to introduce a cutoff to avoid the 
regions where the matrix elements become singular. This can be done by requiring _ 
a minimum mass mi; of a pair of partons in the final state, including the target sys­
tem. However this makes the simulation of soft gluon emission in this approximation 
problematic, in particular at high Wand small z, where a relatively h~.rge cutoff value 
has to be chosen to prevent unphysically high probabilities for the QCDC and BGF 
process. 

Moreover, DIS events with more than 2 jets in the current jet region have recently 
been observed at HERA [ZP93j, Hl-93j]. This shows that the contributions of processes 
beyond the leading order become important at the large energies reached at HERA. 
Complete O(er!) matrix element calculations are only available for the evaluation of 
jet cross sections [GRA91, BR092] but not y~t. fQr semi inclusive cross sections. 

An approach to include higher order QCD processes is based on parton shower 
calculations (PS). Subsequent gluon emission processes lead to the development of a 
parton shower. The probability for a single branching process is given in the leading 
log (Q2) approximation (LLA) as opposed to the exact treatment in fixed order ME. 
The splitting functions are the same as those used in the DGLAP evolution equations 
for the structure functions [DGLAPJ. 

In DIS the struck quark may radiate gluons before or after the coupling to the 
boson, leading to an initial state (ISPS) and final state (FSPS) parton shower, respec­
tively. A parton close to mass shell in the incoming nucleon may initiate a parton 
emission cascade, where at each branching point one parton becomes increasingly off­
shell with a space-like virtuality, and the other is on-shell or has a time-like virtuality. 
This results in a space-like quark which interacts with the boson and turns into a 
time-like quark. In a subsequent FSPS the off-shell mass is reduced by branching into 
daughter partons with decreasing off-shell masses. 

The comparison with measured hadron multiplicities shows that one has to con­

13 



sider coherence effects in the parton shower, by which the emission rate of soft gluons is 
reduced. This kind of effect has been known for a long time for electromagnetic showers 
(Chudakoveffect [CHU55J). A photon with a long wavelength which is- emitted from 
a e+ e- pair under a small angle (Fig. 2.7a) cannot resolve the charges hf the electron 
and positron. Therefore the emission of such photons is suppressed. 

The same destructive interference effect occurs in a parton shower [GL U]. It has 
been shown that the simulation of the gluon interference effect in a Markov process, 
can be achieved by introducing an ordering in the emission angles such that the gluons 
are emitted in a cone of decreasing opening angle (see Fig. 2.7b) [MAR84a, MAR88]. 

The treatment of the time-like parton shower has been well tested in e+ e- an­
nihiliation [DRE92]. For the ISPS the situation is more complicated and so far not­
yet well tested. The ISPS is performed using the backward evolution .scheme [SJ 085], 
where the shower is constructed from the hard boson-quark interaction b~ckward with 
decreasing virtualities. In each step the parton density function must be taken into 
account. The steeper the rise of the PDF's is the more this radiation is suppressed. 

The simulation of both, the FSPS and the ISPS has to be stopped, if the virtuality 
of the partons becomes smaller than a threshold value (Q~) of about 1 Ge V2

, where Ct. 

becomes too large to justify the application of perturbative QCD. 
The coherent parton shower approach is implemented in two Monte Carlo pro­

grams for the simulation of DIS events, the programs HERWIG [WEB92] and JETSET 
[SJ087, ING91]. In the first program, gluon emission takes place in cones of angular 
size set by the incoming and outgoing parton. The characteristic scale is given by 
2E2 (1 - cos ('" )), where E is the energy of the emitting parton and '" the angle w.r. t. 
its colour connected partner. In the second program different scales, i.e. maximum 
values of the virtuality can be optionally chosen. While in e+ e- annihilation the scale 
is known to be Q2 = W2, in DIS the scale could be Q2 or W 2 or any function of both 
variables. At HERA, where for most of the events W 2 is much larger than Q2, one can 
investigate, which scale is more appropriate. 

The development of a multi-parton configuration can alternatively be simulated 
using the colour dipole model (CDM) [AND83, LOEN92b, BEN87]. This model is 
based on the idea that the struck quark and the target remnant form a colour dipole 
which emits gluons with a spectral function similar to that of a Hertz dipole in QED. 
Since the gluons themselves carry twice as much colour charge as the quarks, an emitted 
gluon together with either of the neighboured quarks (diquark) forms two new colour 
dipoles from which gluons are radiated (see Fig. 2.8). This iterative process is continued 
until the gluons emitted by neighboured dipoles are quasi-collinear. The emission from 
dipole attached to the target remnant is suppressed, since the target remnant system is 
assumed to have a finite size and the wavelength of the emitted gluons must be smaller 
then the size of the emitter. 

When colour-ordering the partons in the colour dipole cascade in Xi, which is 
the fraction of the proton light cone momentum of the parton at the i-th step of the 
cascade, the transverse momentum kt of the radiated gluons are not strictly ordered 
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Fig. 2.8. 	Formation of colour dipole from a qij pair created in e+ e- annihilation . .In DIS either 
the quark or the antiquark has to be replaced by target remnant, whkh carries also 
colour charge. 

like in a parton shower described above. It is important to note that in the coherent 
parton shower, which is based on the DGLAP evolution equations, a strong ordering 
in Zi and the transverse momentum is required, whereas in the CDM the phase space 
restrictions in kt are less strong and more similar to those prescribed in the BFKL 
evolution scheme. 

The BFG process which at the very low values of Z covered in the ep collision 
experiments, is very important due to the rise in the gluon density, is not accounted 
for in the 'pure' CDM. Therefore provision has been made to introduce the BGF 
process according the probability function calculated with the exact O(Q.) matrix 
element calculation. This is matched to the first step in the colour dipole cascade. 
This modified option will be denoted by CDMBGF. 

In order to exploit the advantages of the ME and PS approach in the simulation, 
the ME calculation and the PS model can be combined (option MEPS). A parton 
shower is added to a parton configuration, which is simulated according to the proba­
bility functions from exact first order matrix. element calculation. The parton shower 
development is matched such that only gluons with a scaled invariant mass mti/W2 
below the cutoff in the ME calculation are generated in order to avoid double counting 
[ING91]. 1 

2.5 The Fragmentation Phase 

The partons generated in the ME, PS or CDM simulation have to be transformed 
into hadrons. This second phase, called fragmentation, can only be described by phe­
nomenological models. There are two main fragmentation models which are imple­
mented in the event generator programs used nowadays, the cluster decay model and 

1 Recently exact first order matrix element calculation has been combined with the parton shower 
model of [WEB92] (HERWIG) ([SEY94]). 
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the string fragmentation model. 
In the cluster decay model [WEB84] the gluons are split into light q-q or qq_qq 

pairs. With these quarks and diquarks colour singlet states are formed-which are called 
clusters. These clusters may decay into 2-3 hadrons according a simpl~ phase space 
model. Light clusters can form only a single hadron. In this case, fo.ur,.momentum con­
servation is achieved by allowing for an exchange of momentum betwe~n neighbouring 
clusters. In DIS events, little is known about the correct treatment of the cluster 
which contains the partons from the target remnant. In the program the option is 
offered, to add some additional hadronic activity on the particles produced in the par­
ton shower. The multiplicity distribution and spectra according to which these extra 
hadrons are created are obtained from parametrisation of minimum biased events from ­
hadron-hadron reactions. This option is denoted by "soft underlying e.Ve~t" (SUE). 

"The Lund string model {AND83] is based on the idea that the colour field. between 
two quarks, which move away from each other, is confined in a colour flux tube of small 
transverse size, typically of the order of the size of a hadron ('" 1 fm). It can be treated 
as a relativistic one-dimensional string [ATR 79, AND80]. The energy stored in this 
string is proportional to its length, i.e. the distance between the colour charges. The 
string can break while it is stretched. At the breakpoint a q-ij or qq-ijij pair is formed. 
The energy of the original string is divided up amongst the two substrings according 
to a probability function f(z), which depends only on a dimensionless variable z, Le. 
scales with the string energy. This process is continued until only substrings with an 
invariant mass close to that of hadrons remain. 

In both fragmentation schemes a momentum component transverse to the direction 
of the cluster momentum or of the string is generated. This gives a contribution to 
hadron momentum component transverse to the virtual photon direction, which will 
be denoted by Pt.J"a.gm in this report. 

The higher the value for Q2 and Ware, the more important are the partonic sub­
processes, which can be treated in perturbative QCD, for the hadron formation process. 
The hadron distributions thus depend less on the details of the non-perturbative QCD 
effects in the fragmentation phase. 

2.6 	 QeD Effects in Inclusive Hadron Distributions Measured in Fixed 
Target Experiments 

Inclusive hadron distributions have been extensively studied in fixed target experiments 
at c.m. energies of '" 10 - 30 Ge V. These analyses were focused on the behaviour of 
hadron distributions as a function of the variables Zh, XF, Pt and <po In the proton rest 
frame Zh is hadron .energy scaled by the virtual photon energy 

(2.6) 

where Ehad is hadron energy and 11 the difference of incident and scattered lepton 
energy in the proton rest frame; x F is the Feynman scaling variable defined by 

(2.7) 
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hadron photon II = energy of virtual 
plane boson exch~nged 

lepton - scattering plal~e 

0; 

Fig. 2.9. 	Definition of the kinematic variables to describe the final state hadrons produced in 
DIS, which are used in the analyses in the proton rest frame. Ph is the momentum 
of a final state hadron. 

where W is the invariant mass of the hadronic final state. P~ is the hadron momentum 
component along the direction of the virtual photon (7·) in the 7·P c.m.s. and P; 
is the hadron momentum component perpendicular to this direction. In fixed target 
experiments P; can be ~easured in the laboratory frame, which is the proton rest frame 
by taking the comp~nent of the hadron momentum perpendicular to the direction of 
the virtual photon which is defined by the difference of incoming and scattered lepton 
momenta in the laboratory frame. In 'fixed target experiments the variable P; is usually 
denoted by Pt. The azimuthal angle t.p is the angle between the hadron photon plane 
and the lepton scattering plane as shown in Fig.2.9. 

Pt distributions were found to be particularly sensitive to the influence of higher 
QeD processes. Fig. 2.10 shows the differential hadron distribution as a function of P; 
from a fixed target experiment with a 280 Ge V muon beam. The data are compared 
with the prediction of the Quark Parton Model (QPM) i.e. without considering any 
hard QeD processes, and with a model calculation where the O(a.) processes shown 
in Fig. 2.6 are included. ,The behaviour of the tail of the distribution at high Pt 
cannot be reproduced by using the QPM or by varying parameters, which control the 
non-perturbative effects of the fragmentation. It is necessary to consider O(a.) QeD 
processes. This was interpreted as an evidence for hard gluon radiation in DIS. 

For a closer investigation of the influence of non-perturbative and perturbative 
QeD effects on the Pt spectra the mean square of Pt, < P; >, is plotted as a function 
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Fig. 2.10. Transverse momentum distribution "N.
1 4!,,: in pp scattering compared to the 
••t -".

prediction of the QPM (dashed-dotted line). Monte Carlo calculation including 
O(Q,) QCD processes (ME) using two values for < Pt >1'f'&gT'''' < Pt >In.gm = 
0.31 (0.28) GeV, are shown by the solid and dashed line, respectively (from 
[GAY81]). 

of z~ (Fig. 2.11). Under the assumption that a fraction Zh of the parton momentum is 
transferred to the hadron, < p~ > can be decomposed into: 

(2.8) 

where kt,prim is the primordial transverse momentum of the parton which the virtual 
photon couples to, and < p: > /r4g is the contribution from the fragmentation phase. < 
p~ > /r49 has been estimated from DIS [KRU89] and e+e- data [TAS80] by extrapolating 

the z~ dependence of <p~ > back to Zh = o. The value of O'q =<Pt >/r49= Vi <p; >/r49 
was found to be about 0.45 GeV and to vary only little with W. The contribution from 
perturbative QeD processes, < p~ >QCD, was calculated in first order Q.. The sum of 
both components is smaller than the observed value of < p~ >. The missing amount 
of transverse momentum was ascribed to the primordial kt of the parton struck by the 
photon which is, scaled by the factor ZI., transferred to the hadron. 
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100 ~ W' < '340 GaV· .0' > 5 GeV' 

<wt) = 210 GeV·. (OZ) =20 GeV I 

Fig. 2.11. 	Mean square ofpt, <P: >, as a function of z~ as measured in I'Pscattering [EMC80]. 
The lines show the contribution to <P; 2 > from the fragmentation (I), from O(Q, ) 

QCD processes (ME) (II), the sum of I+II (III). For IV a term proportional to 
the primordial transverse momentum of the incoming parton, z" *kt.Pf"nn has been 
added (see equation 2.8). 

From Fig. 2.11 it can be seen that the influence of non-perturbative QeD effects 
at energies reached in fixed target experiments is sizeable. The comparison of the final 
results on < p~ > from the EMC experiment with ME and PS model calculations shows 
that the experimental values are underestimated and a larger contribution of soft gluon 
radiation is required for an adequate description of the data [EMC91a]. 

The QCD scaling violation effects in the longitudinal momentum distributions (Zh 
and ZF) are smaller compared to those in Pt [EMC82]. However these effects should 
be observable if a large range in Q2 and W can be investigated. The measurement of 
the asymmetry in the azimuthal angle (cp) distributions of final state hadrons offers, 
in principle, the possibility of testing perturbative QCD predictions [POL78, MEN78]. 
However this asymmetry is diluted by the fragmentation process. This can be seen 
in Fig. 2.12, where the mean of cos cp, which is one measure for the size is, compared 
with the result of a model calculation, in which the first order QCD processes on the 
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Fig. 2.12. 	Asymmetry of the azimuthal angle distribution of hadrons, measured by 
< cos (SO) >, as a function of ZF. The data are from [NPA83] (open squares) 
and [EMC87p] (solid circles). The solid line shows the prediction of a model 
'calculation [KR082, NPA82, NPA83], where the effect of O(a,) QCD processes as 
well as finite value of the primordial transverse momentum of the incoming parton 
« kt,yrim >= 0.7 GeV). The dashed line shows the result with no k,.yrim.' 

parton level and the fragmentation of the partons has been simulated [KR082, NPA83] 
(dashed curve). A finite value of the primordial transverse parton momentum ktlJ1f'im. has 
to be considered in order to describe the experimental results (solid curve) reasonably 
[NPA83, EMC87p]. This again shows that non-perturbative effects are dominant in 
the energy range covered by fixed target experiments. 

20 



-.. 


3 Analysis of the Hadronic Final State at HERA 

3.1 Jet Physics 

In ep collisions at HERA values of W 2 are reached which are larger than In fixed target 
experiments by almost an order of magn~tude. At such high energies ev.ent.s with an 
unambiguous multi-jet structure can be seen and the measurement of Jet rates is much 
easier than in the fixed target experiments. Fig. 3.1 shows the transverse energy w.r.t. 
the proton beam axis as a function of the pseudorapidity 1J = -In (tan rJ 12) and the 
azimuthal angle <p for events with a clear 1+1, 2+1 and 3+1 jet structure. The polar 
angle w.r.t the proton beam axis rJ and the azimuthal angle <p are measured in the 
HERA laboratory frame. In DIS the jet emerging from the target remnant is counted' 
separately from the other jets. This is denoted by "+1". The Feynman diagrams for 
the 0(0:.) QCD processes in DIS are shown in Fig. 3.2 . 

Hadron jets are believed to maintain the kinematic properties of the underlying 
quarks and gluons in the final state. Experimental studies ofjets in high energy particle 
reactions are therefore ideal tools to test basic features of QCD and determine the free 
parameter of the theory (AQCD). 

In e+e- collision experiments, there is a long tradition for measurement of the 
jet rates Rn, defined as the ratio O"nlO"tot of the cross section of n-jet events and the 
total cross section. First evidence for 2-jet events was seen in 1975 in e+e- colli­
sions at SPEAR [HAN75]. At PETRA experiments a small fraction of planar well­
separated 3-jet events were observed which could be attributed convincingly to the 
emission of a third parton with zero electric charge and spin 1, as expected from gluon 
bremsstrahlung predicted by QCD [PETRA]. First analyses based on the definition 
and reconstruction of resolvable jets was published in 1980 [BER80]. Since that time 
many more analyses from experiments at PETRA, TRISTAN, AMY, and in particular 
at LEP and SLC have been performed and lead to a very precise determination of jet 
rates (for a review see e.g. [BET92]). For the determination of the strong coupling 
constant 0:. from jet rates an exact definition of a resolvable jet is necessary, which can 
be applied both in the experimental analysis and the theoretical calculations. 

The purpose of a jet finding algorithm is to cluster particles (tracks) or regions 
of energy deposit in the calorimeter ("cells"), which are close to each other until the 
"size" of the clustered object exceeds an adjustable threshold value. This requires the 
definition of an appropriate variable Oij to measure the distance between two objects 
(particles or "cells"), a scale to Ilormalise Oij and a recombination scheme. In a recursive 
process the particles or cluster of particles which has the smallest value of the scaled 
distance, Yij = bijls, are replaced by ( or "recombined to") a single cluster according 
to the prescription of the recombination scheme as long as Yij < Ycut. This procedure is 
repeated until all Yij are larger than the jet resolution parameter Yc:u.t. The remaining 
clusters are called jets. 

The definition of the scaled distance variable and the recombination scheme is 
listed in Table 3.1 for the jet finding algorithms used in DIS. The cone algorithm 
was developed for calorimetric energy flow measurements in pp collisions [CONE]. In 
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Fig. 3.1. The flow of transverse energy, defined by Et = E * sin", as a function of the 
pseudorapidity 7]= -In (tan"/2) and the azimuthal angle cp in the laboratory frame 
for deep inelastic ep collision events at HERA. " is the polar angle of the particle 
w.r.t. the proton beam axis. The energy flow has been measured in the main 
calorimeter (see section 4). Part a-c of the figure show examples of 1+1, 2+1 and 
3+1 jet events. The jet emerging from the target remnant is counted separately. 

DIS experiments it is mainly applied to study jet properties and jet kinematics (e.g. 
[ZP93j]). For the determination of jet rates and a., the JADE algorithm is most 
cOIQ.monly used since NLO QeD calculations of the 2+1 jet cross sections are available 
for this jet finding algorithm[GRA94~ BR094]. 

The JADE algorithm has to be slightly modified to be applied for DIS events. 
Since the major fraction of the target remnant jet is concentrated in a narrow cone 
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Fig. 3.2. Feynman diagrams for the lowest order process (a) and the 0(0.) processes in DIS: 
b) QCD Compton process (QCDC), c) boson gluon fusion process (BGF). 

Resolution Parameter 
Yij, ri; 

Recombination Scheme Comment 

JADE 

kt 

2BiBi~1-col {"iil 
W 2 

2min(Bl ,Bl)(l~cos ("ij) 
Q2 

Pie = Pi + P; 
adding four-momenta 

~ 

.. ~ 

Pie = Pi + P; 
adding four-momenta 

approx. Lorentz invariant. 
applicable in HERA 

lab. frame. 

not Lorentz invariant. 

applied in Breit frame. 

cone ri; = 
-/("Ii ­ '1;)2 + (tpi - tp;)2 

l1i = -In (tan l1i/2) 
11i polar angle 

tpi azimuthal angle 

if ri; < Rcone : 

E1.,Ie = E1..i + E1.'; 

_ (rIiIB1. l i+ f1iIB1..i)
111e - (1/E 1..i +1/E 1.,;') 

tple simile 
El.fle = Ele * sin (111e) 

conservation of energy. 

("Ii - "Ij), (tpi - tpj), E1. 

w.r.t. 

longitudinal boost. 
-I 

Tab. 3.1. Resolution parameter (=scaled distance variable) and the recombination scheme 
for the jet finding algorithms used in DIS 

around the proton beam direction, where no calorimetric measurement is possible, the 
observed debris of this target remnant jet may be associated to one of the current jets 
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or mimic the presence of an additional current jet. In order to keep the corrections for 
such effects smail, an fictitious particle with zero transverse momentum is introduced , 
which carries the missing longitudinal momentum. This fictitious partide is treated 
like any other particle or cluster in the JADE scheme. " 
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Fig. 3.3. 	The production rate of 1+1 and 2+1 jet events, R j in % as a function of the resolu­
tion parameter in the jet finding algorithm, Ycuh compared to the NLO calculation 
of the programs PROJET [GRA94] and DISJET [BR094]. The data have been 
corrected for acceptance and hadronisation effects using a Monte Carlo model for 
DIS. Only statistical errors are shown (from [ZE94a]). 

Fig. 3.3 shows the jet rate for 1+1 and 2+1 events as a function ofthejet resolution 
parameter Ycut for 160 < Q2 < 1280 Gey2 and 0.01 < z < 0.1. For the data the 
JADE algorithm has been applied to four-momenta which are constructed from the 
energy deposit and the angular position of calorimeter cells. As scale parameter, the 
invariant mass of the hadronic final state that is reconstructed from the calorimeter 
information (see section 4) has been used. The experimental results are in a good 
agreement with analytical calculations to complete O(a:) from [GRA94, BR094]. A 

value for A <;;5 = 312 MeY has been chosen for this comparison which corresponds 
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(M2) 0 124 value which is compatible with recent results from the LEPto a. z = . ,a 
experiments [BET93]. 

• HI - D.ta 
- 1\ = 100 MeV (a) 
- 1\ - 200 MeV+' --- 1\ = 300 MeVr:Z 0.8 - 1\ = 400 MeV 

O(a!) (MRSD-) 
Y. = 0.02. II > 0.01 
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• HI - d.ta 

Fig. 3.4. 	(a) The rate of 2+1 events, R2+ 1 = 0'2+1/O'tOt at fixed value of the resolution 
parameter Yeul = 0.02 for different values of Q2 [Hl-94a] ({lid> 100 

). 

(b) 0, extracted from the jet rate for different values of Q2 [Hl-94a] (closed circles). 
The result is compared with a fit to the data using a running a, (dashed line) and 
constant 0, (dashed-dotted line). The errors of the fit are indicated by the solid 
lines. The value obtained by e+e- collision experiments at LEP [BET93] is shown 
for comparison (open circle). 

From the 2+1 jet event rate at a fixed value of Ycut = 0.02, as shown for 3 different 
values of Q2 in the left part of Fig. 3.4, one 'can extract o. using the above mentioned 
analytical calculations of the jet rates. The result from the HI experiment (right part 
of Fig. 3.4) is compared with a fit to the 2-loop solution of the renormalisation group 
equation (dashed line) and with a constant a. (dashed dotted line). The data favour the 
running a. over the constant a.. This demonstrates that at HERA the Q2 dependence 
of a. can be measured without the need of combining data from other experiments. 

Recently also the application of the kt jet finding algorithm[CAT91] in DIS, has 
been studied. This algorithm differs from the JADE scheme in the definition of the 
distance variable and scale parameter and has to be applied in the Breit frame. In e+e­
physics it has been found that the hadronlsation effects for the k t algorithm are smaller 
than for the JADE algorithm. Furthermore the kt algorithm is formulated such that 
the resummation of logarithmic terms is possible, which is necessary to obtain reliable 
predictions at low values of Ycut. These features have made this jet finding algorithm 
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attractive for jet physics in e+e- annihiliation. First experimental studies in DIS show 
that the corrections for the effects of the detector acceptance and resolution as well as 
of the hadronisation are small. However, theoretical calculations to- order O(a;) are 
not yet available for DIS so that an extraction of a" is not yet possible." 

3.2 Inclusive Hadron Distributions 

The measurement of inclusive hadron distributions is a useful tool to extend the study 
of the hadronic final state in DIS to classes of events which cannot be classified un­
ambiguously as n-jet events. The measurement is sensitive to the details of the hard 
scattering process as well as to soft QeD radiation and fragmentation. With the new_ 
data from the HERA experiments it is possible to test the concepts and details of the 
models for the hadron formation process in a complete new kinematic range-of Wand 
Q2. It is expected that at such large values of W the influence of processes on the 
parton level becomes dominant over the effect of the fragmentation. This should allow 
tests of the dynamics in parton showers such as coherence effects and the rate of gluon 
emissions in DIS which can be related to the parton evolution schemes discussed in 
section 2.4. 

Both experiments at HERA, HI and ZEUS, are equipped with high resolution 
calorimeters and tracking detectors covering almost the complete solid angle. This 
enables the measurement of energy flow distributions of charged and neutral particles 
and of charged particle spectra. The analysis of hadron multiplicity distributions in the 
Breit frame and the so called 'humped back plateau' is described elsewhere [JAM94]. 

In this report, the analyses of the hadronic final state are presented, which have 
been performed in 1993/94 using the data taken with the ZEUS experiment In sec­
tion 4-7 the ZEUS experiment and procedure to determine and to correct the hadron 
distributions for effects of the detector acceptance and resolution, are described. In 
section 8.1 energy flow distributions- measured in the main calorimeter of the ZEUS 
detector are presented and compared with model calculations. The x F and p; distri­
butions of charged hadrons in the 7*P centre-of-mass are investigated and the results 
are compared with those of fixed target experiments (section 8.2). In the last part of 
section 8 the W 2 and Q2 dependence of the mean square of p; measured at HERA and 
in fixed target experiments is discussed in the frame of the different concepts which 
have been· developed for the simulation of the hadron formation process. 

3.3 0 bservation of Events with a Large Rapidity Gap at High Q2 

The dominant mechanism of DIS is the hard scattering of the exchanged current from 
a coloured quark in the proton. The colour field between the struck quark and the 
target remnant is responsible for populating the rapidity interval between them with 
final state hadrons. However, a class of events has been observed in which there are no 
hadrons close to the proton beam direction. Expressed in terms of the pseudorapidity 
1'/, these events exhibit' a large difference between the pseudorapidity of the smallest 
angle measurable in the detector (f) = 1.5°,1'/ = 4.3} and the pseudorapidity of the 
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Fig. 3.5. 	Distribution of f/m4z, the maximum rapidity of a calorimeter cluster with an energy 
> 400 MeV in an event for 1992 data [ZP931] and Monte Carlo events. The bound­
aries of the calorimeter are indicated. Values of f/mcz > 4.3 may occur when particles 
are distributed in several contiguous cells around the beampipe hole in FCAL and 
combined to one cluster. The number of Monte Carlo events with f/mcz > 1.5 is 
normalised to the number of data events in the same f/m4Z range. . 

cluster in the calorimeter (with an energy deposit in excess of 400 MeV) closest to the 
proton direction (l1m4z)' Figure 3.5 (taken from [ZP931)) shows the distribution of l1mcz 
for all DIS events selected from the 1992 data. 

The shaded area represents the expected rate of a Monte Carlo calculation based 
on a model, which describes the main fraction of DIS events reasonably well. The Monte 
Carlo events have been passed through the detector simulation and the reconstruction 
program to be compared directly with the measured event distribution. There is a 
significant excess of events over Monte Carlo events at small l1maz < 1.5. These events 
are denoted as "large-rapidity-gap" (LRG) events. 

The qualitative difference in the event topology for standard DIS and LRG events 
is sketched in Fig. 3.6. The invariant mass of the hadronic final state observed is 
denoted by Mx. Fig. 3.7 shows the correlation between Mx and W the invariant mass 
of the ~tp system for the LRG events and the rest of the DIS sample selected from the 
1993 data, called non-rapidity-gap (NRG) events [ZP94j]. The LRG events are distinct 
from the NRG events by small values of Mx , (typically ~ 20 GeV). This data and the 
distributions in Fig. 3.8 are not corrected for detector effects. 

In Regge phenomenology the cross section for a two-body scattering via pomeron 
exchange is approximately independent of the centre-of-mass energy W, while the 11" 

or p exchange would give a contribution falling with W like W-· or W- 2
• In order 

to examine the W dependence for this subprocess to the total DIS, the ratio r of the 
of the number of events with l1maz < 1.5 and the total number of events is studied 
(Fig. 3.8a). In the same figure also the relative acceptance of the cut on l1maz is shown 
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Fig. 3.6. Schematic diagram of the particle production in DIS (a), and in diffractiv~ DIS (b). 
N represents a proton or a low mass nuclear state. Mx is the invariant mass of the 
hadronic final state observed in diffractive DIS . 
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Fig. 3.7. 	Correlation between theinvariant mass Mx of the hadrons observed and the invari­
ant mass W of the "Y.p system [ZP94j]. WDA is the variable as reconstructed using 
the double angle method (see section 5) 

as a histogram. For W ~140 GeV the ratio r is independent on W. In this range the 
ratio r is, within the errors, constant. This observation and the steeply falling Mx 
distribution of the LRG events are suggestive for a diffractive process. 

The ratio r is displayed as a function of Q2 in three intervals in Bjorken-~ {Fig. 3.8b­
d. The data were restricted to W ~ 140 GeV, where one finds from the Monte Carlo 
calculations that the acceptance in Q2 is flat. Since the total DIS cross section shows 
a leading twist behaviour, one can conclude from the approximate independence of r 
on Q2 that the production mechanism leading to the LRG events is a leading twist 
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Fig. 3.8. a}: Fraction r of events with a large rapidity gap in the total DIS event sample as 
a function of W. The histogram shows the relative acceptance of the TJm.42 cut. 
b-d}: The same fraction as a function of Q2 in three intervals of x. 
All variables (W, Q2 and x) are caculated with the double angle method (see sec­
tion 5). In [Hl-94g] (HI) the same Wand Q2 dependence was found. 

effect [ZP931, ZP94j, Hl-94g]. Also semi inclusive properties of the LRG events, such 
as jet production, jet shape and hadronic energy flow distributions have been studied 
[ZP94j, ZP94f]. The interpretation of the characteristics of the events is consistent 
with an interaction between a virtual photon and a parton of a colourless object from 
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the proton. 
In this report further investigations of the hadronic final state in LRG events are 

shown. The charged hadron multiplicity distributions in the HERA"laboratory frame 
as well as the charged hadron spectra in the ~.p c.m.s. are examined~The hadronic 
energy flow distribution in the HERA laboratory frame are discuss~d in --the context 
with a detailed comparison of the measured hadronic energy flow with the Monte Carlo 
calculations for non-diffractive DIS events. 
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4 Data Taking Conditions 

4.1 HERA 

The layout of HERA (HERA = Hadron Electron Ring Anlage) at DESY is shown in 
Fig. 4.1. Electrons and protons are accelerated and stored in two separate ring systems. 
For the 1992/93 data taking periods HERA was operated with electroiis and protons 
accelerated up to 26.67 GeV and 820 GeV, respectively. The electron and proton beam 
are brought to collision in the two interaction points. In the experimental halls NORTH 
and SOUTH the experiments HI and ZEUS are set up. 

HERA is designed to operate with 210 bunches each in the electron and the proton 
ring. The time between subsequent bunch crossings is 96 ns. During the data-taking ­
periods in 1993 HERA, 94 bunches were filled for each beam for collisions . .In ,addition 

Fig. 4.1. Layout of HERA 

10(6) unpaired bunches of electrons (protons) circulated for the measurement of the 
background event rate from e-gas and p-gas interactions. The integrated luminosity 
used for this analysis is 550 nb- 1 • 

31 



I 

4.2 The ZEUS Detector 

ZEUS is a general purpose magnetic detector with a tracking region surrounded by 
a high resolution calorimeter followed by a backing calorimeter and Inq.on detection 
system as shown in Fig. 4.2. Only those details are described here which are essential 
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Fig. 4.2. Cross section of the ZEUS detector 

for the understanding of the analysis presented. An extensive description of the ZEUS 
detector can be found in [HOL93, ZP92p]. 

A high resolution vertex drift chamber (VXD), a large central tracking detector 
(CTD) and planar drift chambers in the forward (proton) and rear (electron) part 
(FTD,RTD) form the system of tracking detectors. For the data-taking periods in 
1993 only the CTD and VXD have been read out. 

The VXD is a cylindrical drift chamber, which is subdivided in 120 radial cells 
each with 12 wires and uses a slow drift velocity gas to achieve a high spatial resolution. 
The CTD is a large cylindrical drift chamber with 72 cylindrical layers of wires which 
are grouped in 9 superlayers (SL) [CTD]. Five SL have wires parallel to the beam 
axis (axial SL), whereas in the rest of the SL the wires are tilted by a small stereo 
angle to allow a precise measurement of the z-coordinates along the trajectories. The 
axial SL 1,3 and 5 are equipped with a z-readout system using FADC's which provides 
information for a fast vertex reconstruction on the trigger level. Both detectors operate 
in a solenoidal magnetic field of 1.43 T. 
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The tracking devices are surrounded by the high resolution uranium scintillator 
calorimeter (CAL), which covers 99.7% of the 41r solid angle [DER91). It is divided into 
3 parts: forward (FCAL), barrel (BCAL) and rear (RCAL) calorimeter,' The relative 
thickness of the uranium and scintillator tiles were chosen to give equal calorimetric 
response to electrons (photons) and hadrons. The energy resolutiol} was -measured 

in test beams to be UE = O.18/JE( GeV) for electrons and UE = O.35/JE(GeV) 
for hadrons. The scintillator tiles form towers which are segmented longitudinally 
into electromagnetic (EMC) and hadronic (HAC) section~ An EMC (HAC) section 
consists of 2-4 (1-2) cells. Each cell is read out by two photomultipliers giving a timing 
information with a resolution of 0.5 e J ~.5 ) ns.

EGeV 

The natural radioactivity of the uranium is exploited to set the gain of each PMT 
to sufficient precision and to monitor very efficiently the overall calibration [DER91 , 
BRS93]. The noise distribution, which is dominated by the natural radioactivity, has 
typically a r.m.s. width of 15MeV in EMC cells and 25MeV in HAC cells. The. 
coherent noise between different cells is negligible. However, due to the large number 
of cells, the noise infiuences the determination of kinematic quantities in certain region 
of phase space. 

Two small lead-scintillator sandwich counters (C5) partially surround the beam 
pipe at the rear of the RCAL. These counters were used to signalback~ounds produced 
by the incoming proton beam and to measure the timing and longitudinal spread of 
both the proton and the electron beams of HERA. Two layers of scintillation counters 
mounted on either side of an iron veto wall, situated upstream of the detector, were 
also used to signal background particles. 

The ep luminosity was measured from the rate of the bremsstrahlung process 

ep -. eyy, ( 4.1) 

by tagging the final state electron and photon in coincidence [ZPLUM). The luminosity 
monitor was also used to tag photons from initial state radiation and electrons from 
photoproduction processes. The event rate has been reduced from:::::: 10 MHz to 3-5 Hz 
by a three-level trigger system [HOL93]. 

4.3 Event Reconstruction 

The events which pass the third level of the trigger were written to tape and processed 
through the ZEUS reconstruction program. 

The integrated pulse heights from the PMT's of the uranium scintillator calorime­
ter and the information gained by the calibration of the calorimeter are used for the 
correct determination of the energy deposit in each calorimeter cell. Each cell is read 
out by two PMT's. The energies of each PMT is stored. The total energy deposited 
in a cell is calculated from the sum of the two PMT signals. The difference of the 
PMT signals is exploited to improve the determination of the centre of shower in the 
calorimeter. In a geometrical clustering algorithm, cells are merged according to their 
physical adjacency; only cells with an energy deposit above a threshold are considered. 
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The threshold energy is set to 60 MeY and 100/110 MeY for cells in the EMC and HAC 
section respectively. The objects defined by this algorithm are called condensates. 

Two programs for track finding and fitting have been developed independently. 
They follow different strategies for the search of tracks. ,\' . 

In the first approach the track finding algorithm starts with hits In the outermost 
axial SL of the CTD. More hits on axial wires were gathered as the trajectory was 
followed inwards t'o the beam axis. The resulting circle in the x-y projection was used 
for the pattern recognition in the stereo SL and the z-by-timing hit pattern. The 3­
dimensional track position was interpolated into the stereo SL. In a second pass tracks 
were also searched, which could not be successfully continued to the first SL. These 
candidates are not eligible for the primary vertex. 

The momentum was determined in a 5-parameter helix fit. If hits in' the YXD 
were associated to the track, the scattering angle. in the x-y plane wa~ added as an 
additional parameter. Multiple Coulomb scattering in the beam pipe and outer· walls 
of the YXD were taken into account in. the evaluation of the covariance matrix. 

The other track finding program is based on Kalman filtering technique [KALM]. __ 
Seed tracks found in the outer layers of the CTD are extended inwards and points are 
added as wires layers of the CTD are crossed. The track parameters at each step are 
updated using the Kalman method. In the second step a Kalman :fit . to the points 
found in the pattern recognition phase is performed, taking into account time-of-flight 
and signal propagation delays. In addition non linear corrections to the measured drift 
time are made. 

Following the track reconstructed in the CTD inwards, hits in the ·YXD are asso­
. ciated to the track. The track segments are merged to form global tracks, where the 

Kalman filtering algorithm is used to merge the extrapolated track parameters of the 
track segments in the YXD and CTD. 

With the information from the track finding and fitting procedure a main vertex 
is reconstructed. The vertex fitting is performed using the Perigee parametrisation of 
the trajectories [BIL92]. The conditions for the association of tracks to the main vertex 
are chosen such that tracks, which give a contribution to the X2 of the vertex fit larger 
than 16, are not associated. The vertex position is evaluated and the track parameters 
at the vertex are re-adjusted. 
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5 Reconstruction of the Kinematic Variables 

In ep collision events at HERA the reconstruction of the kinematic var~"ables in neutral 
current DIS events can be performed using the energy and angle of the scattered 
electron or of the hadronic system or a combination of both. For the-ana:iy'-sis presented 
here, the double angle method (DA) was chosen, because it is less sensitive to scale 
errors in the energy measurement of the final state [BNT92]. 

In this method the kinematic variables :CDA and QbA are derived from the scattered 
electron angle -De and the angle IH of a hypothetical massless object balancing the 
momentum vector of the electron to satisfy four-momentum conservation and to induc;e 
the same value of z and Q2 relative to the initial proton as the scattered electron relative 
to the incident does. In the QPM IH would be the angle of the s·truck quark. The 
quantity IH is determined using the equation: 

(5.1 ) 


where the sum Lh runs over all calorimeter cells which are not assigned to the scattered 

electron. Pz, PI" pz are the cell energies E projected on the axes of the HERA laboratory. 
frame, in which the positive z-axis is the proton direction. In the naive QPM IH defines 
the direction of the struck quark. The cell angles -D are calculated from the geometric 
centre of the cells and the vertex position of the event. 

The value of W is computed according to the definition in Table 2.1 using z and Q2 
from the DA method. The variable y is determined according to the Jacquet-Blondel 
method [JB79]: 

Lh(E - pz) 
(5.2)YJB = 2Ee 

where Ee is the electron beam energy. 

A pseudo four·momentum vector is assigned to each calorimeter cell with an en­
ergy deposit of more than 60MeV or 100/110MeV for the EMC and HAC section 
respectively, which is constructed from the cell energy and the polar and azimuthal 
angle of the centre of the cell. With the pseudo momentum vectors pointing from the 
primary vertex to the cells, the hadronic energy flow distributions in the HERA labora- ­
tory frame are determined. Energy flow distributions are presented as a function of the 
difference in pseudorapidity ll.1'/ = 1'/ - 1'/-r, where 1'/-r is defined by 1'/-r = -In (tan , H/2) 
and", is the pseudorapidity of the charged particle or the pseudo-particle assigned to 
a cell. 

For the description of the final state hadron kinematics in the hadronic (,·P) c.m.s. 
the variables XF and p; are chosen. XF is defined by: 

XF = p~/P~tm.az = 2p~/W (5.3) 
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where pfi is the projection of the hadron momentum component on the direction of the 
virtual photon, and p; which is the hadron momentum component perpendicular to the 
virtual photon axis. All momenta are given in the hadronic c.m.s .. For a comparison 
with results from DIS experiments at lower energy, the scaled hadron en~rgy Zh = Eh/v 

is also used (see Fig. 2.9). For zF2:,O.l the values for ZF and Zh differ ~y less then 0.1%. 
The four-momentum of the scattered electron, which is needed for the Lorentz 

boost into the hadronic centre-of-mass frame, is reconstructed from the polar and az­
imuthal angle, {), tp, as determined by the electron finding algorithms, and the scattered 
electron energy as computed by the double angle method: 

(5.4) 


where Ee is the energy of the beam electron. 

, 
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6 Data Selection 
6.1 Event Selection 

For the physics analysis events were accepted which are triggered by ~ e~ergy deposit 
above a programmable threshold in any EMC trigger tower of 20x40 cm2 in the BCAL 
or RCAL. The threshold was typically < 1 Ge V except for the in"ner- ring-- of tower~ 
around the RCAL beam pipe hole, for which it was set to 10 GeV. The trigger could 
be vetoed by a signal of the C5 counter or the veto wall occurring in coincidence. 
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Fig. 6.1. 	Illustration of the rejection of the beamgas background events using the time infor­
mation of the calorimeter. 

The by far largest background rate is produced by interactions of the protons with 
the residual gas in the beam pipe and the beam pipe itself. The time information from 
the calorimeter and the C5 counter can be used to reject these events very efficiently 
[ZP92d]. The time delays are calibrated such that for ep-collisions at the interaction 
point the time signal from the FCAL and RCAL are tF = ta = o. For events with 
interaction upstream of the detector energy is deposited in the RCAL about 12 ns 
earlier (Fig. 6.1). In Fig. 6.1 the measured distribution of (tF - tR) versus tR for 
events, for which more than 1 GeV was recorded in at least one calorimeter cell both 
in the RCAL and FCAL, is shown, before any cut on the event times has been applied. 
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Most of the beamgas background events can be rejected by a cut on tR and/or ItF - tR/ 

on the trigger level. In the ofRine selection tighter cuts on tR and tF (ItRI :5 3ns and/or 
ItF - tRI :5 3ns) are applied to further reduce the background. Events triggered by 
a photomultiplier discharge or by cosmic (halo) muons were removed\in the offline 
analysis using topological algorithms. 

Several algorithms which are based on the information about th~ transverse and 
longitudinal shower profile have been developed for an efficient and reliable identifica­
tion of the scattered electron. For the measurement of inclusive hadron distributions, 
which are normalised to the number of DIS events, it is important to minimize the. 
contamination by non-DIS events which have a hadronic structure which may differ 
significantly from those of DIS events. Therefore the algorithm with the highest purity­
was chosen and a minimum energy of the scattered electron of 10 GeV(~el > 10 GeV) 
was required. With this condition, the purity of the electron identification 'procedure 
was found to be larger than 96%. 

A fiducial cut requiring that the impact point of the scattered electron on the face 
of the ReAL has to be at least 6 cm away from the edges of the beam pipe hole, was 
imposed to ensure a reliable measurement of the direction of the scattered electron. 

For further discrimination between background events and DIS events the variable ­
E= Ec(E - p~) is used; the sum runs over all calorimeter cells, E and p~ have the same 
meaning as in 5.1. Neglecting effects of particle emission through th~ rear beam pipe 
hole and initial state QED radiation, NC events have 5 = 2Ee • Proton-gas events which 
have no energy deposited in the RCAL or the C5 counter and therefore pass the before 
mentioned timing cuts, have 5 close to zero. Also for photoproduction events, where 
the scattered electron is not seen in the main detector, the quantity E is significantly 
smaller than 2Ee • Requiring 5 ;?: 35 GeV the major fraction of the background events 
is rejected. This cut also removes event with a hard photon from QED initial state 
radiation, reducing the size of the radiative correction to be applied. 

Residual photoproduction events which were selected because an electron ·or pho­
ton in the hadronic final state mimics a scattered electron and hence a DIS event, can 
be eliminated by a cut on Yele (Ycle :5 0.85), where Yele is the y scaling variable, defined 
in Table 2.1, as determined from the scattered electron momentum alone. 

The position in z of the main vertex was required to be within -50 em :5 Zvt:z: :5 
40 em in order to have a good acceptance for tracks over a wide range in the polar 
angle f}. The transverse distance of the main vertex has to be inside the beam pipe 
(Le. :5 8.5 em), to exclude events from secondary interactions in the beam pipe wall. 

With this cuts a total of 36100 events with Q2 > 10 GeV2 was selected from the 
data sample taken, which corresponds to an integrated luminosity of 550 nb -1 • 

With this event sample two types analyses have been performed, for which further 
selection cuts had to be applied: 

• 	 the analysis of the total hadronic energy flow measured in the HERA laboratory 
frame using the main calorimeter information. 
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• The analysis of differential charged hadron multiplicity distributions in the I·p 
c.m.s. and in the HERA laboratory frame. 

The track selection criteria needed for the second analysis are described ln section 6.2. 

For the measurement of the energy flow distributions HI dd!, events with 1200 
::; 

eve ~17 

IH ::; 1650 were selected corresponding to a large separation in 1/ between the current 
and target jet region. The upper cut on IH ensures that the current jet is well contained 
in the calorimeter and the influence of the beam pipe hole in the RCAL is negligibly 
small. After this cut 20800 events remain for the final analysis. The energy flow 
distributions are reconstructed from the energy deposit in the uranium scintillator 
calorimeter as described in section 5 and normalised by the number of eve,nts in the 
kinematic bin of IH and Q2 considered. A cut on the polar angle fJ > 8°~was imposed 
since the correction in the region close to the beam pipe hole in the FCAL become 
large and a:re affected by sizeable systematic errors. 

The event sample was split into two classes, the class of events with a large rapidity 
gap between the proton and the rest of the hadronic final state (LRG events) and the._ 
complementary class. For classification purposes, the variable 1/m.tIZ is introduced, which 
is the pseudorapidity of the most forward calorimeter condensate with an energy above 
400 Me V. A condensate is a contiguous energy deposit with an integrated energy of ,­
more than 100MeV for pure EMC energy deposits and 200MeV for HAC or mixed 
energy deposits. Events with 1/m.tIZ < 1.5 are assigned the class of LRG events. The 
rest of the events are called non-rapidity-gap events (NRG events). 

6.2 Track Selection 

In the selected DIS events, tracks associated to the primary vertex were selected. 
Particles from secondary vertices were excluded in the analysis of charged hadron 
distributions presented here. The distributions are corrected for the fraction of charged 
particles coming from fast Ko and A decays which are, associated to the main vertex. 
Further selection criteria were applied to obtain a sample of well-measured tracks and 
to avoid the region of poor acceptance of the CTD. 

In the polar angle range of 200 < fJ < 1600 the acceptance for tracks from the 
primary vertex defined by 

a(fJ) = number of tracks reconstr. and assoc. to the primary vertex in 6.fJ (6.1) 
number of charged hadrons produced at the primary vertex in 6.fJ 

varies smoothly around a central value of about 75%. The acceptance defined in (6.1) 
is lower than the single track reconstruction efficiency estimated from data since in the 
denominator of (6.1) also very,low energetic hadrons are counted, which do not reach 
sufficiently many superlayers to be reconstructed. 

The scattered electron was removed from the track sample by rejecting those tracks 
which match with the cluster in the calorimeter assigned to the scattered electron by the 
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Q'=160Ge~ 

10 

Fig. 6.2. Population of the Q2_Z plane by the DIS events selected for the analyses presented 
here. (For the sake of a clear presentation only 1/3 of the full DIS event sample 
is shown as dots). The region considered for the measurement of charged hadron 
distributions is indicated by the dashed lines. The dotted curves are lines ofconstant 
7H,7H = 1200 and TH = 1650 

• The kinematic region covered by hadronic final state ­
analyses in the fixed target experiments is shown by the shaded area. 

electron finding algorithm. For {} < 1500 the efficiency for the rejection of scattered 
electron is larger than 85%. Above 1500 the efficiency decreases due to the limited 
acceptance and resolution of the CTD in the very rear part of the detector. Therefore 
the upper cut on {} was set to 1500 in order to have a background free hadron sample. 

A minimum value of the track momentum in the laboratory frame IPlab I > 0.2 GeV / c 
was required, as for very low energetic particles both, the track finding efficiency and 
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Comment 
event selection 

cut on event time 

Selection Cut 

rejection of p beam gas background events ..
ItR - t F I < 3 ns, ItRI < 3 ns 

Eel> 10GeV high purity of algorithm Jor ' 
finding the scattered electron 

fiducial cut around the for precise measurement of 
ReAL beam pipe hole ~ and cp of the 

scattered electronIZRCALI, IYRCALI < 16 cm 
rejection of background events 35 < L.dlc:ell.s(Ei - PZti ) < 60 Ge V 

from photoproduction and 
residual P beam gas interactiQn 

Yele < 0.85 rejection of residual photoproduction 
background events 

YJB > 0.04 improved resolution of iH 

vertex position: good acceptance for tracks 
-50 < %11 < 40cm rejection of vertices from 

secondary interaction with beam pipe 

kinematic region investigated for 
energy flow: 

1200 < iH < 1650 

Jz; +y; < Bcm 

target and current jet well separated 
10 < Q2 < 1000 GeV2 in HERA laboratory frame 

charged tracks: 
10 < Q2 < 160 GeV2 high and uniform acceptance for 
75 < W < 175GeV charged tracks for ZF > 0.025 

track selection criteria 
track associated exclusion of particles from decays and 
to main vertex 

. ' 
secondary interactions 

200 < " < 1500 uniform acceptance, high efficiency 
for excluding scatt. e' from hadron sample 

IPl4b I > 0.2 Ge V good resolution for track momentum 
at least 3,"d SL determination 

(superlayer) reached 

Tab. 6.1. 	Event and track selection cuts for the analysis of energy flow distributions and ­
differential hadron multiplicity distributions presented in this report 

the resolution are poor. The transverse momentum resolution is proportional to 1/L2, 
where L is the length of the track perpendicular to the beam axis. Only tracks which 
reach at least the third SL and hence have a length transverse to the beam of larger 
than 30 em, are kept. 
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In the following the acceptance for charged hadrons is defined similar to (6.1): 

a(19) = number of reconstr. tracks after all track selection cuts in !::J.19 
number of charged hadrons produced at the primary verte~ in!::J.19 (6.2) 

The analysis of charged hadron distributions in the i·P c.m.s. 'is"--restricted to the 
range in Q2 and W by 10 < Q2 < 160GeV2 and 75 < W < 175GeV, where the 
acceptance is always larger than ±60%. This leaves 24600 events for this part of my 
data analysis. In Table 6.1 all event and track selection cuts are listed together with a 
brief explanation. In Fig. 6.2 the distribution "of the selected events in the Q2_:r; plane 
is displayed. The kinematic region explored in my analyse~.are indicated by the dashed 
and dotted curves. For comparison the kinematic region which had been investigated 
in fixed target experiments is also shown by the shaded area. 

, 
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7 Acceptance Correction 

7.1 Monte Carlo Simulation 


The measured distributions have to be corrected for the effects of the'tletector accep­

tance and resolution in order to transfer back to physics cross sections. which can be 
directly compared with theoretical calculations. For that purpose the hadronic final 

Acronym 

QPM 
ME 
PSQ 
PSW 
PSW43 
HRWno SUE 

HRW + SUE 
CDM 
MEPS (*) 

CDMBGF (*) 

POMPYT (*) 

NZ (*) 

Brief Description 

no perturbative QCD processes, but string fragmentation (SF) 
O(0:.) complete matrix element calculation + SF 
coherent parton shower + SF [ING91], virtuality scale = Q2 
coherent parton shower + SF [ING91], virtuality scale =' W 2 

coherent parton shower + SF [ING91], virtuality scal~ = W·/3 

coherent parton shower model combined with complete O(0:.) matrix 
element calculation (ME) + cluster fragmentation (CF) [WEB92], 
no soft underlying event (SUE) 

-.like HRW no SUE but with soft underlying event (SUE) 

colour dipole model + SF [LOEN92b] 

parton shower [ING91] + SF matched to .. 


complete 0(0:.) matrix element calculation (ME) . 

colour dipole model combined with exact 0(0:.) 

matrix element calculation (ME) + SF 


model for diffractive DIS (factorisable ansatz) [PBR93] using: 

a hard quark density function in the pomeron structure: [~.8(1 - .8)] 

a soft quark density function in the pomeron structure: [~(1 - .8)5] 

(the hard quark distribution is used unless stated differently 

model for diffractive DIS (non factorisable ansatz) [NIK92] 


Tab. 7.1. 	Acronyms for the DIS models used in this report. For those generators marked 
by an asterisk, events samples have also been processed by the detector simulation 
and data reconstruction program. In all models, except the HERWIG Monte Carlo 
program, the LUND string fragmentation model is used. 

state from D IS was modelled using two different sets of Monte Carlo generators, the ­
first one for the description of the non-rapidity-gap events and the second one to model­
the large-rapidity-gap (LRG) events. 

Events from standard DIS processes were generated using two alternative Monte 
Carlo models: a) the program LEPTO version 6.1 [ING91] combined with the program­
ARIADNE version 4.0 [LOEN92b, AND83] as described in [BEN87] and b) the program 
LEPTO version 6.1 with the option of combined matrix element and parton shower 
calculation. In this report the first Monte Carlo program is denoted by "CDMBGF" 
and second by "MEPS". 
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Both models were interfaced to the program HERACLES [HERACL] which com­
putes the electro-weak radiative corrections for DIS. In case of hard QED bremsstrahlung 
the four-momentum vector of the virtual photon qwhich probes the proton is different 
from the momentum qreconstructed from momentum of the incident and scattered lep­
ton. In this case the ZF and p; distributions are also distorted and have to be corrected 
for this effect. In this analysis, however, the momentum qwas reconstructed using the 
double angle method, i.e. using partly hadronic information (section 5). Also events 
with hard QED initial state bremsstrahlungs photons (Ebrem.~7 GeV) are rejected by 
the cut on 6 > 35 Ge V applied in the event selection (section 6.1). Monte Carlo studies 
have shown that the QED radiative corrections change the hadron distributions only 
by "" 5 - 10%. For energy flow distributions the effect is even much smaller since the­
hadronic variables are not defined w.r.t. the virtual photon momentum. 

The M RSD~ - [MRSD93] or GRV-parametrisation [GRV93] of the .parton densi­
ties in the proton was chosen [MRSD93], which gives an adequate description of the 
structure function measured at HERA [ZEf2, H1f2]. These Monte Carlo ~odels do not 
contain any explicit contributions from diffractive "Y.p interactions. 

In order to model the hadronic final state from LRG events, two Monte Carlo 
event samples have been studied, one of which was generated by POMPYT [PBR93].. 
The POM;t?YT Monte Carlo program is based on a factorisable model for high energy 
diffractive processes, where within the PYTHIA [BEN87] framework,:the incident pro­
ton emits a pomeron, whose constituents take part in a hard scattering process with 
the virtual photon or its constituents. The quark density in the pomeron is assumed 
to be predominantly hard: 

!q/pam.({3) = constant ~ {3(1 - {3) (7.1) 

where {3 denotes the fraction of the pomeron momentum carried by the quark. 
The second sample was generated following the model of Nikolaev and Zakharov 

(NZ) [NIK92] which was interfaced to the Lund fragmentation scheme [SOL93]. In the 
NZ model it is assumed that the exchanged virtual photon fluctuates into a qij pair 
which interacts with a colourless two-gluon system emitted by the incident proton. This 
leads to an non-factorisable diffractive cross section, however one can define an effective 
parton density function which is somewhat softer than the one used for POMPYT. 
Both diffractive Monte Carlo samples were generated with default parameter settings. 
QED radiative processes were not simulated for these events. With the event selection . 
cuts of Table 6.1, however, the QED radiative corrections are expected to be small, as 
explained above. 

Event samples produced by the Monte Carlo generators marked in Table 7.1 by an 
asterisk were also processed by the ZEUS detector simulation program which is based 
on ·GEANT 3.13 [GEANT] and which incorporates the detector and trigger simula­
tion. Those events were then passed through the standard ZEUS oflline reconstruction 
program. 
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7.2 Correction Procedure and Systematic Errors 

The measured hadron multiplicity distributions are distorted wit~ r~spect to those 
of the true hadronic final state due to trigger biases, event and trac1s, selection cuts 
and the finite acceptance and resolution of the detector. The output of the trigger and 
detector simulation program together with the samples produced by' the different event 
generators have been used to estimate the distortion of the distributions and to correct 
them by multiplying the measured distributions by a correction function c( v) in each 
bin of Q2 and W, where v is the hadron variable under study. e(v) is calculated as the 
bin-by-bin ratio of: 

e{v) = (_1 llNhc.d(v)) / (_1 llNha.d(V)) (7.2)
llv llvNevt gen Nevt rec 

The subscript (gen) and (ree) refer to the true quantities as given by the event generator 
programs and the quantities as reconstructed from the output of the detector simulation 
program with all event and track selection cuts applied, respectively. The number of 
events in a bin of Q2 and W is denoted by Nevt ; ~~~44 is the number of hadrons in a bin_ 
of v. The charged hadron distributions are also corrected to the primary multiplicity 
not including Ko and A decays. For the expression in the numerator events and hadrons 
are sorted in bins of the generated kinematic variables and for the denominator in bins'-­
of the reconstructed variables. In this way the distributions are corrected for losses of 
events and hadrons as well as for the effects of the event migration, the finite resolution 
and trigger biases. 

The same procedure was used to correct the energy flow distributions, where the 
quantity ~N~:4(V) in (7.2) has to be replaced by ~!!v), the amount of energy detected 
in a given bin of the hadron variable v. 

To justify this correction method, the bin size in the hadron variables v was chosen 
to be comparable with the estimated resolution in v and it was checked that the 
correction factor does not deviate by more than 40% from unity nor strongly depend 
on v. For models that adequately describe the data, such as CDMBGF and MEPS, 
the dependence of the corrections factor on the model Input was found to be small. 
The difference in c(v) for different models was treated as part of the systematic error. 

The mean square of P; was corrected by: 

.2 .2 <p;2 >MC,gen
<Pt >corrected=<Pt >mecu *-.....;.-2~-....;.;;;...­ (7.3)

<Pt >MC,rec 

where < P; 2 >mecu is the mean value of P; 2 determined from the uncorrected data. The 
terms in the correction factor are defined in analogy to (7.2). This method of correction 
is numerically more stable than the determination of < P; 2 > from acceptance corrected 
p; 2 distributions. 

The following sources of systematic uncertainties were studied: 
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Fig. 7.1. 	(a) and (b): Inverse of the correction function c(v) for the ZF distribution and 
< p; 2 > as a function of ZF in the range of 10 < Q2 < 160 Ge V2 and 75 < W < 
175 Ge V to correct the NRG event sample (full points), and the LRG event sample 
(triangles) . 
(c) Z F distribution .and (d) <p; 2 > calculated by a model for diffractive ep scattering _ 
with and without applying the cut f]mGZ < 1.5. 

For all analyses: 

• 	 The model dependence of c(17) was estimated using two different DIS models to 
correct the NRG events (CDMBGF and MEPS) and two models for diffractive 
ep scattering (POMPYT with a quark density function given by (7.1) and the 
model of Nikolalev and Zakharov (NZ)). 
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Fig. 7.2. The inverse of the correction function for the energy flow distribution, 

(_1_~) / (_1_ dE ) , in 5 bins of Ql.
N ... d.AfJ 1*ec: N ... d.AfJ gen. 

For the charged hadron analyses: 

• 	 It was investigated whether stronger requirements on the quality of the tracks 
would change the results. The cut in the polar angle was increased from 20° 
to 33° and/or it was required that the minimum number of the outermost SL 
reached by the track is 5 instead of 3. 

• The effect of a possible underestimation of the momentum resolution in the detec­
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tor simulation program was studied by evaluating the correction function with a 
resolution of the measured transverse momentum which was artificially increased 
by 100%. . 

" • 	 The analysis was done using the two different strategies for track finding described 
in section 6.2. The difference of the results obtained with both p~o-grams gives 
limits of the systematic error from the track reconstruction technique chosen. 

• 	 Systematic uncertainties in the determination of the four-momentum of the vir­
tual photon may induce a systematic error in the hadron distributions measured 
as a function of x F and p;. The size of this contribution to' the systematic er­
ror was estimated using the true four-momentum of the virtual photon for the 
Lorentz transformation of the momenta of the reconstructed final state particles 
and re-evaluating the correction factor c( v). 

For the energy flow measurements: 

• 	 For the energy flow measurements the quality of the Monte Carlo simulation of the 
energy deposit in the uranium scintillator calorimeter has to be considered. From­
studies of global event variables it was found that the Monte Carlo simulation 
agrees to better than 5% with the data [ZEf2] giving rise to a relative systematic 
error of a few percent. 

The systematic error is estimated in each bin of the corrected distributions by 
taking the differences of the result obtained with the modified conditions and the 
reference result, which is determined as described above and in section 6. For the 
measurement of charged track multipliciy distributions the largest source of systematic 
errors comes from the choice of the track reconstruction strategy. They lie typically 
between 3% and 8%. They are followed in size by the uncertainty due to the model 
dependence of the correction function c( v) and the systematic error in the virtual 
photon momentum determination (typically 2% - 4%). For the highest x F bin the 
systematic error from the uncertainty of the Lorentz boost becomes largest (up to 10%). 
For the energy flow distribution, the model dependence of the correction function is 
the largest source of the systematic error (ca. 10 -20 %). Compared to those, the 
other errors are negligibly small « 1%). 

The shape and the size of the correction factor to be applied to the measured 
hadron distributions and <p;2 > is shown in Fig. 7.1a,b separately for NRG and LRG­
events. The size of the correction for both event classes is very similar. From the ­
measured hadron distributions of LRG events one can extrapolate to those of the total 
class of diffractive DIS events using a Monte Carlo model for diffractive scattering. 
Fig. 7.1c,d shows the prediction of a model of diffractive DIS (NZ-model [NIK92]) 
for the XF distribution and the seagull plot « p; 2 > versus XF) with and without 
the cut on TJma.:c. One can see that the XF distribution becomes harder and the p; 
distribution steeper, when requiring TJma.:c < 1.5 for diffractive DIS events. When 
correcting measured hadron distributions also for the effect of the cut on TJma.:c, the 
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correction factor will change corresponding to the difference of the truth Monte Carlo 
distributions, since ~ 40% of the total diffractive cross section is cut by 1]maz > 1.5. 
Using another model for diffractive DIS (POMPYT) one finds, witliin,,-an accuracy of 
~ 20% the same difference. 

The event selection criteria as well as the apparative cuts for the energy flow 
measurements were chosen such that all systematic errors except of that due to the 
model dependence of the correction and that due to the uncertainty in the simulation 
of the calorimeter energy scale are negligibly small [DEP94]. Fig. 7.2 shows the typical 
shape and size of the correction to be applied to the measured energy flow distributions 
N!vt dd't ° The correction becomes large for 1l:'1 > 3.5 since most part of the target

rJ 
remnant jet goes along the p-beam direction into the FCAL beam pip~ hole and remains 
undetected. . . 

For all hadronic distributions the contributions from the different'sources to the 
systematic error listed above have been added in quadrature and are shown together 
with the statistical errors of the results ° The size of the statistical error alone is 
indicated by horizontal bars, and the quadratic sum of the statistical and systematic­
errors is given by the full vertical error bar. 
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8 Results 

In this section inclusive hadron distributions will be disussed for the following three 
classes of events: . 

• 	 the class of DIS events consists of all DIS events selected as- described in sec­
tion 6.1. 

• 	 the class of LRG events is the subsample of DIS events which satisfy the selection 
cut T/ma.% < 1.5, where T/ma.% is defined in section 6.1. 

• 	 the class of NRG events is the event sample complementary to the LRG event 
sample, i.e. events satisfying T/ma.% > 1.5. 

In Fig. 8.1 the T/ma.% distribution for all DIS events in the range .~f Q~ and W 
considered for this analysis is shown. For T/ma.% < 1.5 a distinct excess of events in 
the data over the event rate predicted by a standard modelfor DIS is seen. The T/ma.% 

distribution was modelled using a combination of a standard DIS model (CDMBGF) 
and a model for diffractive DIS (DD) (POMPYT): 

1:1Ndo.ta. £do.ta. 	 I:1NDIS £do.ta. I:1NDD 
_--.;;..;ev;..;;.t_ _ __ * e-ut + __ * evt 

A - ctl r DIS 	 A ct2 r DD (8.1)A 
UT/ma.% '-	 UT/ma.% '- UT/ma.% 

where £do.ta. is the integrated luminosity of data; £DIS and £DD are the integrated 

.;. 	 luminosity corresponding to the number of events generated by the Monte Carlo pro­
grams. The parameters 0:1 and 0:2 are fitted to describe at best the measured T/ma.% ­

distribution (AAN!::o). The result of the fit is shown as the solid histogram in Fig. 8.1 
'1moll 

and the contribution from the CDMBGF and the POMPYT Monte Carlo calculation 
is represented by the dotted and dashed histogram, respectively. 

For T/ma.% < 1.5 the fraction of standard DIS events is of the order of 5%. Therefore 
the distributions from the LRG events are corrected with POMPYT (or another model 
for diffractive ep scattering) and those from the NRG events -are corrected using the 
CDMBGF Monte Carlo program. 

8.1 Energy Flow Distributions in the HERA Laboratory Frame 

8.1.1 Energy Flow of Charged and Neutral Particles 

In the Quark Parton Model (QPM), i.e. in the absence of higher order QCD processes, 
the current jet is expected to be centered around 1:1T/ = 0, giving rise to a peak in the 
distribution at this position (dotted line in Fig. 8.2). 

The hadronic energy flow distributions normalised by the number of events are 
shown for the NRG events as a function of 1:11] in 5 bins of Q2 (Fig. 8.2). In all Q2 
bins the energy flow distributions peak at 1:11] close to zero. There is a minimum 
between this peak and a rise towards the target jet region. The value of N I 

dAE at this 
«tit f'1 

minimum is almost independent of Q2. The height of the peak strongly increases with 
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Fig. 8.1. 	The event number distribution as a function of'1""4z, the pseudo rapidity of the 
most forward calorimeter cluster with an energy above 0 .•• GeV. The solid points 
show the uncorrected distribution from the data. Values of '1maz > 4.3 mayaccour 
when several contiguous cells around the FCAL beam pipe hole are combined to a 
cluster. The dotted (dashed) histogram is the distribution simulated by a standard 
DIS Monte Carlo program (CDMBGF) and by the POMPYT Monte Carlo program 
for diffractive DIS, respectively. The relative normalisation of the Monte Carlo 
event samples is fitted to describe the data at best by a linear combination (solid 
histogram) . 

Q2, since the average energy of the struck quark increases when going to higher values 
of Q2. At low Q2 the peak position observed in the measured energy flow distribution --­
is shifted towards the target region by about 0.45 units of rapidity w.r.t. to the QP~! 
position. The data are compared with models which include the simulation of QeD 
processes. One is based on a first order a. calculation (dashed dotted line), where only 
QCD processes at relatively high Pt scale - i.e. hard gluon radiation and BGF process 
producing a qij pair with minimum invariant mass - are considered (ME). In the other 
two models soft multiple gluon radiation modeled by either a parton shower (solid line-, 
MEPS) or colour dipol model (CDMBGF) calculation is added on the partonic final 
state from the ME calculation. 

For a quantitative comparison of the data with the different models, the height 
(h) of the energy flow distribution at the minimum between the current and target 
jet as well as the position and height (ll.h + h) of the peak are determined using a 
parabolic fit around the peak and the minimum of the distribution. The ratio ll.hjh 
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Fig. 8.2. 	The hadronic energy flow distributions w.r.t. the direction iH (see text) in 5 bins of 
Q2, for NRG events (f'/m.GtII: > 1.5). The data are corrected for effects of acceptance, 
resolution and QED bremsstrahlung. The lines show results of model calculations: ­
solid: MEPS, dashed: CDMBGF, dotted: QPM, dashed-dotted: ME 
(for the explanation of acronyms see Table 7.1). 

measures how the energy is distributed amongst the current jet and the region between 
the current and the target jet. Large values for l:1h/ h correspond to an energy flow 
which is collimated around the current jet direction. The results of the fits are shown 
in Fig. 8.5 for the lowest and the highest Q2 bin of Fig. 8.2 and Fig. 8.3. 
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Fig. 8.3. Comparison of the hadronic energy flow distributions for NRG events with model 
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) ( for the explanation of acronyms see Table 7.1). 

The MEPS and CDMBGF models describe the features of the measured energy 
flow distributions in a satisfactory manner. The peak shift is reproduced and the 
hadronic activity simulated between the current and the target jet region agrees rea­
sonably well with that observed in the data. With the matrix element calculation alone, 
the shift of the peak cannot be reproduced and the current jet is too much collimated. 
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Fig. 8.4. 	Determination of the main characteristica of the energy flow distributions: position 
of the maximum «A1])maz) and the relative height of Nt ~ in the maximum and 

•• , ""'1 
minimum ("valley" between the target and the current jet) (Ah/h). The procedure 
is illustrated using the energy flow distribution simulated by the CDMBGF Monte 
Carlo prograIIl. 

In Fig. 8.3 the measured energy flow is compared to the prediction of the parton shower 
model with two extreme choices of the scale, i.e. of the maximum virtuality. Using 
Q2 as a scale (dashed line) the energy flow distribution is similar to that calcula.ted in 
the QPM with a strongly collimated peak which is not shifted w.r.t. ll.fJ = 0, and too 
little hadronic activity in the region between the target and current jet. In the lowest 
Q2 bin W is much larger than Q2. SO with a scale proportional to W ( like in PSW43 
with W 4/ 

3
), much more gluons emission is simulated. Comparing the dashed and the 

dotted line in Fig. 8.3 one sees the effect of this increase of gluon emission. The region 
between the target and current jet is almost entirely filled in and the maximum of the 
energy flow distribution is shifted towards the target jet. 

In all Monte Carlo calculations the string model was used for the fragmentation 
of the final state partons. However, the comparison of the data with the prediction of 
the QPM and the matrix element calculation shows that the string effect alone cannot 
account for the hadron activity in between the current and target jet region. 

It can therefore be concluded, that the shift of the peak and the height of the 
intermediate plateau between the current and target fragmentation region is due to 
multiple parton branching processes: 
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Fig. 8.5. Relative difference in height between the minimum (h) and the maximum (h + ll.h) 
of dE/ dll.,., versus the position of the maximum in dE/ dll.,., at low and at high 
Q2. The experimental results for the NRG events are compared with various model 
predictions (see Table 7.1 for explanation). The two data points have been obtained 
by using two different Monte Carlo as input for the acceptance calculation. 
For the LRG event sample ("'m.., < 1.5) only (ll."')mllz is shown by the arrow (error 
shown by the horizontal bar at the arrow). For LRG events the variable ll.h/h is 
meaningless since there is no hadronic activity in the target jet region due to the 
event selection cut. 
Note the different scales for the two plots. 

This can be qualitatively understood if one considers the ep scattering process 
in the Breit frame as shown in [STR79] for the case of 2+1 jet configurations in DIS 
events. The argument can be also applied to events with multi-parton branching. In 
the Breit system the virtual photon momentum has only space like components and is 
anti-collinear with the proton: 

q (O,O,-Q,O) (8.2) 

p = (O,O,(Q/2x),(Q/2x)) (8.3) 
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Fig. 8.6. 	The hadronic energy flow distributions w.r.t. the direction "fB normalised by the 
number of events, Nt ~, in 5 bins of Q2 for the LRG event sample (open tri ­

"., u.w.1J 

angles) and the NRG event sample (solid circles). It has to be noted that the_ 
distributions for the LRG events are not corrected for the event selection cut on 
f/m41l* The dotted line shows the prediction of the QPM and the solid line that of" 
the MEPS model calculation 

where the proton momentum pz is fixed by solving: 

(8.4) 

After the scattering, a quark which carries a fraction eof the proton momentum has 
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the momentum: 

P~UGrk == (0,0, e(Q/2x) - Q, e(Q/2z)) 	 (8.5) 

In 	the QPM e== z and the momentum of the outgoing quark is: 

P~UGrk == (0,0, -Q /2, Q/2) 	 (8.6) 

The hadrons produced from that quark have a transverse momentum (P:,py) which 
is small compared to pz, and move in the negative z-direction. H, however, the quark 
branches into two or more partons with a finite angle relative to each other, the outgoing 
partons have a finite transverse momentum. Correspondingly the z-component of the 
momentum of the struck quark is less negative as can be seen from "(8.5) since z, the 
parton momentum fraction at the time of "Y.-parton interaction is smaller than the 
original parton momentum edue to the branching process. In terms of the invariant 
mass m of the system of the branched partons this reads: 

(8.7) 


From that one sees, that the hadronic activity is significantly shifted towards the target 
remnant region, if Q2 and m 2 are of comparable size. 	 . 

This feature is seen in the HERA laboratory frame as the shift of energy flow 
. towards the target jet direction, i.e. positive values of fl:". The effect is strong at low 

Q2 and low z. At high Q2, where the energy of the struck quark is large, the influence 
of the soft gluon radiation on the feature of the current jet is weaker so that the peak 
position approaches the value expected in the naive QPM (A1J == 0) (Fig. 8.2). 

In the total DIS event sample the subclass of LRG events has been identified. 
The rapidity (1Jm4:) distribution for this class of events is flat (see Fig. 8.1). The 
inclusive properties of the LRG events suggest that these events are due to a diffractive 
interaction between a highly virtual photon and the proton (see section 3.3). 

The measured energy flow distributions for LRG events shown by the open trian­
gles in Fig. 8.6 exhibit striking differences to those of NRG events: 

• 	 The peak in the energy flow distributions is almost at A1J == 0, also in the lowest 
Q2 bin . 

• 	 The energy is collimated within ±1 units of rapidity around the "YH direction. 

Both characteristics vary little with Q2. These observations indicate that there is only 
a very small amount of QCD radiation in these events. This result is consistent with 
an ep interaction in which a colourless object is exchanged between the scattering 
particles. It has to be noted that the shape of the energy flow distributions in the 
/l.1J interval discussed is not biased by the selection cut for LRG events (1Jm4: < 1.5) 
because the current jet region is required to be far away from the region cut out. 
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Fig. 8.7. The hadronic energy flow distributions w.r.t. the direction of "'fa for the NRG events 
in 2 bins of Q2 with 1200 < "'fa < 1400 

• Solid circles: from charged hadrons, open 
circles: charged and neutral particles. The solid line shows the prediction of the 
MEPS model calculation for the charged hadron energy flow. 

8.1.2 Energy Flow and Multiplicity Distributions of Charged Hadrons 

The energy :flow and multiplicity distributions for charged hadrons are determined 
from the tracking information. A stronger cut in IH (1200 ~ IH < 1400 

) is necessary 
to ensure that the current jet is well contained in the angular range with a good 
geometrical acceptance 'of the CTD. The energy and multiplicity distributions (Fig. 8.7­
8.9) are therefore shown in the interval of ~1J restricted to -1 $ ~1J $ 2. 

The energy flow distributions of charged hadrons are shown for NRG events in 
two bins of Q2. Their shape is in excellent agreement with that of the corresponding 
distributions for neutral and charged final state particles (Fig. 8.7). The fraction Fell.' 

of the total hadron energy in the rapidity range of -1 $ 1l.1J $ 2, which is carried by . 
the charged hadrons, is 65 ± 1% and 62 3.2% for the lower and the higher Q2 bin, 
respectively. This is in good agreement with the value expected from isospin invariance 
arguments 2. 

The energy flow and multiplicity distributions for charged hadrons as a function 

2The value is in good agreement with the analysis in [BEI94]. where a value of Feb. =64.9 ± 1.4% 
was found in the lower Q2 bin 
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Fig. 8.9. 	The multiplicity distributions for charged hadrons normalised by the number of 
events as a function of Afl in 2 bins of Q2 with 120 < 'YH < 1650 for the NRG 
events (solid circles). In the lower Q2 bins the corresponding distributions for the _ 
LRG events is shown (open triangles). The solid line shows the prediction of a 
standard DIS Monte Carlo model (MEPS). 

of Ll1] are presented in two bins of Q2 for the NRG events. In the lower Q2 bin these 
distributions are also shown for the LRG events (Fig. 8.8,8.9). For the NRG events 
at high Q2 the peak in the multiplicity distribution around D..1] = 0 is less pronounced 
than in the energy flow. In the lower Q2 bin it is noticable that the the charged hadron 
multiplicity distributions of NRG and LRG events around the current jet direction are 
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Fig. 8.10. 	The mean energy per hadron < EhGd. > as a function of fl.,., in 2 bins of Q2 for the 
NRG events with 1200 < iH < 1400 (solid points). In the lower bin of Q2 the 
same quantity is also shown for the LRG events (open triangles). The solid line 
show the prediction of model calculations with the MEPS Monte carlo program, ­
the dotted line that of the QPM. 

comparable within the errors, as opposed to what is observed in the energy flow. 
The mean energy per ha.dron, < Eh4d >= it.,,/::.", is shown as a function of fl.1J 

in Fig. S.lO for two bins ofQ2. For NRG events, < Eh4d > is about 0.7GeV at fl.1J""" 1, 
where the energy flow reaches a minimum, independently of Q2. At high Q2 the mean 
energy of hadrons rises by a factor of two in the region of the current, whereas at low 
Q2 it varies only little. This supports the idea that the hadrons at fl.,., ~ 0 emerge from 
the struck quark, while the hadrons in the region between the current and target jet are 
produced by softer partons produced by higher order QCD processes. The hadrons in 
LRG events are significantly more energetic than in NRG events in the same kinematic 
range and the values for < EIuuJ. > agree. well with the QPM model calculation shown 
as dotted curve in Fig. S.lO. 

8.2 Momentum Distributions in the Hadronic Centre-oC-Mass Frame 

8.2.1 ZF and p: Distributions in NRG Events 

In the first part of this section the Z F and Pt distributions for the NRG events are 
discussed. Fig. S.lla presents the ZF distribution at <W>= 120 GeV and 
< Q2 >= 28 GeV2 as measured with the ZEUS experiment is compared with various 
models for hadron production in DIS. The solid and the dashed line show respectively 
the results of the MEPS and the CDMBGF model calculations, in which higher order 
QCD processes are considered. The data agree with those models in which higher 
order QCD processes are included, whereas a discrepancy with the scaling longitudinal 
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Fig. 8.11. Acceptance corrected differential hadron multiplicities normalised by the number 
of events for non-rapidity-gap DIS (NRG) events in the range 10 :5 Q2 :5 160 Gey2 
and 75:5 W :5 175 GeY. (a) Zp distribution, (b) p: distribution for Zp ~ 0.05 (c): 
<p; 2 > as a function of Zpo The prediction of two DIS two Monte Carlo models 
including QeD processes are shown: MEPS model (solid line) and the CDMBGF 
model (dashed line). The QPM prediction 'is given by the dotted line. The 
results of this analysis in (a) and (c) are also compared to the measurements of 
the HI collaboration [HI-94h]. 

momentum distribution predicted in the Quark Parton Model (QPM) is seen (dotted 
line in Fig. 8.11). The dependence of the Z F distribution on the details of the simulation 
of QCD processes is weak. 

The effect of higher order QCD processes are much more prominent in transverse 
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momentum spectra, where already at low energies evidence for gluon radiation was 
found [EMCBO]. At the high values of W reached at HERA, this effect is expected to be 
stronger because of the much larger phase space which allows also multi-jet production 
[ZP93j, HI-93j]. In Fig. 8.llb the p; spectrum for XF ~ 0.05 is compared with the 
same set of model calculations as discussed in Fig. 8.lla. The difference b~tween the 
data and the prediction of the QPM is evident. However, for closer Investigation it 'is 
advantageous to take the mean square of p;, < p;.~, a quantity which is sensitive to 
the behaviour of the tail of the p; 2 distributions. 

In Fig. B.llc the mean value of p; 2 is shown as a function of XF for XF 2:: 0.05, 
which is the part of the 'seagull' plot for positive values of XF. The rise of < p; 2 > 
with increasing XF can be qualitatively explained by the leading hadron effect, i.e. the 
effect that the hadrons with a higher fractional momentum carry ltigher fraction of 
the primary parton transverse momentum. The difference between th~ prediction of 
the QPM and the experimental result is striking. Within the statistical and systematic 
errors it is not yet possible to distinguish unambiguously between the MEPS, CDMBGF 
or ME Monte Carlo prediction. 

8.2.2 	 Comparison of XF and p; Spectra in Events with and without a-
Large Rapidity Gap 

The XF and p; distributions as well as the 'seagull' plot are shown in Fig. 8.12 separately" 
for the sample of LRG and NRGevents. The XF distribution for the LRG. events is 
significantly harder compared to that of the NRG events. It is reasonably well described 
by models for diffractive DIS with the l1maz cut applied (see solid line (POMPYT) and 
dashed line (model of Nikolaev and Zakharov) in Fig. 8.12a). The QPM prediction 
for DIS events, shown by the dotted line in Fig. 8.12a, is slightly steeper than the XF 

distribution for LRG events. 
The p; spectrum from LRG events is significantly less broad than that for the rest 

of the DIS events (Fig. 8.l2b). This effect is highlighted in the 'seagull' plot shown 
in Fig. 8.12c. The mean square of p; in events with· a rapidity gap of more than 2.7 
units in 11 is smaller than for the NRG -events by a factor 2-5. Hence, in LRG events 
one finds only weak signs of higher order QCD processes. This observation is in good 
agreement with the result from the analysis of the energy How (see section 8.1.1 and 
[ZP94fj). However, <p;2 > in LRG events is slightly larger than predicted by the QPM 
(see dotted line in Fig. 8.l2c) indicating that there is a non-zero contribution of higher 
order QeD processes in this class of events, too. The observation of a small fraction of 
DIS events with a large rapidity gap which exhibit a 2+1 jet structure [ZP94j], confirms­
this interpretation. 

The p; distributions from model calculations for diffractive ep scattering approxi­
mately agree with the data. 

From the LRG event sample the inclusive hadron distributions for diffractive DIS 
events can be extracted by correcting for the efficiency of the selection cut on l1m-az. This 
has been done using the models for dilfractive DIS described in section 7.1. The result 
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Fig. 8.12. 	Charged hadron multiplicity distributions presented separately for LRG and NRG 
events in the kinematic range of 10 ~ Q2 ~ 160 GeV2 and 75 ~ W ~ 175 GeV: 
(a) the 2:F distribution, (b) the p; distribution for Z F ~ 0.05 and (c) <p; 2 > as a 
function of 2: F • 

In part (d) <p; 2> as a function of ZF is also shown for the diffractive DIS events, 
where the measured distribution from LRG event sample is corrected for the se­

lection cut on T]ma.zo 

In all 4 figures the curves represent the results of model predictions: 
solid line = POMPYT Monte Carlo program with the pomeron structure func- ­
tion of (7.1); dashed line = model of Nikolaev and Zakharov; dotted line ­
prediction of the QPM. 

for the 'seagull' plot is shown in Fig. 8.12d together with the QPM prediction and the 
predictions from the models for diffractive DIS shown in Fig. 8.12c, but here without 
the cut on T}mo.z. The uncertainty of the extrapolation to the full diffractive event 
sample using two different models is included in the systematic error (see section 7.2). 

The mean value of p; 2 is significantly larger than the value iIi the QPM, but still 
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much smaller than for the 'standard' DIS event sample ( full points) . 
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Fig. 8.13. (a): Zp distribution from this analysis compared to results from e+e- annihilation 
on the Zo resonance (W = 91 GeV) [DEL93] 
(b): ZF distribution from this analysis compared with results from pp DIS at 
< W >= 14 GeV [EMC87a], and at < W >= 18 GeV [ADA94]. In both figures 
solid line shows prediction of LEPTO 6.1 Monte Carlo program (MEPS option) 
and the dotted line that of the QPM at HERA energies. 
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at < W >= 14 GeV [EMC87a]. The curves show results from different model cal­
culations: upper solid = MEPS, dashed = ME, dashed-dotted = CDMBGF 
upper dotted = QPM all at HERA energies. 
The model predictions from MEPS and QPM calculations at < W >= 14 Ge V are 
shown by the lower solid and dotter line respectively. 

8.2.3 Wand Q2 Dependence of ZF and p; distributions 

In Fig. B.13 the ZF distribution of the NRG events from this analysis is compared 
with that from e+ e- annihilation events on the ZO resonance fDEL93], where the· 
e+e- c.m.s. energy is comparable to the value of W in the kinematic range analysed 
here. The differentiel cross section for the hadron production in e+ e- annihilation has 
been divided by two so that it corresponds to that measured in a single hemisphere. 

The differential hadron multiplicity distribution in DIS at HERA energies ap­
proximately agrees with that observed in e+ e- collision events. This confirms the 
approximate independence of the hadron formation process on the type of the pri­
mary hard scattering process, which most of the models rely on as an assumption 
[FF7B, ANDBO]. The somewhat higher differential hadron multiplicities at low ZF in 
e+ e- annihilation events are expected because the production rate of heavy mesons, 
which instantaneously decay, is higher in e+e- annihilation compared to ep-scattering 
and the phase space for gluon emission in the backward and central rapidity range is in 
case of ep-scattering smaller due to mass and size of the diquark (see also [EMCB7b]). 

The Z F distribution and < p; 2 > from this analysis are compared with results of 
DIS experiments at much lower values of W [EMCB7b, ADA94]. For that purpose 
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Fig. 8.15. 	<p; 2> in two intervals of Zp as a function of W (a) and Q2 (b,c) compared with 
results from p,p DIS experiments (EMC [EMC91a] and E665 [ADA91]). Both, the 
results of this analysis and of [EMC91a] are compared to the prediction of the 
MEPS Monte Carlo calculation (solid and dashed line respectively) 

the NRG and LRG event samples are combined and the data are corrected using a 
combination of Monte Carlo event samples based on standard DIS and diffractive DIS 
model calculations, as discussed in the beginning of section 8. 

The Z F distribution becomes significantly softer with increasing W. The prediction 
of the QPM, where no scale breaking effects are included, almost agrees with the 
result from the fixed target experiments [EMC87a, EMC87b, ADA94] but differs much 
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from the result at HERA energies. The effects of scaling violation in the differential 
longitudinal momentum distributions of hadrons, which have been f?und to be small 
when measured in a limited interval of Wand Q2 [EMC82] become erident, if they 
can be studied in a large range of Wand Q2. 

The mean value of p;2 in DIS as a function of ZF is shown in'Fig. 8~14 for 
< W >= 120 GeV (this analysis) and for < W >= 14 GeV [EMC87b], where the data 
have been integrated over the Q2 and W interval investigated in the analysis. Com­
paring <p; 2> at the low and the high value of W, one observes a strong increase of 
< p; 2 > by a factor of about 3 in the whole range of positive ZF. The comparison of 
the prediction from the QPM and the models including higher order QCD processes_ 
shows the amount, by which the QCD effects are larger at HERA energies compared to 
energies reached in fixed target experiments. From the seagull plot alone an unambigu­
ous discrimination between the different models is not yet possible with-the statistics 
available for the analysis at high W. 

For a further analysis of the Wand Q2 dependence < p; 2 > was determined for 
two intervals in ZF and 4 bins of W at an average v~ue for Q2 of 28 GeV2 (Fig. 8.15a) 
and 4 bins of Q2 keeping W fixed at an average value of 120 GeV (Fig. 8.15b). At 
HERA energies, <p; 2 > is increasing with W and also with Q2. 

The results of this analysis are compared with those from a fixed target experiment 
at lower energies [EMC91a]. From Fig. 8.15b,c it ~ be seen, that there is a large 
overlap of the ranges in Q2 considered in both analyses. However the average value 
of W in this analysis is almost 10 times larger than for the fixed target experiment. 
The values for < p;2 > from this analysis and that of [EMC91a] differ by a factor 2-3 
from each other. Hence it can be concluded from this that there is a strong global W 
dependence of < p; 2 >. 

The significant Q2 dependence of < p; 2 > observed in this analysis at high values 
of W is a new feature when compared to the flat Q2 dependence measured in previous 
measurements [EMC91a]. In the energy regime of the fixed target experiments the 
hadron formation process and hence also the p; distribution is strongly affected by 
non-perturbative effects [EMC80]. At HERA energies the influence of processes, which 
are calculable by perturbative QCD, is dominant. The solid curve shows the result of 
model calculations which include higher order QCD processes and which reasonably 
reproduces the Q2 and W dependence seen in the data. 

8.3 Discussion 

8.3.1 Predictions for the Wand Q2 Dependence of < p; 2 > 

Due to the emission of hard and soft gluons and the BGF process the p; 2 distributions 
of hadrons in the current jet fragmentation region (zF > 0.1) become broader. IT a 
hard gluon is emitted or a qq pair with large transverse momentum is produced, the 
hadrons emerging from these final state partons have a high transverse momentum 
w.r.t. direction of the virtual photon and may form two resolvable jets. Multiple soft 
gluon radiation changes the direction of the struck quark and also leads to a harder 
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Fig. 8.16. Gluon ladder diagram for the semi inclusive DIS process. 

p; 2 spectrum of hadrons. The strong rise of the structure function 1'2 towards smaller 
Z at fixed Q2 indicates an increase of the sea quark distribution. This behaviour is 
interpreted as result of multi-gluon emission which can be schematically drawn in form 
of a "gluon ladder". The corresponding diagram for the semi inclusive DIS cross section 
at small Z is shown in Fig. 8.16. Here the "gluon ladder" has to be cut, as indicated 
by the dashed line, since the hadrons produced by the gluons and the struck quark are 
observed in coincidence with the scattered lepton. 

The variables Xi-I and kt,i in Fig. 8.16 denote the fraction of the proton light cone 
momentum of the emitting parton and the transverse momentum of the emitted gluon 
at the ith branching point, respectively. kt,i is measured in a frame in which the proton 
and virtual photon momenta are collinear, e.g. in the ,.p c.m. frame. The value Zn 

at the uppermost rung of the ladder is equal to X and this parton has a space like 
virtuality equal to Q2. At the lower end of the ladder, where the evolution starts, the 
parton is still close to the mass shell. 

At fixed Q2 the number of rungs in the ladder rises as W increases. The probability 
fo~ the emission of a gluon at each branching in the ladder is controlled by an integr8J. ­
kernel which is in the LO approximation given by the splitting function known from 
the DGLAP equation. In case of the BFKL evolution scheme the kernel has a more 
complicated structure and contains also virtual correction terms. The ensemble of all 
the gluons emitted forms the initial state parton shower (ISPS). 

Energy and momentum conservation requires a strong ordering of Xi such that 
Zo > XI > ... > Zn = x. It has been shown that in coherent parton showers formulated 
in the LLA or D LLA scheme, there is also a strong ordering in the angular size of the 
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W DependenceQ2 DependenceModel 
weak rise strong rise 

parton shower Q2 scale 
exact 0(0:.) calculation (ME) 

flat 

parton shower W 4/3 scale 
strong rise (PS( Q2)) 

strong rise " fiat (PS(W4/3)) 
..parton shower as implemented 

weak rise strong rise 
HRW no SUE (or + SUE) 
colour dipole model (CDM) 

in [WEB92] (+ ME) 

significant rise 
ME + parton shower (MEPS) 

flat 
significant rise 

CDM + 0(0:.) calc. CDMBGF 
significant rise 

significant rise significant rise 

Tab. 8.1. Summary of prediction for the Q2 and W dependence of <p; 2 > ,by various models. 

cone of emission (see section 2.4) which translates into a strong ordering of kt,i with 
k;,l < k;,2 < ... k;'n· Hence, at a fixed value of W the average value kt •n rises as Q2 
increases. Therefore one expects also < p; 2 > to rise with Q2. Also for the first order 
0:. matrix element calculation (ME), where a single gluon emission ( or branching) i~_ 
computed including the virtual corrections, a Q2 dependence is expected. 

In the BFKL approximation no strong ordering in kt,i is imposed but only in Xi. 

Relaxing the phase space constraints leads to a general increase of the number as well 
as the average transverse momentum of the radiated gluons as compared to the LLA 
or D LLA scheme. At fixed W, < kt.m4: > and hence < p; 2 > should not be correlated 
with Q2 anymore. The BFKL evolution scheme has not yet been implemented in a 
Monte Carlo program for the simulation of the hadronic final state. 

It has been pointed out that the dynamics of the colour dipole cascade (CDM) 
emulates to a certain extent the dynamics of the parton shower in the BFKL approx­
imation since there is no strong ordering in kt.i in the CDM either. Hence, the CDM 
can be used to study the effect of relaxing the phase space constraints. One finds that 
indeed in the CD M no Q2 dependence of < p; 2 > is predicted. 

The qualitative of the Q2 and W dependencies predicted by the various models 
are summarized in Table 8.1. 

8.3.2 Comparison with Experimental Data 

First tests of the model predictions had already been made using the data of the 
NA2 experiment [EMC91a]. The data from the EMC and the E665 experiment have 
been compared with the predictions of models which successfully describe the hadron 
distributions in e+ e- annihilation events. It was found that mean square of p; 2 is 
significantly underestimated in the whole W range and for X F > 0.1. Only when adding 
soft gluon emission or using the colour dipole model one could achieve a satisfactory 
agreement. 

In Fig. 8.17,8.18 the data from the EMC experiment are compared with model 
calculations developed or improved in recent times. The default parameter settings 
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Fig. 8.17. Detailed comparison of the W dependence (upper row of plots) and the Q2 depen­
dence of <p; 2 > in 3 intervals of Z F with various models for the hadron formation: 
solid = MEPS, dashed = ME, dotted = QPM dashed-dotted = CDM. 
(for the explanation of acronyms see Table 7.1) 

tuned by the authors have been used. All calculations have been performed with the 
MRSD'- parametrisation [MRSD93] of the parton densities. There is still a large 
discrepancy between data and model calculations, with the possible exception of the 
colour dipole model which agrees reasonably with the data at high ZF. The comparison 
with the QPM calculation (dotted line in Fig. 8.17) shows that the contribution of non­
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Fig. 8.18. Detailed comparison of the W dependence (upper row of plots) and the Q2 depen­
dence of <p; 2> in 3 intervals of ZF with various models for the hadron formation: 
(continued from Fig. 8.17): solid =CDMBGF, dashed = HRW no SUE, double ­
dashed = HRW + SUE, dotted = PSW, dashed-dotted = PSQ. 
(for the explanation of acronyms see Table 7.1) 

perturbative effects in this range of W is large (or the order of 50%). Moreover, the 
increase of < p; 2 > with Q2, expected in e.g. the ME, PSQ and MEPS model, is 
suppressed due to phase space limitations. This makes the studies of the influence of 
parton dynamics on the mean square of p; difficult. 
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Fig. 8.19. Wand Q2 dependence of < p: 2 > from low energy (EMC) [EMC91a] and high 
energy (ZEUS) data compared with different models predictions for the hadron 
formation: solid = MEPS, dashed = ME, dotted = PSW43 (PS with scale 
W 4/3,) dashed-dotted = PSQ (PS with scale Q2). 
(for the explanation of acronyms see Table 7.1) 

In the set of Figures 8.19,8.20 the results of the mean square of p; from analysis 
of the charged hadron spectra are presented together with a set of model predictions. 
The calculations were performed with the MRSD'- parametrisation of parton distri­
butions and the same default values for the model parameters used in Fig. 8.17,8.18. 
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energy (ZEUS) data compared with different models predictions for the hadron 
formation: solid = HRW no SUE, dashed = HRW + SUE, dotted = CDM, 
dashed-dotted = CDMBGF. 
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In this kinematic range, where W 2 is much larger than Q2, no constraints from phase 
space dilute the interpretation of the results. The model curves show the kinematic 
dependence on Q2 and W expected from the consideration in the section 8.3.2. In 
Fig. 8.llc we have seen that the influence of partonic subprocesses is much larger than 
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that of the subsequent fragmentation process. The data and model predictions at low 
Ware also shown ·in order to highlight the striking differences. 

The large difference between the predictions from parton shower -models with a 
scale equal to Q2 (W) (dotted and dashed-dotted line in Fig. 8.19) d~monstrates the 
importance of choosing the appropriate scale in such models. Combining the fixed 
order matrix element calculation (ME) with the parton shower, th~ scale cannot 'be 
chosen arbitrarily but is determined by the matching condition to avoid double counting 
of hard gluons (see section 2.4). With this option (MEPS) all features of the p;2 
distributions, such as the Q2 and W dependences and the absolute amount of mean 
square of p; can be described remarkably well. 

The colour dipole model (CDM) fails to describe rise of <p; 2 > with Q2. Recently 
provision has been made in the CDM to introduce the BGF and QCPC process ac­
cording 	to the probability functions from the exact matrix element calcul~tion. With, 
this modification the Q2 dependence of <p;2 > is approximately repro~uced. 

The available statistics and size of. the systematic uncertainties in the charged 
hadron distributions do not yet allow a fine tuning of the parameters in these models 
at the present state of the data analysis. At HERA energies non-perturbative effects 
are small as pointed out before. For example, increasing the mean kt.,prim from 0.44 Ge V 

. to 0.88 Ge V changes the mean square of p: only by a few percent. In the HERWIG 
Monte Carlo program some additional hadronic activity may be added to the hadro.ns· 
from the cluster decay (option "soft underlying event" (SUE». This option had been 
forseen 	to account for the influence of the target fragmentation. At low W there is 
a large difference between the prediction with and without, SUE (dashed and double. 
dashed line in Fig. 8.18) but in HERA energies the effect is small (compare solid and 
dashed line in Fig. 8.20. 

It is important to note that the kinematic dependences of <p:2 > on Wand Q2 are 
not affected by a modification of the detailes for the non-perturbative process. Thus, 
for the first time, one could discriminate between different concepts for the calculation 
of partonic subprocesses by investigating the dependence on Wand Q2• This is possible 
since the partonic' structure of the event determines almost completetely the hadron 
distributions. It was found that the exact treatment of the boson gluon graph and the 
simulation of coherent parton showers are essential to approximately reproduce both 
kinematic dependences. The absolute value of < p; 2 > dependence on the detailes of 
the strategy to combine these to processes which needs further investigation in the 
future. 

8.3.3 	 Comparison of XF and p; Distributions in LRG Events and Fixed 
Target Experiments 

In section 8.2.2 the XF distribution and the seagull plot from LRG events have been 
presented. The inclusive properties of this type of events are suggestive of a diffractive 
interaction of a highly virtual photon with the proton [ZP931] , which is mediated 
by the exchange of a pomeron. The pomeron was introduced as the mediator of 
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Fig. 8.21. Diffractive DIS process in the pomeron exchange model 

the exchange forces in diffractive reactions where only energy and momentum but no 
quantum numbers are transferred. A wealth of data from total cross sections and_ 
cross sections for diffractive scattering in hadron hadron interactions are successfully··­
described within the pomeron exchange picture [DLA84]. Formally one can ascribe a 
Regge trajectory to the pomeron in the same way as for a real particle, but the question 
about its nature is not answered at all. 

Many ideas and models of the internal structure of the pomeron have been devel­
oped. Nikolaev and Zakharov describe the diffractive dissociation of the virtual photon 
by the exchange of two gluons between the proton and the virtual qq state, into which 
the photon may convert [NIK92]. The pair of gluons forms a colour singlet state. An­
other model [ING84] relies on the factorisation hypothesis, i.e. the hypothesis that the 

. pomeron is considered as a quasi particle, which may virtually exist inside the proton 
for a time, which is sufficiently long to be probed by the virtual photon. It is assumed 
that the partonic substructure of the pomeron can be resolved like the substructure of 
the nucleon is resolved in deep inelastic scattering as schematically shown in Fig. 8.2l. 
In this picture, the hadrons formed from the partonic debris of the pomeron form the 
hadronic final state denoted by Mx in Fig. 8.2l. 

The diffractive structure function F;iJJ, which is defined in analogy to the F2 
in DIS, can then be factorised into the pomeron flux in the proton and the pomeron 
structure function: 

(8.8) 

where Xpom denotes the fraction of the proton momentum carried by the pomeron and 
(3 = _z_ the fraction of the pomeron momentum carried by the constituent of the 

Zpons 

pomeron being hit. First results from the measurement of F;iJJ in a limited range of 
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X, Q2 and Xpom (integrated over t), are compatible with the assumption of factorisation 
[FEL94, Hldn, ZP95d]. 

The inclusive properties of diffractive events are described by both models men­
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tioned above. The pomeron could contain soft and hard components. For the fac­
torisable model a hard quark density in the pomeron IS favoured over a soft quark 
distribution [ZE94d, FEL94, Hldf2, ZP95d]. In the the model of -Nikolaev and Za­".kharov, which is based on a non factorising ansatz, an effective pomeron structure 
function can be defined which has a hard (valence) component' rxJ3{1 _.(3)2 and a 
softer component due to the process with a triple pomeron coupling. . 

In this context it is interesting to test the hypothesis that the diffractive DIS pro­
cess can be viewed as the "emission" of the pomeron from the proton and a subsequent 
deep inelastic 7· pomeron scattering, which occurs at a higher value of z' = :1:,,:". 
Since Q2 is given this would imply that the relevant scale for the invariant mass of th~ 
hadronic final state is given by Mx and not by W. . 

In Fig. 8.22a, b the z F distribution and < p; 2 > as a function of ZF from the 
LRG events are compared with the results of the EMC experiment {EMC87a]. The 
distributions of the LRG sample are integrated over the observable range ()f Mx yielding 
a value of < Mx > of about 8 GeV. Within the errors the seagull plots of the two 
event samples reasonably agree over the full range of ZF. Fig. 8.22c,d shows how the 
mean square of p; of the LRG events agrees with the data at < W >= 14 Ge V rather 
than with those at < W >= 120 Ge V. 

In Fig. 8.22a one notices that the ZF distribution of the LRG events at zF~0.4 is 
above the data of DIS events at the lowel:" value of W. In this figure the predictions 
of the POMPYT Monte Carlo program' with a soft and a hard parametrisation of 
the parton density in the pomeron are shown (dashed-dotted curve: rx (1 - (3)5 and 
ex (3(1 - (3) solid curve). The difference of the leading hadron rate (ZF2:,O.4) in LRG 
events and deep inelastic scattering on protons at low W can be qualitatively explained 
if one assumes that the parton density of the pomeron is harder than of the proton 
in the z-range covered by [EMC87a]. In fact, the quark distribution functions in the 
proton are ex (1 - (3)3 or softer, whereas the results from analysis of the inclusive 
properties of LRG events and diffractive DIS events favour a harder quark distribution 
function for the pomeron. 

In conclusion, the results are consistent with the picture of LRG events in which 
the virtual photon makes a deep inelastic scattering with an object (pomeron) inside 
the proton which carries a small fraction (zpom) of the proton momentum. The resulting 
hadronic final state resembles to that of DIS at a reduced scale of W' = Mx. 
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9 Summary and Outlook 

The measurement of inclusive hadron distributions in deep inelastic ep scattering (DIS) 
at HERA energies allows to test concepts and models for the hadron formation process 
in a range of Wand Q2, where the influence of QeD processes on the p~ton level, i.e. 
on the short time scale, is much more prominent than in fixed target_DIS experiments 
at lower values of W. This becomes most evident by the observation of events with' a 
clear multi-jet event structure. By analysing inclusive hadron distributions, however, 
one can extend the study of perturbative QeD effects also to events, which cannot be 
unambiguously identified as n-jet events. The influence of non-perturbative processes 
on these distributions is much smaller than DIS experiment before. 

In this report recent results are presented from the measurement of the energy flow 
of charged and neutral particles and of charged particles only in the HERA .laboratory 
frame as well as from the measurement of charged hadron multiplicity distributions in 
the hadronic c.m.s. These analyses are based on data taken with the Z~US detector. 

The hadron energy flow distributions were analysed in a kinematic region where 
the hadronic activity associated to the current and the target remnant jet are separated 
in the phase space. The energy flow was measured as a function of ll.TJ, which is the 
difference in pseudorapidity to the direction of the struck quark in the QPM. At high Q2 
a clear peak in the energy flow distribution at ll.TJ = 0 is' observed. At low Q2, however, 
this peak becomes less pronounced with most of the energy emitted at positive values 
of ll.TJ, so that the peak is shifted from its value given in the naive QPM by up to 
0.45 units in pseudorapidity towards the proton direction. A substantial amount of the 
energy flow is observed between the struck quark and the proton direction forming an 
intermediate plateau, the level of which depends only weakly on Q2. 

Such a shift of the peak is expected, if a massive multi-parton system instead 
of a low-mass single quark jet is produced in the final state. The comparison of the 
measured peak position and of the amount of the energy flow between the struck quark 
and the target remnant direction with model calculations shows, that single hard gluon 
radiation alone, as calculated by O(a .. ) matrix element formulae~is not sufficient to 
describe these features of the data. The calculations have to be combined with the 
simulation of multi-gluon emission processes. The position of the peak is not affected 
by changing details of the fragmentation. 

The effect of QeD radiation is also observed in charged hadron multiplicity dis.,. 
tributions in the hadronic c.m.s. The Z F distribution of charged hadrons measured 
at HERA is significantly softer than that observed in fixed target DIS experiments at 
lower values of W. Such a clear evidence for the violation of scale invariance, which is 
expected in QeD, could not be seen in the past DIS experiments. 

The distribution of the hadron transverse momentum with respect to the direction 
of the virtual boson exchanged, p;, is known to be sensitive to perturbative and non­
perturbative QeD effects in the hadronisation. The mean square of p;, < p; 2> , at 
HERA energies is larger than the value at energies reached in fixed target experiments 
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by a factor 2-3. The comparison with QPM calculations shows, that this increase of 
<p; 2> is due to QeD radiation on the parton level. 

The value of <p; 2> rises both with W at fixed Q2 and with Q2 at ~ed W. The rise 
with Q2 is observed for the first time, since at lower values of Wthe limited phase space 
damped the free Q2 evolution of <p; 2> . For a reasonable description 'of the W ap.d 
Q2 dependence of <p; 2> it is necessary to combine O(a .. ) matrix-element calculations 
with the simulation of multi-gluon radiation using either the parton shower model or 
the colour dipole model. The colour dipole model alone, in which no strong angular 
ordering of the transverse momentum of the emitted gluons is prescribed, describes 
approximately the variation of <p; 2> with W but not that with Q2. The dependenc~ 
of the calculated values of < p; 2 > on any details of the fragmentation is negligibly 
small. 

Therefore this observable will be suited to test different concepts for the simulation 
of QeD processes on the parton level, Le. on the short time scale, with: future higher 
statistics. " 

The other important results presented in this report come from the analysis of 
the hadronic final state in DIS events, which are characterised by a large rapidity gap 
between the proton direction and the observed hadronic final state (LRG events). 

The energy flow is collimated within ±1 units of pseudorapidity around the value 
of aT} expected in the QPM. Even in the lowest Q2 bin the shift is very small. This 
result is consistent with the assumption of an ep interaction in which a colourless object 
is exchanged between the scattering particles and the amount of QeD radiation is much 
reduced w.r.t. the non-rapidity-gap (NRG) events. 

The ZF distributions in LRG events is harder and the p; distribution is significantly 
softer than the corresponding distributions for NRG events. The much steeper p; 
spectrum indicates that the amount of QeD radiation in LRG events is much reduced 
compared to the NRG events. 

The mean square of p; in LRG events has also been compared with data from a 
fixed target experiment at a mean of W which is approximately equal to the mean 
of Mx, the invariant mass of the observed hadronic final state in LRG events, and 
have been found to be of the same magnitude. This observation is consistent with 
the hypothesis that the hadronic final state of LRG events resembles that of a deep 
inelastic scattering process but at the scale given by Mx rather than by W. 

The statistical errors and the present understanding of the systematic uncertainties 
do not yet allow a fine-tuning of the parameters in the model calculations. However, 
it has been shown that the measurement of inclusive hadron distributions at HERA 
energies provides a method to test the partonic structure of DIS events which com­
plements thejet analysis. Many valuable information about the hadronisation process 
has been be extracted in the first phase of the data. analysis at HERA which helps to 
improve our understanding of the fundamental process of hadron formation and the 
dynamics of a multi-parton state. In future analyses, the charged hadron spectra in the 
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r*P c.m.s. have to be measured with higher statistics and accuracy in order to tune 
the model parameters and to unfold the Wand Q2 dependence. With the forward 
tracking detectors, which could not yet been used for the analyses pr~sented here, it 
will be possible to extend the explorable range in Wand Q2 to higher and in Z F to 
lower values. 

A very interesting field of research will be the study of the hadro~ic final state 
in diffractive DIS. The analyses of the properties of these events performed so far, 
depend on selection cuts with are not efficient at higher values of Mx. This limits the 
kinematic range in Zpom. and (3. With the leading proton spectrometer (LPS) which was 
commissioned in the end of the '93 data taking period and incoporated in the online 
and offline software in the course 1994, it will be possible to detect protons with a large 
fraction of the incident proton momentum zL~O.95 and a small transverse momentum 
(~1. GeV). Measuring the diffractively scattered proton one can determine the cross 
section in a larger kinematic range and also investigate the properties of the hadronic 
final state of these new class of events without being biased by any event selection cuts. 
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