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Abstract 

It is shown that automorphisms of some factors of type III)., with 0 < A $ 1, cor­

responding to Kolmogorov quantum dynamical systems of entropic type are strongly 
clustering. 
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1 Introduction 

In [1] entropic K-systems are introduced to extend the notion of Kolnlogorov systems 

to quantum theory. We consider quantum systems t hat evolve under some automor­

phism and we say that they undergo a complete memory loss if observations become 

completely independent , the degree of independence being measured by the dynamical 

entropy of Connes, N arnhofer and Thlrrlng (CNT -entropy) [2]. 

In [3] it is proved that, as a consequence of complete memory loss, automorphisms 

of type III von Neumann algebras are strongly asymptotically Abelian. 

The restriction on the type of the algebra provided better control over the dynam­

ical entropy. In this paper we reduce the gap by showing that the result remains true 

for a class of type III>. factors , with 0 < A ~ 1, including quantum mechanical systems 

in quasifree states. 

2 Classical and Quantum K-Systems 

We shall consider quantum dynalnical systems (M, 0 ,w) where M is a von Neumann 

algebra, 0 an automorphism of M and w a faithful, 0 -invariant state. 

In [2] the dynamical entropy 'hw (0, M) of 0 with respect to a finite dimensjonal 

subalgebra M ~ M was introduced. Our arguments will be based on a slightly dif­

ferent, not equivalent, entropic functional, denoted by Hw(0 , M), which is introduced 

in [4] and leads to the same dynamical entropy hw(0) of 0 as in the CNT theory once 

the dependence on the finite dimensional sub algebras is eliminated (see also [5]): 

hw (0) = sup hw(0, M) = sup Hw(0, M). (1)
M M 

We establish some notations and recall a few results. 

Let B be an Abelian von Neumann algebra, a an automorphism of Band J1. a 

a-invariant state on B. By means of the Gelfand t ransform, the t riple (8, (1, J.l) can be 

identified with an Abelian dynamical system typical of t he measure-theoretic approach 

to classical ergodic theory (see [6]), and its main concepts translated accordingly. In 

particular, finite partitions P = {Pi}f=l of a measure space X into p disjoint atoms Pi 

are replaced by finite dimensional subalgebras P = {P.}f=l' t heir minimal projections 

Pi corresponding to the characteristic functions Xi(X) of the atoms Pi. 

Given a measure J.l on X, the characteristic functions can be represented as multi­

plication operators on the Hilbert space L2 (X, J1. ). T he strong-operator closure of their 

linear span is the von Neumann algebra B of essentially bounded functions on X. The 

measure J.l will in turn provide, by integration, a state on B (which we shall denote by 

the same symbol): J.l(Pi) :: Ix Xi(x)dx. 
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Definition 1 1. Let B ~ an Abelian von Neumann algebra acting on some Hilbert 

space and P == {Pi}f=1 a finite dimensional subalgebra. Given a state J1. on B, the 

entropy SJ.£(P) of P ~ B with respect to the state Jt is given by: 

SJ.£ (P) == - L
p 

J.L(Pi) log J.t(Pi) . (2) 
1=1 

It increases under inclusion, namely PI ~ P2 * SJ.£(Pl) :5 SJ.£(P2 ). 

2. Let Q == {iij}~=l ~ Band P V Q denote the subalgebra of 8 generated by the 

minimal projections {Pith hti (the refinement of P and Q). The conditional entropy of 

P given Q, 

SJ.£(PIQ) = SJ.£(P V Q) - SJ.£(Q) , (3) 

is positive and continuous with respect to both arguments. Moreover, under inclusion, 

it increases in the first argument and decreases in the second one. 

3. Let u : B ~ B be an automorphism of Band u j (P), j E 71., the image of 

P under the j -th iteration of the dynamical mapping u, namely the subalgebra with 

minimal projections {uj (Pi)}f=l' If J.l 0 u:=: J.l, then SJ.£(ui(P» = SJ.£(P), 

4. Let ~-1 = Vj;,J u-i(P) be the refinement of n consecutive iterations (the 

limit n ~ +00 in this and similar expressions is to be understood with respect to the 

strong-operator topology). The Kolmogorov-Sinai entropy of u (with respect to P): 

hJ.£(u, P) = lim ~SI-'(P~_l)' (4)
n-+oo n 

is well defined and corresponds to the average information gain about P provided by 

the dynamics with respect to the state J.l. 

5. Let Pk == Vj=l (J - j(P) . Then, the remote past of P ~ B, also called the tail of 

P, is the von Neumann subalgebra arising from the (strong-operator) limit 

Tail(P) == lim lim Pk . (5)
1-+00 k-+oo 

6. Those triples (B, u, J.l) where all finite dimensional 8ubalgebras P have trivial 

tail, i.e. Tail(P) = {~il}, are called K( olmogorov)-systems. 

Remarks 1 1. Let {ceil the trivial subalgebra of B, then sJ.£(pl{ccil}) = SJ.£(P). 
2. The past orbit of P ~ B 

00 

P- = pc!:, = Vu-j(P) , (6) 
3=1 

together with the properties of the conditional entropy permits to write: 
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(7) 

3. From subadditivity, SIJ,(I1- I ) :$ k SIJ,( P) , where P ~ B is any finite dimensional 

algebra and (j any automorphism of 8, it follows that 

(8) 

Let now PkCn) = Vj=:l (j - jn(p), n > 0, and notice that, when n ~ +00, P_(n) is 

eventually contained in Tai1(P). Therefore, if (8, (1,Jl) is a K-system , then (see (1]): 

This means that S#J(Pf_l(n» becomes additive asymptotically: 

(9) 

4. Classical K-systems (8, (j, Jl) are algebraically distinguished by the existence of 

a (K-) subalgebra 8 0 ~ B such that 

p :$ q => (jP(Bo) ~ '(jq(Bo) , Vp, q E 71. 
+00
V (1i(80 ) = B 

j=-oo 

+00
A (ji (8 0 ) = {CC it} , 

i=-oo 

where A denotes the smallest von Neumann algebra contained in all (1i(Bo). 

5. K-system are among the most random classical dynamical systems, randomness 

showing up in the rate of decorrelation. For instance, they are all kind of mixing [6], 
the so called strong mixing of classical ergodic theory (we warn the reader that there 

is a formally similar expression in quantum statistical mechanics which is termed weak 

mixing) corresponding to: 

(10) 

Definition 2 We say that a quantum dynamical system (M, E>,w) is stationarily cou­

pled with an Abelian dynamical system (8, (7, Jl) when there exists a state A on the von 

Neumann algebra M ® 8 which is invariant under the automorphism E> ® (J of M ® B 

and, when restricted to M, respectively to B, reduces to w, respectively to J.L, namely 

AIM == w, )'16 == J.L. 

Any triple (8, (j ,Jl) stationarily coupled to (M , 0,w) will be called an Abelian 

model. 
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Remarks 2 1. We suppose M to be represented on some Hilbert space 11.. The re­

strictions of any state on M to a finite dimensional sub algebra M ~ M are normal 

states and thus correspond to trace class operators (density matrices) [7]. Thus, it 

makes sense writing the relative entropy [9J of two states w, p on M restricted to such 

an M as: 

(11) 

2. Let (M,0,w) be stationarily coupled to (B,u,p,) through the state A and con­

sider the product state w ® J.l on M ® B: 

Let M and P be finite dimensional subalgebras of M, respectively 8, with {Pi}~=l the 

minimal projections of P. Given the states 

(12) 

let Wi denote the restrictions of ~i to M, 1I"i the point measures 1I"i(Pj) = C"j on Band 

set Jl.i = 'x(Pi) = p.(pd. Then, from (11): 

p p 

,X = L J.li Wi ® 7ri , W =L JliWi (13) 
i=l 1=1 

P 

S(.-\IM ® Alp, "'IM®P) = L J.li S(wIM,WiIM)' (14) 
,=1 

3. By using the modular automorphisnl Tw of w (assumed to be faithful), the states 

Wi contributing to the decompositions in (13) can be expressed by means of positive 

operators Xi E M such that Li Xi = ft. Thus [2]: 

(15) 

Definition 3 The entropy of every finite dimensional subalgebra M ~ M with respect 

to w is defined to be [2, 10}: 

Hw(M) = sup LWi(l) S(w\M,wilM) 
w=Liwi i 

= sup {S(WIM) - I:w,(ll)S(wiIM)} , (16)
W=L, Wi i 

where S(W\M) = -Tr {wlM logwlM} is tlie von Neumann entropy of the state WIM 
and the supremum is computed over all possible decompositions of the state w. 
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According to Remark 2.2, by considering t ri pIes (A, B, P) where (A, 8) correspond 

to all possible stationary couplings (M ® B,0 ® 0', A) and P to all possible finite 

dimensional subalgebras of 8, we can rewrite: 

(17) 

Let H'\(PIM) be (see [5] for the second equality below): 

H'\(PIM) = sup L [S(Alp, Ai lp ) - S(AIM, AiIM)] (18) 
,\=Li Ai i 

= SJsC P ) - S(AIM ® Alp, AIM®P) ' (19) 

the supremum being taken over all possible decompositions of the global state A • Then, 

because of (19), (16) reads 

Hw(M) = sup {SIJ(P) - HA(P IM)} . (20) 
.x.,B,P 

In [2} the 2-subalgebra entropy functional Hw(Ml' M 2 ) , Ml and M2 two finite 

dimensional subalgebras of M, is defined by maximizing the quant ity 

(21) 
ij j 

(22) 

(23) 

over all possible decompositions of w in terms of doubly indexed st ates Wij over M: 
... )~ . { -X log X... O<X:$l 

W =LijWij(:fi Wij, where ",(x) = ,and, by nleans of positiveo . .. x = 0 

operators Xij E M such that Lij Xij = il as in (15), [2] 

A 2W( ~i/2(XA . ')m WI - '"" W· . w - "" w ' . (24)) 
. I W 1) , i - L- I)' j - L- 13 

(25) 

(26) 

The extension to more subalgebras is st raightforward and leads, in the CNT theory, 

to the following definition of the average information gain about M S; M provided by 

the dynamics 0: 

hw (0, M) = lim -k
1 

Hw (M, ... , ek- 1(M)), (27)
k-+oo 
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and, subsequently to define the dynamical entropy (eNT-entropy) of e with respect 

to the invariant state w [2] as: 

hw(e) = sup hw(e, M), (28) 
M 

whence the independence on the finite dimensional subalgehras. 

A formulation different in spirit makes use of the following notion [4, 5]: 

Definition 4 Let (B,O',J-L) be stationarily coupled with (M,0,w) through '\ and define 

the average information Hw (0, M) provided by the automorphism e about the finite 

dimensional subalgebra M ~ M as 

Hw (0, M) = sup [h~(o, P) - HA(PIM)] , (29) 
A,B,P 

where the supremum is taken over all finite dimensional subalgebras P ~ B of all 

possible stationarily coupled A belian models. 

Remark 3 In [4] it was shown that the supremum of Hw(0 , M) over all finite di­

mensional subalgebras M ~ M coincides with the dynamical entropy hw (0) in (28) 

(see (1). The proof of the equivalence requires that the supremum be taken. Indeed 

(compare [4, Prop. 4.1]), in general, we have: 

(30) 

The essential observation in [4] is that it is sufficient to consider mixing Abelian 

models (8, J,L, 0'). 

Definition 5 The dynamical triple (M,w,0) is an entropic K-system if 

Hw(M) > 0, (31) 

lim Hw( en,M) = Hw(M) . (32)
n-oo 

for all finite dimensional subalgebras M ~ M . 

Remarks 4 1. Because of (30), entropic K-systems according to Definition 5 might 

ask for more than in [1), where they were defined by requiring 

(33) 

for all finite dimensional subalgebras M ~ M . Like the old one, the new definition 

entails that the entropy functionals Hw(M, eTl(M), ...), usually subadditive 

(34) 

become additive asymptotically (use (27)and (34): 
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(35) 

2. The entropy functionals Hw(M, 0(M) .. . ) are defined for positive times , unlike 

t he classical analogous in Remark 1.3. This makes no difference, for E> is invertible and 

we can equally well use 0-1 . 

3. We also added condition (31 (ever true in type l It factors) (compare [3]), to 

make (32) not trivially fulfilled. It is sat isfied jf the GNS vector In > corresponding to 

w is separating for M. 

We conclude thi_s section with a few particular cases where the computation of 

Hw( C) can be explicitly carried through. 

Lemma 1 Let UXI uy, Uz be the Pauli matrices, a= (ax, uy,uz ) . Let 

A :iI. a"
Pa 	 = 2"+1+ a20"Z' O~a~l 

n±c·(j
A 

P± c 	 = ICl = 12 
be a density matrix in M 2(CC), respectively a minimal projection. Let C be the Abelian 

subalgebro generated by p; . Then, 

1. If a = 1, then Hpl (C) = O. 

2. If a =0, then Hpo(C) = log2. 

3. I/O < a < 1 and c= (0,0,1), then 

(1 + a)2 (1 + a)2 (1 - a)2 I (1 - a)2 

H po (C7rj2 ) = - 2(1 + a2 ) log 2(1 + a2 ) - 2( 1 + a2 ) og 2(1 + a2 ) • 


4. IfO<a<l andc=(cosO,O,sinO), then 


2 2

Hp4Q(CO) = _ 1 + a + 2a c31 1 + a + 2a C3 


2(1 + a2 ) og 2(1 + a2 ) 


1 +a2 
- 2a C3 1 1 + a2 

- 2a C3 

2( 1 +a2 ) og 2(1 +a2 ) 

+ 	 1 + a2 + R 1 1 +a2 + R 1 + a2 
- R 1 1 +a2 

- R 
2(1+a2) og 2(1+a2) + 2(1+a2 ) og 2(1+a2) , 

2where R = )(1 + a2)2c~ + (1 - a2)2cr ~ 1 + a . 

The optimal values uniquely correspond to the decompositions 

1. PI = Pl · 
A 1 _+ 1 __ . 

2. Po = 2Pc + 2"Pc . 

3. Pa = ff.fit ff. + ff.p-; vfli:. 

4· Pa =V(i;.pt V(i;. +vfli:p; V(i;., where 


~± iJ. ± cos GO-x ± sin Gl1z (1+ a,2)C3 

Pc. = 2 ' tan a = (1-a2)cl· 
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Proof: see [12]. 

RemarkS In the last case the result extends to the Abelian algebra CO,4> generated 

by the projections corresponding to the unit vector c<I> =(cos 8 cos </>, cos 8 sin </>, sin 8). 

In fact, it is a general fact that if ~ finite dimensional subalgebra is rotated, M -+­

UMU-l, it has the same entropy with respect to the rotated state UwU- 1 and that 

it is given by the rotated optimal decomposition: 

(36) 

By choosing U to correspond to the rotation about the z-axis which turns c into 

c4>' the state Pa remains invariant and H pa (Co,4» is thus given by the projections 

2 ..± ji. ± cos a C03 <p ax ± cos a sin </>Oy ± sin aaz 1+a
tan a = -1-- tan8 .POt ,4> = 2 -a2 

3 Clustering in Optimal Abelian Models 

We say that the triple (8, A, P ~ 8) associated with an Abelian model (8 , O, J.l) and a 

stationary coupling A is optimal up to { > 0 for H w (0, M) if 

(37) 

Then, we prove: 

Proposition 1 Let (M ,0, w) be an entropic K-system according to Definition 5 and 

M ~ M a finite dimensional subalgebra. For any (1,2 > 0 there exists an no E 1N such 

that for every dynamical system (M, en, w) and n > no we can find a stationarily 

coupled Abelian model (Q, 0', J.l) and a finite dimensional subalgebm P ~ Q such that: 

where 'R = Tail(P) and Cl(€t, {2) is a positive junction that -+- 0 with {I and £2 --+ O. 

Proof: Fix (1 > 0 and choose Nl E IN such that for all n > NI 

Let (8, A, P ~ 8) be a triple from a stationarily coupled Abelian model (8, (1, p,) that 

is optimal up to (2 > 0 for Hw(0n , M). Then, 

(38) 
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where (7) and (29) have been used. 

Let 'R = Tail(P). Since {Cll} ~ n ~ P_ and the conditional entropy decreases as 

the second argument becomes larger , using Remark 1.1, (38) and (20) we get 

s,..(P) ­ HA(PIM) > S,..(PI'R) ­ HA(PIM) 

> S,..(PIP_) - HA(PIM) 
(38) 
~ H w(M) ­ £1 - £2 (39) 

(20) 
> S",(P) - HA(PIM) ­ £1 - £2 , 

whence 

(40) 


Let Q = VnEll. an(P) be the von Neumann algebra generated by the orbit of P and 

denote the restrictions of fl and (f to Q by the same symbols. The new dynamical triple 

(Q, (1, J.L) together with the generating subalgebra P( ~ Q) and the same stationary 

coupling A, can be used to get close to Hw(0 n , M) up to £2 > O. 

Now, consider the subalgebra P V n (compare Definition 1.2) and the product 

measure p, on P V n defined by j1(frf) = J.L(p)J.L( f), pEP, f E 'R. By using (3) and (11) 

the inequality (40) reads 

The relative entTopy of two states Wl,2 on a C· algebra A enjoys the following lower 

bound [9]: 

Therefore, we can estimate: 

IJL(pf) - fl(P)J.L( f) I::; J2( £1 + (2) IIPllll f l1 . ----....--­
61(tI, (2) 

o 

Corollary 1 Let ( Q, a, J.L) be the optimal triple constructed in the previous lemma for 

Hw(en , M). Take p E P and q E Q, then 

lim sup Ijj«(fk(p)q) - jj(p)J.L(q)1 ::; 62(£1,£2) , 
k-+oo . . 
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Proof: Notice that both Q and n = Tail(P) are strongly closed as von Neumann 

(sub)algebras. Therefore, given .q E Q, choose n E IN and qn E V'J=-n oi(p) such that 

1L«q - qn)"'(q - «in» 5 6;«(1, (2) . 

For large enough k, u- k(cin) is nearly contained in TaH(P). For fixed (1, (2, pick 

up then k E IN and rk in Tail ( P) so that 

Jl«a-k(qn) - Tkt(a-k(qn) - Tic» 5 6;(ft, f2) . 
2 

Applying the previous result and using IJl(pq)1 5 Jl(p.p)/J(q-q), we est imate: 

!Il(ak(p)q) - Jl(p)l-'(q)1 5 jlL(pa-k(qn}} - Jl(P)Jl(qn)1 +2I1pI161(f},f2) 

< !1l(PTk) -IL(p)Jl(Tk)! + 4I1pIlCl(f}, (2) 

< IIplI(4+ II rk\1)61(fl,f2). 
, -I... 

62(£I,f2) 
o 

4 The Space of Weak-Clustering 

Let M b M2 be two von Neumann algebras with faithful states 4>I, respectively </>2, 

Tt, T2 their modular automorphisms and, : Ml ~ M2 a completely positive map 

such that 4>2 = 4>1 0,. Then (see [2J , Section VIII), there exists a canonical adjoint 

,t : M2 ~ Ml such that 4>1 = 4>2 o,t, and uniquely defined by 

¢2(T;/\X2)-Y(Xt}) = 4>1(T~/2(,t(X2»Xt}, VXl E M 1 , X2 E M 2 • (41) ' 

Let (M,9,w) and (B , a,J.1.) be stationarily coupled through A and ToX, T"" be the corre­

sponding modular automorphisms (r~ = it since B is Abelian) . Given the embedding 

i : M -+ M ® B of Minto M ® B, 

i(m) = m ® il Vm EM, 

its adjoint map it : M ® 8 ~ M is defined by; 

A(rl/2(ml 0p)i(m2» = w(rj2(it(ml ®p»m2) 'rip E B,ml,2 EM. (42) 

Since it ® Pis in the centre of M ® B, hence invariant under roX, we can construct a. 

positive linear Inap , : B -+ M and its adjoint, t : M ~ B, as follows: 

A(m ® p) = A(T~/2(il ® p)i(m» 

= w( Tj2(it (iL ® p»m) , (43) 

, :p ,(p) = it(it ® p) (44)r-+ 

w(T/J2( ,(p))m) = JL(n t ( m)) . (45) 

Notice that, given P = {Pi} ~ B, the decomposition w(-) = LiJ'iWi(·) in (13) has 

wi(m) =w(r/J\,(pd)m). 
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Lemma 2 Let (M ®B, 0 00', A) be a stationary coupling between the noncommutative 

dynamical system (M, 0 , w) and the classical dynamical system (8, 0', J.L). 

Let, : B ---+ M be the mapping defined in (44). Then, i 00'= 0 0'Y . 

Proof: Since A = A 0 0 ® 0' (stationary coupling) and w 0 0 = w, it follows that 

T;>.. 0 0 ® 0' = 0 ® 0' 0 i;>.. and 00 iw = Tw 0 0. 

Next, take p E 8, m E M observe that the set T;i/\M) is (norm) dense in M. 
The result then follows from 

W(i 0 0'(p)i~i/2(m)) 	 = A(m ® O'(p)) = 'x(0-1 (m) ® fJ) 


= w(i~/2(,(p))0- 1 (m)) 


= w(0 0 ,(p)i;i/2(m)). 


o 

Lemma 3 Let (M, 0, w) be an entropic K-system, M ~ M any finite dimensional 

subalgebra and (Q, A, P) the optimal triple for Hw(0 n , M) constructed in Proposition 1. 

Let x-y = ,(ft) for some p E Q, then 

lim sup Iw(0k(x-y)x ) -	 w(x-y)w(x)\ ~ 63 (ft, ( 2 ) 'Vx EM , (46) 
k-+oo 

Proof: Because of (45) and Lenlma 2, we have for all iJ EM : 

Corollary 1 ensures us 	that, by choosing k large enough, 

Further, varying y, the set spanned by T;i/\iJ) is dense in M , t hen, for all x E M, an 

y can be found such that (use Iw(xiJ)j2 ~ w(xx*)w(y*y)) : 

w«x - i~i/2(y))*(x -	 T~i/2(y)) ~ 6~( f}, (2) 

jw(0k(x-y)x) - w(x-y)w(x)\ ::; fl + 21Ix-y~)62({1,f2)". 
63 (ft,{2) 

o 

Defl nitio n 6 The dynamical system (M, 0,w) is weakly clustering if 

lim w(x10k(X2)X3) = W(X2)W(XtX3) VX},X2,X3 E M. 
k-±oo 	 · 
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Remarks 6 1. Since we assumed w to be faithful, we can use the modular relation 

satisfied by w with respect to its own modular automorphism T"" to show that 

is equivalent to weak clustering. 

2. If we know that the correlation functions w(9k(£)y) cluster for k -+ +00, the 

9-invariance of w guarantees that w(0k (x )y) =w(x9-k (y)) cluster for k -+ -00. 

3. Weak clustering implies weak asymptotic Abelianness [13]: 

for all a, b, c, J in M. 
4. By going to the GNS-construction for (M, 0,w), weak clustering amounts to 

the request that Uw k~ In >< 01 weakly, where Uw is the unitary operator that 

implements e. 

Let M be a finite dimensional subalgebra of an entropic K-system (M, e,w). 
From Definition 3 we can approximate Hw(M) within any ( > 0 by means of a finite 

set of positive operators Xi E M, such that r:f:l Xi = it (see Remark 2.3). According 

to Proposition 1, we expect them to be better and better approximated with increas­

ing n by the minimal projections {Pj }~1 of the generator P of the classical system 

(Qn' O'n, Jln) which nearly gives Hw (0n , M). The clue is given by the map in : Qn -+ M 
and its adjoint, together with the next lemma where the dependence on the time step 

n is put into evidence (in the following, we shall not indicate the dependence of Q and 

J.l on n). 

Lemma 4 Let (M, 0,w) be an entropic K-system, M a finite dimensional subolgebm 

of M and (Q, 0', J.l) an optimal Abelian. model for Hw( 0 n ,M) as in Proposition 1. The 

triple (,x, Q, P) is optimal for Hw(M). 

Proof: It suffices to recall (20), inequality (39) and to let (tt2 -+ 0 by first improving 

the Abelia.n model for Hw(0 n , M), n fixed, and then increasing the time-step. 

o 

Proposition 2 Let (M, 0,w) (w a faithful state) be an entropic K-system. 

Let A ~ M be finite dimensional subalgebras of M, A Abelian with minimal 

projections {ak}f==l' 
Assume M invariant under Tw and let E : M ~ M, woE = w, be the corresponding 

state-preserving conditional expectation [11}. 

Let n be such that Hw(0 n , A) 2: Hw(A) - () , ( 1 > O. 
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Let (Q,u,p.), Q = VjEllUj(P) be an Abelian model with stationary coupling A 

and'P ~ Q stich that (Q , A,P) gives Hw(0n , A) up to f2 > O. 

Let {Pj }:;1 be the minimal projections of P and w( . ) = Ef=l w( r!J2
( in(Pi » . ) 

the corresponding decomposition of w constructed by means of the map 'Yn : Q -+ M 
introduced in (45). 

Assume that the decomposition w( . ) = Er=l w(T/}\ Xi ) . ) , with projections Xi E 

M, 2:7=1 Xi = 1, gives Hw(A) and has a minimal number of contributions (see the 

Remark 7 below). 

Then, M ~ L and the Pi's can be labelled such that 

W( in(Pi) - Xi)*(,n(Pi) - Xi») :::; 6~(fl,f2)' i = 1, .. . ,L (47) 

where 84,s(f1,2) are functions that vanish with f1,2 -+ O. 

Proof: According to Lemma 4, if we first let £2 and then £) -+ 0 (by considering 

n -+ +00 in the latter case), then the minimall ty of the optimal set {Xi }f=l guarantees 

that for each i there must exist some j = 1, ... , M for which 

IW(T!J2(rn(pj»ak ) - W(Tj2(x i )a.(;)1 ~ 0, 

for all k = 1, .. . , N. 

Then, we use the conditional expectation E : M -+ M to deduce 

Iw((EoT~!2('n(Pj»-1!J2(xi))ak)1 ~ O. 

In fact, according to the assumptions, E(Xi) = Xi, as well as Eorj\xi) = rY\xi), 
and E(ma) = mE(a), for all in E M, a E A. Thus, the finite dimensionali ty of A 

gives 

liE 0 r:J2(rnCpj») - Tj2(Xi) 11 (l~O O. (48) 

Since L~linCiJj) = r:.f=l Xi = il, M - N contributions w(rn{Pj» must vanish with 

f],2 -+ 0, whereas the remaining pj'S are in one-to-one correspondence with the L 

operators Xi, 1 :::; i :::; L. 

We now follow [3, Lemma 4.1.] and use the Schwartz positivity 

,n(fti) = in(P]) ~ 'Yn(Pj )in(Pj) =? 


w(in(pj) - Xi)*(,n(Pj) - Xi») $ W(,n(ftj») +W(Xi) 


weE 0 T:J2(,n(pj))r:J2(Xi)) 


- w( r:J2(idE 0 r!J2( ,n(Pj»)) , 


from which the result follows by applying (48) and by :relabelling the Pj's. 
o 
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Corollary 2 Let (M, 0,w) be an entropic K-system and A ~ M a finite dimensional 

Abelian subalgebra. With the assumptions of the previous proposition: 

Proof: With k > 0 large enough, we can use Lemma 3 with x-y = "Yn(Pi), then the 

Cauchy-Schwartz inequality and Proposition 2 to estimate 

IW(ek(Xi)m) - w(xi)w(m)1 < Iw(ek(Xi - 'Yn(Pi»m) I 
+ IW(Xi - x-y)w(m)1 

+ Iw(Sk(x-y)m) - w(x-y)w{m)1 

~ 211mllc4( (1, (2) +C3( (), (2) . 

Clustering when k +00 follows by letting (1,2 -t 0, when k -t -00 from Remark 6.2. --4 

o 

Remark 7 The point behind the request that the best decomposition be minimal is 

that we cannot exclude that further refinements of a decomposition can be performed 

without affecting the contribution to Hw{A). 

However, any decomposition can be coarse grained until it is minimal. In the 

following sense: let Hw(A) be approximated within ( by a decomposition {Xi}r=l. 

Then, there can be found a minimal number N < L of positive operators {Yi }~=1 such 

that 

w (( E Xi - 'OJ)*( E Xi - Yi») ~ ( , 
i€J(j) i€J(j) 

where U.7=l J(j) = {I, .. . , L} and the contribution to Hw(A) from the Yj'S is the same 

as that of the Xi'S up to order ( (see for instance [3]). 

5 A Class of Models 

In order to arrive at a result holding throughout the von Neumann algebra M, it 
is of great importance to know how large is the set of operators Xi when we vary 

t he finite dimensional Abelian subalgebras A. In [3] a von Neumann algebra M of 

type III equipped with the tradal state w was considered with the result that every 

projection a of M contributed optimally to Hw(A), where A = {a , i-a}, the unique 

best decomposition being given by w( . ) = w(a. ) + w((:D. - a)·). In spite of the fact 

that the general situation is fairly uncontrolled, we can make good use of Lemma 1 in 

the following case. 

In this section we shall consider a concrete class of models, based on the algebra 
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Moo = ®(Mn(C))j 	 (49) 
j=1 

be the *algebra spanned by tensor products of the form 

I 


= i k- 1] ® ® mj ® i{I+I , mj E Mn(C) 

j=k 


1.-1 +00""
A 	 A 

®j::;1 (11); , ll[k+l = ®j=k+l (ll)j, 11 E Mn(~)' 

Let w( ·) =®t:f Tr }..j(') be the product state on Moo defined by 

l 

w(m[k,~) = IT Tr 'xjmj , 	 (50) 
j=k 

The state w restricted to the finite dimensional subalgebra MN ~ M generated by 

operators of the form m[-N+l,N] corresponds to a density matrix PN = ®j~N+l >-j. 
Let {fi}l~; be the set of eigenvectors of ~N and €ij the corresponding system of matrix 

units: 

(51) 

(52) 

Let us consider the GNS-representation 7rw based on w with GNS-vector nand 

GNS-Hilbert space ?-lw and call M the strong closure 7rw(Moo)". 

Remark 8 Since the state w is not pure, the commutant M' acting on 'Hw is not 

trivial. Depending on the choice of the eigenvalues of the density matrices Pj, M is 

a hyperfinite factor of type f f f)." 0 < A < 1, orA = 1. Varying MN, the operators 

1rw( € ij) acting on In > span a dense subspace of ?tw • 

Lemma 5 Let M,j ~ MN be the subalgebra of M spanned by the matrix units fa, fj, 

eij and 11- €j - fj corresponding to the eigenvectors of the density mat rix WIM 
N 

' 

Let j, pt and f>; be the projections 

j = 	11 ~ €i - €j 


it - j ± e-i¢eij ± ei¢eji
~±
P¢ = 2 

and A¢ the Abelian subaJgebra of Mij spanned by them. 

The entropy Hw(A¢» of A¢ is given by a unique decomposition determined by the 

minimal projections of A¢ itself: 

(53) 
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Proof: Mij is isomorphic to the matrix algebras: 

a,b,c,d, e E ~ , (54) 

and A</J to the subalgebra: 

We shall look for an optimal decomposition w =Li W;(il)Wi where, according to (45), 

for 0 < Xi E M 8uchthat Ei Xt = iI. In order to calculate H",,(A</J) we can work within 

the algebra M 3( C) by considering the 3 X 3 density matrix 

corresponding to the restriction WIM;j ' The decompositions of w when restricted to 

Mij can then be represented as (compare Lemma 1) 

N N 

P L ,jpdiVP =L ui(il)c1i 
;=1 ;=1 

~ ..fPdj..fP
Ui = ~, 

Tr pd; 

where di are positive 3 x 3 positive matrices with Ei=l di = i. Let 

We now make the following observation which applies to more general cases. 

Let M be any algebra and A any finite dimensional subalgebra (not necessarily 

Abelian) which splits into an orthogonal sum such that 

wh-ere Mij are subalgebras of M . From explicit calculations it turns out that 
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If, moreover, w = (WI 0), where Wi is the restriction of w to Mii, then 
o Wz 


Hw(AI EB :n) = HWJ (AI) . 


Since -JPd,vp = pd, = dfP, the argument used in the third case of the same 

lemma indicates the choice dN = df as optimal, for then S(uNIA4» = O. Next, we 

observe 
·N-I

L di = 1l- elf ==> Tr IP£Ii\/pa = Tr jp(il- £If )cii(i - cif )JPa 
i=l 

for all a E Atf" when 1 :s; i :s; N - 1. The corresponding states iii a.ct nontrivially only 

on the Abelian algebra (with identity ll - j) spanned by 

I e-it/> 0)

d~ = ~ eit/> 1 0 . 


( o 0 0 

Because of the above observation, the choice how to decompose indicated by Lemma 1, 

case 4, and the subsequent Remark 5 with () = 0, is optimal also in thls special three 

dimensional case, namely Hw(A¢) is uniquely given by the decomposition which uses 

til = tit, d2 = ti;, £I3 = dJ , or, with the notation of Proposition 2, 

(55) 

o 
We are now in the conditions to resort to Proposition 2 to get the following pre­

liminary result. 

Lemma 6 Let M be equipped with an automorphism S which respects the product 

state wand makes (M, e, w) an entropic K -system. 

Let P~ be the projections of M given in the previous proposition. Then, it follows 

that, for all .i EM , with at = p~, a2 = p; and a3 = j , 

lim w(Sk(ai)x) =w(ai)w(x) i = 1, ... ,3. 
k-±oo 

Proof: Mij is invariant under the modular automorphism of w, and thus the result 

is a consequence of Lemma 5 and of Corollary 2. 

o 
According to Remark 6.1, the dynamical system (M, 0,w) exhibits weak clustering 

with respect to the set of all possible projections j and pi. We shall express thls fact, 

avoiding explicit reference to the GNS-representation 1rw , as 

w - lim ek (p:)If2 >= w(p1)1f2 > . 
k-±oo Y' 

We use the freedom in the choice of the param~ter (J to extend this result to all matrix 

units eij, hence to all of M. 
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Theorem 1 The entropic-K-systems (M,0,w) (compare (49)-(50)) considered in this 

section are weakly clustering quantum dynamical systems. 

Proof: By varying <p, €ij can be written as a linear combination of j and fi: . 
o 

5.1 Strong Clustering 

We now strengthen the previous result proving that entropic K-systems enjoy a 

stronger type of clustering by considering invariant states in (M, 0,w) that are cyclic 

and separating for M. 

Definition 7 A quantum dynamical system (M, f), w) is strongly clustering if for all 

a, b, c, ci, e in M 

Remarks 9 1. For classical dynamical systems there is no difference between weak 

and strong clustering. 

2. Strong clustering implies strong asymptotic Abelianness [13]: 

for all a, band c in M. 

3. Weak clustering and strong asymptotic Abeliannes together imply strong clus­

tering [3, Lemma 3.1.4]. 

We proceed by adapting Lemma 3.1.5 of [3] to the case where there are no tradal 

properties to benefit from. We only ask that the state w be faithful so that we can use 

its modular automorphism 1(.4J' 

Lemma 7 Let (M, E>,w) be weakly asymptotically Abelian. If for all pT'Ojections p and 

q in M it holds that: 

st - lim [p, f)k(p)] = 0 (56)
k-±oo . 

st - lim [q, ek
( q)] = 0 (57)

k-±oo 

st - lim [p +q, f)k(p + q)] = 0, (58)
k-±oo 

then the system is strongly clustering. 
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Proof: Since M, as a von Neumann algebra, is the strong closure of the linear span 

of its projections, we shall prove that 

w - lim [p,0k(q)] = 0 =} st - lim [p, ek(q)] = O. 
k-±oo k-±oo 

In fact, the 1.h.8. holds due to the assumption and Remark 6.3, and if the implication 

holds we can conclude the proof bynleans of Remark 9.3. 

Let mk denote 0 k(m) for all mE M and k E ll. Upon using the modular relation 

w(al,) = w(r~il\b)a) = w(l,r!J2(a», a, l, in M, and the Cauchy-Schwartz inequality, 

the result follows by proving that , when k -. ±oo, 

w( [p, qk] [p, qk] ) = W(Ptlkpqk) +w( qkpqkP) - W(fJiikP) - w(qkpqk) ~ 0 . 


We rewrite the first term of the r.h.s. of the above equality. Thus: 


W(pqkpqk) 	 = w«p+ q)qkpqk) - W(qijkpqk) 


= w( (p + Ii)(p +q)kpqk) - w( (p +q)Pkpqk) - w(qqkpqk) 


= w«r~i(q)(p +q»k(p +q)p) - weep + q)p(Ptih) 


- w( (r~i(q)q)kqp) +w( [(p +q), (p + q)k] fiqk) 


- w( r;i( tik)(p + ~n [Pk, p]) - w(r;i (pqk) [ti, qltJ) . 
By using the Cauchy-Schwartz inequality and (56)- (58) the last two terms are seen to 

vanish when k ~ ±oo, as well as w( [(p +q), (p +q)k]pqk) . Moreover, we assumed weak 

clustering to hold, whence W(pqkP) and w( qkpqk) tend to w(p)w(q) when k ~ ±oo and 

lim W(pqkpqk) = w(jJq + q)w(p +qp)
k-±oo 

- w(P +qp)w(pq) - w( q)w(qp) 

= w(p)w( q) . 

A similar argument can be used to show that 

o 
We now consider the case of the previous section M = 7rw (UN MN)" when the 

dynamical system (M, 0,w) is an entropic dynamical system and therefore weakly 

asymptotically Abelian. In order to prove that (M,0 ,w) is also strongly clustering, 

the first step is proving that the correlation functions of the set {p~, j} of projections 

of M factorize strongly (we already know that they do so weakly). 

Lemma 8 Let (M, 0 , w) be an entropic [(-system in the class defined by (49) and (50). 

The projections of M considered in Lemma ,5, {a1 = p! 'a2 = P;, a3 = j} are such 

that: 

st - k~!roo 	[ai,0 k (aj)] =0 i,j = 1,2,3. 
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Proof: Given the Abelian algebra spanned by the ai'S, use Proposition 2 and the 

operators in(:Pi) E M that satisfy (47) (for n large enough), namely: 

(59) 

Because of Lemma 2 and of woE> =w, we also have: 

(60) 

The operators in(:PiUk(pj)), i,j =1,2,3, are positive and such that 

3 3 

in(pd =L in(PiUk(Pj» , in(Uk(Pj)) =L in(Pi 171c (pj) (61) 
j=l i=1 

Lin(Pi) = 2:in(UkPj)) = i1 Vn E IN, 'ik E 71. . (62) 
i 

(63) 

£1 2-+0 
where 66 ( f}, (2) ~ O. 

We choose k large enough in order to use the result of Corollary 1. Then, we 

observe that 

(65) 

By using (10), (45), (59), (62) , (63), (64) and by repeatedly applying the Cauchy­

Schwartz inequality and the orthogonality of the projections iii EM , Pi E 8, it 

follows: 

(59) 
w(ai0k(aj)ai0 k(iij)) - w(ai)w(dj)1 ~I 

IW(in(Pi)0k(aj)iiiSk(iij» - w(iidw(iij)I+64 (ft,£2) 


(64) 
\ Lw(x~,k0k(aj)aiE>k(iij») - w(ai)w(iij)1 + 04(f}'£2) ~ 

I , 

(63)Iw(x?;kiii 0 k(aj») - w(ai)w(aj)1 + b4(f}, (2) + b6(£}, (2) ~ 

(64) 
Iw(x~k0k(dj)) - w(ai)w(dj}\+ 64(£1,f2) + 266(f}'£2) < 

(45),(65)

Iw() <x?;k -W(iii}w(aj) + 04(£},f2) + 366 (£},l2)I 
\Jl(Piuk(pj» - Jl(Pi)J.t(Pj) I+3b4(f},l2) +366(£1,l2). 
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The last quantity is smaller than 62(£1, £'2) +364( t}, (2) +366 ( t}, (2), because of Corol­

lary 1. Thus, the result comes from letting £1,2 ~ 0, together with k ~ +00. Finally, 

we notke that the correlatIon functions factorize for k ~ -00 as w is e.-invariant. In 

fact: 

In order to arrive at the estimates (63) and (64), we notice that (61) above establishes 

an order relation among the positive linear functionals (not normalized states on M) 

wij(m) = 	w( r!j2( x;jk)m) 

~n ( ~ )Wi(m) = 	W(T!j2(xi)m) , x i = In Pi 


W(Tj'2(x?,k)m) , An,k (k(A»
wf(m) Xi = 	In (J Pi . 

Namely, Wij $ Wj, respectively Wij $ wf. We can thus apply the noncommutative 

Radon-Nykodim theorem ([14, Par. 1.10]) which ensures us that there exist positive 

ii) and it in M such that: 

(66) 

We prove that for all 1n E M 

Iw(x7;kT~i/2(m» - w(aix~~/aiT~i/2(m))1 =:; 6(£1, (2), 

where h(£}, £'2) vanishes with (1,2 ~ 0, the other case following along the same lines. 

Let Jw , J; = i, Jwl!l >= 10 > , be the modular conjugation on the GNS Hilbert 

space 1lw for w: M' = JwM Jw. Then, 

JwmJw E M' , T~i/2(n)ln >= JwnJwl!l > , m, n =n* EM . 

By using (66) and t he modular relations w(ml'm2) =w(m2T;i(ml»' we can write: 

W (rj 2(x7;k)Tj2( ai)mr~i/2(G.i») = 	W (Tj2(xi)iiiT!j2( ai)mT;;i/2( o'i)iij) 

W(T~(iij )iijJwxi Jwr!j2(ai)inJw(ziJw) 

W(T~/2(aixiai)iniijT~i (ii)) . 

Because of (59), we can find a suitable 6(f}, ( 2) q~O 0 and estimate 

The conclusion follows from (66) and the equality 
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6 

o 

As for Theorem 1, strong asymptotic Abelianness can be extended from the par­

ticular class of projections V; ,j to all matrix units in M and thus to the entire set of 

its projections. 

Theorem 2 If the dynamical system (M, 0, w) in the class defined by (49) and (50) 

is an entropic K-system, then it is strongly clustering. 

Proof: see the appendix. 

Generalization to Quasifree States 

The von Neumann algebra M of the previous sections arises as a useful mathematical 

tool when dealing with a system of infinitely many fermions in a state w. Let 0,(/), 
a*(f) be the creation and annihilation operators of a fermion in the state II > of the 

one-particle (separable) Hilbert space 1i. Choose an orthonormal basis {Ihj >}~l of 

'It and construct the operators: 

e~~) = a*(hk)a(hk) 

e~~) a(hk)a*Chk) 

~(k)e12 = 
k-1

II [n-2a"'Chj)aChj)]a*(hk) 
i=:1 

k-1

II [n ­ 2a*(h j )a(hj )]a(hk) ' 
j::::1 

Because a*(hi)a.(hj) +a(hj}a*(hi ) =Oij, the e~7) constitute a system of matrix units 

(see for instance [8]) generating a two dimensional matrix algebra M(k) isomorphic to 

M2(C), As for different k and 1the corresponding algebras M(l) and M(k) commute, the 

algebra AF,n(1t) generated by the a~(hk), k =1, .. . , n is isomorphic to ®k=1 (M 2(C»k. 
We call AF,oo the algebra of polynomials of whatever degree in ab(hk) and consider the 

von Neumann algebra AF = 7rw {Aoo)" that arises from the strong closure of AF,OQ in 

the GNS representation based on a faithful state w. Be it the quasifree state defined 

by the two-point functions 

w(fL*(/)a(g) = (g ,~ f). (67) 
n+eh 

Then, it is invariant under the group of quasifree automorphisms r! of Aoo given by 

T!(ab(f» = a~(eith f). 

Moreover, T~(a*(f) = a"'(e-hf), hence Tw , when implemented on the GNS Hilbert 

space 1iw , coincides with the (unique) modular automorphism of w: 
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where ~w is the modular operator of w on 'H.w (see [15] for an analogous treatment). 

If we now assume that the one-particle Hamiltonian h has a purely point spectrum 

with eigenvectors Ihj >, then we are exactly in the case discussed in section 4 and 5.1. 

Therefore, if AF is equipped with an automorphism 0 that commutes with Tw and such 

that (AF, 0, w) is an entropic K-system, then t he quasifree Fermi system is st rongly 

clustering. 

In classical K-systems a memory-loss mechanism manifests itself in t hat theav­

erage information provided by repeated experiments gets lost if the interval between 

them lasts long enough. To the effectiveness of such a mechanism there correspond 

clustering properties, a sign that events t end to become independent , which are t he 

strongest in a hierarchy of possibilities (see [6]) . T he same characterization carried over 

to quantum dynamical systems and the previous results imply that a Fermi system in 

a quasifree state w whose modular operator ~w has pure point spectrum is strongly 

clustering whenever its evolution makes it an entropic K-system. Hence, it is strongly 

asymptotically Abelia.n, which in quantum mechanics well expresses the increasing 

independence of time-separated physical occurrences. 

The restriction on the spectrum of ~w is rather severe, for in statistical mechanics 

one is usually confronted with absolutely continuous spectrum as is the case when t he 

quasifree state reads: 

w(o'*(/)o'(g)) = iR
3 

dp g*(p )f(p) 1 + ~h(P) , 

(hf)(p) = h(p)/(p) in momentum space representation. 

None the less, the quasifree case can be handled in full generality by means of the 

previous results. 

Let h =J h dH h. be the spectral resolution of the one-particle Hamiltonjan, sub­

divide its continuous spectrum into a sequence of disjoint intervals [hj - b, hj + b) in 
.. rh -+6 " 

such a way that the sequence of orthogonal projections Hj,6 = Jh/-S dHh fulfills: 

(68) 
j 

(69) 

If we now choose orthonormal bases {Ihj,k >} in each one of the orthogonal subspaces 

Hj61i, we can construct AF as done before by considering the matrix units et~k asso­

ciated with the creation and annihilation operators (ib(hj,k) ' 

T he main difference js ~ha , unlike the previous case, the two dimensional algebra 

Mj,k spanned by the et'SIc 's is not invariant under the modular automorphism Tw , so 

that a conditional expectation E : AF --+ Mj,k t hat preserves the state w as that used 
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in Proposition 2 cannot exist because of Takesaki's theorem. What we can do is to 

consider the restriction wj,lc of the state w to the subalgebra Mi,k and construct the 

adjoint it : AF ~ Mj,k of the embedding i : Mi,k ~ AF according to (41): 

(70) 

The adjoint map it respects the state, but does not fulfil 

(71) 

Such a property is satisfied by the conditional expectation of Proposition 2 an4 was 

used to arrive at an asymptotic behaviour like in {48}. 
Takesaki's result states that it would be a conditional expectation fulfilling (71) 

and w 0 it = w if and only if T~(Mj,k) ~ Mj,k for all t E lR, equivalently, if and only 

if the restriction TwiMJ,k coindded with TwJ,k. If we had Mi,A: nearly invariant under 

Tw, we expect it would nearly behave as a conditional expectation (see [2], Lemma 

VIII.IO). We observe, indeed, that the requests in (69) amount to the fact that the 

norms IIT~(e{':)-e{':II, Ilr~(e~·~)-e{':1I ,IIT!(e{~)-eithje{';1I and IIT!(e~':)-e-ithJ~ikll 
tend to zero when 8 -+ O. Consequently, the action of Tw on Mj,k does not differ too 

much from that of the modular automorphism TwJ,k of the state wille . As we are in 

finite dimension we can find a suitable function 1]} (6) that tends to zero with 6 ~ 0 

and estimate: 

IIT~/2 0 T~/.~\X) - xii ~ 1](6), IIT;i/2 0 T~~k(X) - xII :5 1](8), (72) 

for all x E Mj,k . 

Lemma 9 Let M be a von Neumann algebra with a faithful state w. Let iit, n2 and 

it belong to a finite dimensional subalgebra N ~ M and v denote the restriction of w 

to N. Let the estimates (72) hold. Then, for all in EM, there can be found a $uitable 

function 111 C6) that depends only on 6 and on the dimension of N and tends to zero 

when 8 -+ 0, such that: lIit(nlm:n2) - ihit(m)n211 :5 1]1(6). 

Proof: By means of the KMS condition and of the fact that vCn) = wen) when 

it E N, for all in E M we derive: 

v (n1 it(m)n2T;i/2( n») = v (it(m)r;i/2 (r~/2(n2)itT;i/2(itt})) 
= w(Tj2(m)r~/2(n2)nr;i/2(nt)) 
= w(r:J2(r:J2 0 r;if1.(n})mr;i/2 0 r~/2(n2))n) 

= v(it(rj2 0 r;i/2(n})mr;i/2 0 T;f2(1i2))r;i/2(ii)) . 

Therefore IV(it(n1mn2) - nlit(m)n2)r;i/2(n)) Iequals 
: " 
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Iv(it(nlmn2 - r!j2 0 r;i/2(ndmr!j2 0 r;i/2(ft2»)r;i/2(n»)I. 

The set r;i/2(n) is dense in N when we vary n in N, thus, using the inequalities (72) 

and taking the supremum of the last expression over all n E N with Ilnli = 1, we can 

construct the required function T}l (6) and estimate 

o 
Next, we consider the Abelian algebra At~k ~ Mi,k generated by the minimal 

projections 

2 

tl3 = it - ej,k - ej,k


rr ~" , 

we assume (AF, 0, w) to be an entropic K-system and study the expectation values 

in the limit of large n, the meaning of the operators T'n(pd and Xi being explained in 

Section 4. We estimate them by means of it : AF ~ Mi,k. Thus: 

W(T'n(Pi) - xd*(l'n(Pi) - Xi)) = 

W(T'n(Pi?) +w(xf) - w(it 0 r!j2(l'n(Pi)Xi») - w(it 0 r~(2(xnn(Pi») ~ 

IW('Yn(Pi)2) - w(it 0 r!j2(T'n(Pi»r!j2(xi») 1+ 
Iw(x~) - w(ry2(xi)it 0 rj2('Yn (Pi») \+ 
Ilit 0 r!j2('Yn(Pi)Xi) - it 0 rj2('Yn(Pi»rj'2(Xi) !I + 
lIit 0 r!j2(Xi'Yn(Pi» - r!j2(xi)it 0 r!j2('Yn(P;)II. 

The expectation values tend to zero by letting n ~ +00 (more precisely fl,2 ~ 0) and 

6 ~ O. This is so because of Lemma 9, (72) and of the asymptotic behaviour 

n-+oo 
Ilit(r!j2(l'n(Pi»)) - rj2(ai)11 ~ 0 

which follows from 

IW(i t (rj2('YnCPi)))aj) -w(it(rj2(xdaj)15 
\w(r!j2(T'n(Pi»aj) - w(rj2(xi )aj)1 + 
Ili t (rj2(,n(Pi»tl i ) - it (r!j2('Yn(Pi»)ajll + Ilit(rj2(xi)aj) - r!j2(xi)ajll 

and from the finite dimensionality of At: as in (48) of Proposition 2. 
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7 Appendix 

Proof of Theorem 2. 

We show that, for all i,j and T,8, st - limk_±oo (eii,ek(era)] = 0 , by using that , 

for all i,j and 4> E (0,21\'") , 

st - k~Too [i - i ± e-;;e;j ± e;<Pej; , ek (1 - i ± e-;<Pe;j ± e;.pej;) I = 0, 

where j = ej +ej, ei = eijeji and ej = ejjeij . 
We must distinguish among five different possible cases: 

1. [eij, ek(fij)] 

2. [eij, ek(eji)] 

3. [e ii ' ek(ejj)} 

4. [eij, ek(ers )] if:. T,S j j f:. T,S 

5. [eij , ek(t\',)] jf:.s. 

Case 1. 

We can represent eij as (° 001). 
From the previous lemma we deduce that [O'x, ek(O'x)] and [O'y, E)k(O'y)] tend 

strongly to zero for k -t ±oo. In fact, 

The result follows if we show that [o-x ek ( O'y)] does the same. This is, indeed, the 

b ~+ + A+ - J2 - IIIA . 1n2 ,,+ d li [,,+ E)k( ,,+ )] - ° case ecause Po p7r / 2 - viii + V ~P7r/4 , an st - mk_±oo P'7r/4' P'7r/4­

implies 

li [ A+ A+ ek ( ,A+ "+)] 0st - m Po + P'7r/2' - Po + P /2 = k-±oo 7r 

[ A+ Ok( ,,+ )] .. ~ ° st - lim Po' \7 P /2 - .
k-±oo '7r 

Case 2. 

Same as in the previous case. 

Case 3. 

Because of the properties (52) of a system of matrix units we can write 

Thus, the previous two cases show that 
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Case 4. 

Construct the projections 

~± n- j ± e- i8 eij ± eiUeji 
p = 

2 
A± iI - 9 ± e-itPers ± eit/>eIJr 
q = 

2 

As i 1: T, sand j 1: r, s, they commute and the algebra At.~- generated by {p+, q-, ill 
is Abelian and plays, with respect to the state w on M t he same role as Au in Lemma 5. 

Thus, we can apply the same lemma to deduce that pt and iii contribute to the unique 

decomposition of w such that Hw(At,;) is attained. T he argument of Lemma 8 applies. 

Thus: 

This is true for all cou pIes p± , ij± and all I), ¢ E [0, 7r ), so that 

st - lim [eii' ek(ers )] = 0 
k_±oo 

follows by exploiting the freedom in the parameters as done in t he proof of Case 1. 

Case 5. 

We can work within the framew(or~olof ~ X °03 h)Y representing t he restricted state 

W\M., as (compare Lemma 5)p =. P2 and t he set of matrix unit s eij, 

o 0 P3 
i, j = 1,2,3, accordingly. 

We consider the commutator [e 12 ' ek(e13)] and define 

o 
o 

). 
As in Theorem 1, the result follows by variation of the parameters, if 

(73) 

for all 0', 'I E [0, 27r), where iif3 (and similar notat ions) is short for 0 k acting on q13(a) 
In fact, 

The result in (73) comes from the following strong-operator limit 

(74) 
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for all (3,6 E [0, 21r) where q({3, b) = (~ ~ e~:~P) ) . 
e,{3 e- i (c5-{3) 0 

We shall derive it after examining its consequences. Analogously to what already 

seen above, it turns out that 

[tIl '2 ( I) , qta(a)] = ~ [q12 (I), qle (a, I)] - ~ [tI12 (1 + 1r) , qk (0',1 + 1r)] . 

These linear combinations tend to zero in the strong-operator limits, whence 

st - k~~OO {[tl12(1), qfa(a)] + [ci13(O'), 4f2(i)]} =o. 

Upon using: 1.) the first two cases discussed in this theorem, 2.) that q12(1) and q13(0) 
strongly commute with qf2( I), respectively qfa(o) and 3.) that weak clustering holds 

because of Theorem 1, we finally arrive at 

namely at strong clustering. 

In order to have (74) hold, we consider the projections 

p±(6)=~ (±~i6 ±e1-

i6 

~) " e3= (~ ~ ~) 
o 0 0 0 0 1 

and the Abelian algebra A they generate. Then, we transform A into a new Abelian 

algebra A(. by means of an infinitesimal rotation ~ ~ it + iffL. 

From Lemma 1 and Lemma 5 we know that Hw(A) is attained at the decomposition 

ofw that uses p±(b) and e3. By continuity arguments (see for instance [2, 12]), in the 

limit of f ~ 0, the optiInal decomposition for Hw(Af) will be given by a triple of 

minimal projections p±(f) , f3(f) with the following expansion up to order f: 

P±(f) ~ p±(o) + fq± , f3(f) ~ fa + £113 

±v 0 
( ±q u± ) q3 )

q± = ±v· =Fq u±;i6 , 0 q3~i6 ,q3 =( ~ 
u· u±e-ic5 qae- i5qj± 

together with the constraints qreal , Re {veic5 } =0, u+ + u_ = -Q3' 

From Lemma 8 it follows st -limk_±oo [P±(€), E)k(p±(f»] = 0, and this property 

must hold at all orders fk, hence 

Because of the first cases discussed above, after writing u± = lu ± le-i,B± and 

absorbing the modulus in the infinitesimal angle €, we can concentrate on the operators 
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0 e- i /3+ 

ei (6-/3+)q(f3+, 6) = 0 

0 
),

( e-i(S-~+ )ei~+ 
where /3±. depends on the state p, on 6, on t he rotation V and is determined byf 

the request that the corresponding decom.position be optimal for Hw(Af) in the limit 

f -+ O. 

We need only to prove that, say, /3+ t akes every value in [0,211") since , then, a free 

variation of t he parameters is possible and the proof is completed. In order to ensure 

that this is indeed the case we recall Lemma 5 and use the unitary operator 

to rotate the algebra At: ---j. UA(U- I while leaving the state w unaltered. The rotated 

projections Up±(f)U-1 , Up3(f)U-1 are optimal for Hw(UA(U-1 ) in the limit f -+ 0 

and Up±(6)U-1 = p±(6) ,whereas 

±q ±v u±ei
(4) - 1JI)) 


Uq±U- I = ±v· =Fq u±ei(So+4>"- 1/J ) ,

( u±e-i(4)-1/J) u±e-i(6+4>-1/J) 

whence any value (3+ E [0, 27l') is available by varying 4> - 1/J in the same interval. 
o 
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