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In magnetism, a Lifshitz point (of first order) is defined as the meeting point of the tran­
si tions between a paramagnetic, a ferromagnetic and an ordered incommensurate phase 
[lJ. Lifshj tz points have been observed experimentally, a familiar example being MnP 
[2J. T hey can be realized in lattice models by considering anisotropic competing inter­
actions extending beyond the conventional nearest-neighbour interactions. Models of 
this kind have been investigated extensively, see [3J for a recent review. A well-studied 
example is provided by the ANNNI model [4] . While the ANNNI model only contains 
next -to-nearest neighbour interactions, the extension to more general interaction types 
with Hamiltonian 7-( = L:a 7-(( ii) where 

d m n )

7-((ii) = -J 
( 
:; sasa+ej +:;~ K,nSaSa+(i+l)eJ (1.1 ) 

has been studied at length as well. Here Sa are the spin variables at site ii of a 
hypercubic lattice of dimension d, m is the number of directions in which the competing 
interactions are taken, n is the number of interacting neighbours in these directions 
and K,i parametrize the competing interaction terms . We take J to be positive. 

The definition of Lifshitz points [5, 6] is quite analogous to the definition of multi­
critical points. The phase diagramm of the model eq. (1.1) can be quite complex and 
contains both ordered ferromagnetic and helicoidal phases . A Lifshitz point of first 
arises when these two ordered phases meet with the disordered one [lJ. If several of 
the K,i are non-vanishing, the phase diagram may contain a line of Lifshitz points of 
first order. This line terminates in a Lifshitz point of second order. Lifshitz points of 
higher order can be defined analogously. 

The anisotropies introduced in the lattice model eq. (1.1) may survive in the ther­
modynamic limit. The critical behaviour of the correlation functions in a system being 
exactly at the Lifshitz point becomes dependent on the space direction . The correla­
tion function CUil, r.d depends on whether correlations are studied along those d - m 
directions with only nearest neighbour interactions (referred as to 1..) or those m di­
rections where competing interactions are present (referred to as II). At criticality, one 
has [lJ: 

-(d-d_+'7.dC(O,r.d Tl. 

_(d-:_ +'711)
C(rjl ' O) Til (1.2) 

where L is the lower criti cal dimension and () is defined below . This defines the 
di rection-dependent exponents 1]11,.1 which for Lifshitz points of first order are also 
referred to as 1]l4,l2, respectivel y, in the literature. Similarly, two types of correlation 
length ~II ' ~ l. are defined and are direction-dependent as well: 

~II "" (T - Tc;-"II, ~l. "" (T - Tc;-vJ. (1.3) 

while the critical exponents 0', (3, I can be defined as usual from the specific heat, the 
order parameter and the susceptibility. The scaling relation among the exponents for 



isotropic systems are replaced by anisotropic scaling relations [1 J 

2- a mill! + (d - m)v-1 

I (2 - 7h)V-1 = (~ -1]II) VII (1.4) 

where 
B= ~ (1.5) 

V-1 

is the anisotropy exponent . Equations (1.4) replace the conventional scaling relations 
involving II and 1] . Consequentl y, there are three independent cri t ical exponents which 

describe the leaeling bulk cri tical behaviour. 
The strong anisotropy of a system being at the Lifshit z poi nt leads, vi a standard 

renormalization group arguments [1], to the following well-known scaling of the corre­

lation function 
C().TiI' >.1/8i -1) = >. - (d - 8d- +7J lI lC (Til, r.d· (1.6) 

This is equivalent to the scali ng form: 

C(Ti l,T-1) '" r~(d- d_+7J.Ll <1> (;~ ) (1. 7) 

which defines t he scaling function <1>( x) where 

x = 2Jl. (1.8) 
r6-1 

is the scaling variable. Note t hat any attempt to calculate <1> from a lattice m odel 
requires that the scaling limit rl l -t 00 , r -1 -t 00 such that x is kept fixed has to be 

taken. 
In t hi s paper, we consider Lifshitz points of arbitrary order in the spherical model 

with a.delitional competing interactions in m directions . In the literature , this system 
is known a.s t he ANNNS model [3, 5] or the R-S model [7J. Throughout this paper, we 
restri ct attention to anisotropic Lifshitz points, that is we only consider the situati on 
where 1 ::; m ::; d - 1. Although this model is of no direct experiment al relevance , 
it m ay provide useful insight since all physical quantities of interest can be evaluated 
exact ly. In this respect , t he spherical model has been quite a useful tool in p roviding 
explicit checks on general concep ts in critical phenomena, see [8 ,9, 10, 11, 12, 13, 14]. 
The criti cal exponent s of t he AN NNS m odel are for dimensions between the lower 
critical di mension d_ and the upper crit ical dimension 

d+ = L +2 = 4 +m - miL (1.9) 

given by [5J 
I I 

1]11 = 1]-1 = 0 VII = 2L Vi - 2" (1.10) 

2L 
I (d-2-m)L+m 

m + L(d - 4 - m) 
a (1.11) 

m + L(d - 2 - m) 
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fo r a Lifshitz point of order L - 1. Here we obtain the exact scaling function <1> (x) in 
eq. ( 1. 7) for anisotropic Lifshit z point s of ar bitrary order . 

F inding t he exact scaling function of a system with a strongly anisotropic scaling, 
see eq (1.6), is of interest by i tself. In particular, we shall find regions of values of the 
scaling variable x , where the long- range correlations become antiferrom agnetic . How­
ever, our main motivation for undert aking this work is as follows. Given the fact that 
local scale invariance has lead to an enormous increase of understanding t he critical 
behaviour of static, isot ropic syst ems using conformal invariance, at least in two eli ­
mensions (see e.g. [15]) , one may wonder whether at least some of these ideas might be 
useful in more general sit uations. In fact , Cardy [16J had proposed to use conformal in­
variance in the context of critical dynamics, starting from the hypothesis of dynamical 

C 2zscaling of t he time-dep endent correlat ion function (cj>(r, t )cj>(O, t)) = / 
z ifJ(r2 It). He 

considered t ime-dependent systems in two space dimensions where the stat ic system 
by itself is conformal invariant , this is, at the cri t ical point. Using conformal transfor­
mations, t he problem is mapped from the two- di mensional infinite plane t o a strip of 
finite width and i t is argued, since the st r ip is fini t e that it were permissible to use van 
Hove theory. For a purely relax ational dynam ics wit hout any macroscopic conservat ion 
law , this leads to [16J 

<I> (y) = e-I-'Y (1.12) 

where J1. is a non-universal const ant. Note that this result is apparently independent 
of the dynamical exponent z . 

On the ot her hand , for z = 2 but for an arbitrary nu mber of space dimensions , 
the global scale invariance eq. (1. 6) can be generali zed to a local one [17J. T hen t he 
coorelinate transformations to b e considered are those given by the Schrodinger group. 
T hen for example the two-point time-delayed correlat ion function (cj>( r, t)cj>(O, 0)) = 
r Z,:/z4>(r2 I t) is fixed completely where <1> (y) is in turn given by eq. (1. 12) [17], bu t now 
without the restrict ion to two space dimensions and without having to appeal to van 
Hove t heory. We st ress that z = 2 does not need imply that t he system is described 
by van Rove (mean field ) theory, the best-known example probably being the one­
dimensional I sing model wi t h Glauber dynamics [18]. The form of t he three-point 
correlat ion fun ctions was also found . 

We consider the spherical model a t a Lifshitz point of order L - 1 as a convenient 
t ool t o test t hese general ideas using t he following analogy. In crit ical dynamics, we 
have d space dimensions and one time direction, the rescaling of which is described by 
the dynamical exponent z . This situation can be mimicked by considering either the 
case of j ust m = 1 direction with additioned competing interactions which leads to the 
analogy z == B = t, or the case m = d - 1 which would be analogous t o z == ~ = L. As 
we sh all show, there exist exam ples confirming the hypot hesis of local scale invariance . 

T he paper is organized as foll ows. In section 2 we give the general procedure to 
calculate the correlat ion function . T he case of a Lifshitz point of fi rst order is descri bed 
in section 3, whi le Lifshitz points of higher order are treated in section 4. In section 
5 we compare the exact results obtained with the expectations from local scaling and 
conclude. 
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2 C orrelation functions 

The correlation function for the (mean) spherical model is defined as 

CN (~T) =< (TfPr>N - < (To >~ 	 (2.1) 

As is well known, see e.g. [8 ,9,10,14]' it is given in the thermodynamic limi t (N -t 00) 
by 

- kT j1t' j1t' cos (fi)
C(l;T)=-(-d ... d<pI ."d<pd _ _ _ (2 .2)

2~) -1t' J(O)( - J(<p)-1t' 

where j(~) is the Fourier transform of the exchange integral 

j(~) = L J(Z)exp (iff) (2 .3) 
r 

and ( is given by the spherical constraint. It can be shown that ( = 1 for T :::; Te. We 
are interested in the behaviour of eq. (2.2) at the critical point where ( = 1 and we 
restrict ourselves to this case throughout the paper. In fact, the case we are going to 
consider is technically the hardest one and all other situations of physical interest are 
easily obtainable from our results. 

For a m-axial Lifshitz point of order L - 1, j(~) is, see [5, 6] 

d m n )

j(~) = 2J 
( 

j;cos<Pj + ~El\;i cos((i + l)<pj) (2.4) 

which can be expanded 

d 

'" <p2 - CL '" <p2L + (2.5)j(~) = 2Jd + m (~ I\;i) 2 L.. ) L..) 
)=m+1 )=1 

Consider for a moment the case n = 2. A line of first-order Lifshitz points is obtained 
for "-2 = -(1 + 41\;J) /9 where 1\;1 > -2/5 is a free parameter and C2 = (2 + 5Kd/6> O. 
A second-order Lifshitz point is found if 1\;1 = -2/5 and 1\;2 = 1/ 15 with C3 = 1/30 . 
The phase diagram is known exactly [19] and we do not repeat this calculation here. 
Similar results could be obtained without much effort for n arbitrary and yield explici t 
expressions for CL. If the l\;i'S were chosen such that CL would become negative, the 
correlation function becomes modulated and the simple expansion around the assumed 
ground state given by ~ = 0 is no longer applicable. 

The evaluation of the correlation function closely follows techniques which go back 
a t least to the classic work [20] on random walks OIl the lattice. As shown in [20]' for 

In big enough the principal contribution to the integrals comes from I~I '" 0, and the 

leading singular behaviour of C(~ Tc) is contained in 

- kTc j1t' j1t' 	 cos(fi) . (2 .6)
CI (l; Tc) = 1(2 )d . . . d<pI .. d<pd" d 1.-,,2 + C "'?'- ", 2T.

2 ~ -1t' -1t' L..)=m+1 2 "P) L L..)=I "P) 
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It is here that the scaling limit mentioned in the introduction is taken . In thi s limit, 
it is enough to restrict attention to CI , since all other terms contributing to C can be 
made arbi trarily small [20]. In the sequel, we always suppress the distinction between 
C and C I . Using the identity 

a-I = 
)	 

'00 

e-a'l.l.d·u (2.7) 
o 

we can rewrite C(r Te) as 

- kT 
00 

C(l; Te) = -(.C)d 1 duF(u) 	 (2.8)
2J 2~ 0 

with 

F(u) ~ II L~ [( exp (ifjlj ~ cLf:Lu) dftg+, [I: exp (i¢;l; ~ ~f:u) d¢j1} 
(2.9) 

where R denotes the real part. An Abelian theorem for the Laplace transform [20J 

states that if F( u) is analytic, the behaviour of C(rTe) is determined by the behaviour 
of F(u) at u -t 00. For u » 1 we can therefore replace the range of integration (-~, ~) 
on the <Pj integrals by (-00,00). 

The correlation function now reads 

c(~T,) 2J~~: )d r du ( !Jl til [I: exp(i¢jlj cLf:-
L 
u) dfj1} 

2~) d-;'" (1 d 2) )
X ( -;;; exp - 2u j=~1 lj 	 (2.10) 

Expanding the cosine and integrating term by term we get 

00 	 2L 1 1 2L 00 (_l)k ~ ~ ( _ [2)_. _ ) kcrAj 	 I )100 e- cos(lj<pj)d<pj = LCLu) {; (2k)1 r (L + 2L (CLU)± (2.11)
U 

In the sequel we specialize to the choice 

7' 11 ll'#O , li = 0(i=2,,,,m), 
d 

T.l 
2 L lJ (2.12) 

j =m + 1 

and the correlation function becomes 

kT (l) Tn (1 )m-I (l)fr
C(r li ,T.l;Tc) = 2J(2~;¥ L r 2L q, 	 (2.13) 

x roo dU{UT(I - t)-~exp(_Ti ) ( f=( - l )~r(~ + ~) (~)k) }
io 	 2u k = O (2k). L 2L (CLU)L 
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The integral converges if 

d>2 + m -~=d (2.14) L ­

and the sum is absolu tely convergent. Exchanging the sum wit h the integral, we t hus 
obtain an exact expression for the correla tion fu nction 

kTeH.!!! (~)m r (~)m-l (~)ft (1'i) H~ ( I_t ) _~
G(rll, 1'.1 ; Te) 

21(211") 2 L 2L CL 2 

x f~r(~ +~)r(~ +d-L ) ((~) lIL ~) k 
k=O (2 k )! L 2L L 2 CL r~L 

(2.15) 

We remark that the series is absolutely convergent on the whole real axis and that the 
correlation function is of t he form 

- (d - d_) (( 2 )8/2I'll )C(1' II,1'.1 ;Tc ) "-' A(L ,m, d)r .1 <I> "4 1'~ ;L,m,d (2 .16) 

where A(L, m, d) is a constant and <I>(x; L, m , d) the desired scaling function. This is 
in agreement with the expected scaling form eq. (l.6) and serves as a useful check of 
our calculation . Furthermore , since the scaling form of the correlation functi on only 
depends through the constant CL on t he details of the lattice structure, we verify the 
universality of the scaling funct ion. 

While this already an exact and complete answer to our problem, it is useful to 
rewrite this result in a more handy form . This will be done in the nex t sections . T he 
general strategy is as follows. We use first the identity 

L - l (k 1 n)
(2k)! = k !( 211" tt 22k+ ~ Lk IIr L + 2L + L (2. 17) 

and the correlation function finally becomes 

C(r'II,1'.1;Te ) = B(L,m , d)1'~(d-d_)?. (L 
, 
d -

2
d_.

' 
2t 

.1 
1'

1-
0) (2.18) 

4Lct 1't 

where the constant B( L, m, d) is gi ven by 

1,m(1 )m-l (l)IT d-L 3 kTe _ r _ _ 2-.--"2
B(L,m,d) = _,_ . ,It,,, - L (L ) 2L CL (2.19) 

All properties of C( Til. r.1; Te) are contained wit hin the series 

00 (_I)k r(i+a) x lc (2 .20) 
?.( L, a; x) = E -k! I1~~i r (i + ft + z) 

6 

which we proceed to study in the following. It is sufficien t to consider only those cases 
where 0 < a ~ 1, si nce t he other cases can be found from the recursion 

3( L, a +1; x ) = a3( L , a; x) +±x :x 3( L, a; x ) (2.21 ) 

In the sequel , we shall use the abbrevi ation 

d m d - d_
a=----l= - - (2.22)

2 4 

For a = 0, the model is at the lower critical di mension d_ , while for a = 1, it is at the 
upper cri tical dimension d+. For the convenience of the reader , we give in table 1 t he 
values of a if both d and m are integers for the cases L = 2 and L = 3. 

L= 2 m 

d 1 2 3 4 5 6 
3 
4 
5 
6 
7 

1/4 
3/4 
5/4 
7/4 
9/4 

-

0 

1/2 
1 

3/2 
_2_ 

1/ 4 
3/4 
5/ 4 
!/ ~ 

1/2 
1 

~/2 
3/4 
5/4 1 

L = 3 m 

d 1 2 3 4 5 6 7 8 
3 1/6 
4 2/3 1/3 0 

5 7/ 6 5/6 1/ 2 1/ 6 
6 5/ 3 4/ 3 1 2/3 1/ 3 
7 13 /6 11 /6 3/2 7/6 5/ 6 1/ 2 
8 8/3 7/ 3 2 5/3 4/ 3 1 2/ 3 
9 19/6 17/6 5/2 13/6 11 / 6 3/2 7/6 5/ 61 

Table 1: Some values of the parameter a ~ (d - L) for L 2 and L 3 as a 
function of d and m ~ d - 1. 

If d and m are integers, 3( L, a; x) can be reexpressed in terms of well-known tran­
scendental functions . We shall derive these express ions for L = 2 and L = 3 below. In 
particular, we shall be interested in deri ving the behaviour of the correlation function 
for large values of the scaling vari able x an d we shall obtain expli ci t expressions fo r 
any L . 
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3 Lifshitz points of first order 

We first study the case of a conventional Lifshitz point, also referred to as a Lifshitz 
p oint of first order [5] . This corresponds in the above equations to have L = 2. As we 
h ave seen above, the correlation function becomes 

. _ -(d-d_l (d - d_ hfr,, )C(rll ' r 1., Tc) - B(2, m, d)r 1. 'l1 --, -- (3 .1 ) 
2 32c2 r 1. 

where 'l1(a,x) is defined by the series 

~ 00 (_1)k r (~ + a) k 
'l1(a ,x )=.::.(2,a;x)=2: kl (k 3) X (3 .2) 

k=O . r 2" + 4 

and a is defined in eq. (2.22) . Because d and m are integers, we have a = n/4 where n 
is a positive integer. It is sufficient to distinguish between the four cases n = 1,2,3,4, 
which we shall examine below. Indeed, the other cases can be easily found from the 
recursion relation eq . (2.21). In figure 1, we display the normalized scaling functions 
'l1(a, x)/'l1(a, 0) for the cases we now proceed to study. 

3.1 a="41 

For this case we separate our absolutely convergent series 'l1(a, x) in two series for the 
odd and even terms and use eq. (2.17) (with L = 1) 

001) 00 x 2k r(k+i) x2k r(k+~)
'l1 ( - x = 2: - x L -:--:--...,..,. -....;-------7 

4' k=o(2k)!r(k+~) k=o(2k+1)!r(k+~) 

v:rr [f ~ r (k + i) (.:)2k 
k=O k! r (k + ~) r (k + ~) 2 

_~ f ~ r (k +~) (~)2k] (3.3) 
2 k=o k! r ( k + ~) r ( k + ~) 2 

Then we use the identity eq . (10 .37.7) from [21] 

~ r(k+a) 2k C 1-2012 () 
~ x = y7rX 1 x (3.4)
k=ok!r(k+2a)r(k+a+O 0-2" 

and find 

1 ) 00 (_1)1c r (~ + i) k [ (X) (X)] ( X) 21 (3.5)'l1 ( 4'x =E k! r(~+nx =X L~ "2 +Ii "2 Ki "2 

where Iv and Kv are modified Bessel functions . This gives t he exact correlation func­
tion. Using t he known asymptotic form of the Bessel fun ctions [22], the asym ptotic 
behaviour is , as x -t (Xl 

'l' (~ , x) = f (- ~)k r (! + :) xk ~ ~ {1 + 0(~)} (3.6) 
4 k=O k. r ("2 + 4)..fi x 

8 

3 .2 a="21 

We again split the expression for 'l1(a, x } as before and get 

1 [ 00 1 (X) 2k 
'l1( "2 'x) v:rr Ek!r (k+V "2 

x 00 1 (X) 2k] (3.7)-"2Er(k+~)r(k+n "2 

Then we recall the identities eqs . (10.7.11) and (10 .7.18) from [21] 

'"' 1 2k l-aI (2)
~ Ir(k )x = X a-I Xk=ok . +a 

f 1 X2k x%-aL _d 2x) (3 .8)a 
2

k=1 r (k +~) r(k +a) 

where Lv( x) is a modified Struve function. The asymptotic behaviour of this is given 
in eq. (12.2.6) of [22] for x -t 00 and we finally obtain 

'l1 (~, x) v:rr (~) ~ [Li(x) - L_~(x)] 
2 1{ (1)}-- 1+0 - (3.9)

2r 0) x x 

3.3 a="43 

For this particular case the series reduces to an exponential 

= (3.10)WG,x) e- X 

3.4 a = 1 

In this case the model is at its u.pper critical dimension. The calculation proceeds along 
the same lines as above and wi th the same relations as for the case a = i we find 

1 
'l'(I,x) [L1(X)-Il(X)J)0i (;,,:W + m

(3. 11)~ -2r (n ~i{1+0(~)} 
where the analy tic continuation r( -1/4) = - 4r(3/4) was used. We note that in this 
case the correlations show a predominantly antiferromagnetic behaviour . In particular, 
since '\lI (1,O) > 0, this implies that there exists some Xo such that il' (1,xo) = 0, that is, 
the u.niversal part of the correlation functi on vanishes . A numerical calculation yields 
Xo ~ 2.80187 ... and from figure 1, it can be seen that this is the on ly zero of 'l1(1, x) 
for x posit ive. 

9 



4 Lifshitz points of arbitrary order 

Going beyond the simplest case L = 2, we could attemp t to repeat the approach of 
the last section. In fact, we may wri te for any L the scaling fun ct ion in terms of the 
generalized hypergeometric function pFq. For L = 3, this leads to 

~ r(a) ( 1 1 2 5 X
3

)
.::.(3, a; x) = V7iT(5/ 6) IF4 a; 3'2'3' 6 ;-27 (4.1) 

3 3r (a + k) ( 1 2 5 7 4 X ) 2 r ( a+ n ( 2 7 4 3 5 X )F- 3x I 4 a + 3; 3' 6' 6' 3; - 27 + 6x J 7iT(1 /6) I F4 a + 3; 6' 3' 2' 3; - 27 

A much simpler form can be obtained for the two special cases 

1 ) (x)k 1/600:=: ( 3, - ; x = 2: - k 5 = (38887r 3
) Ai (_ V'12xl /2) Ai (V12xl/2) ( 4.2 ) 

2 k=okl r (:3+6) 

and 

~ ( 5 ) (-x )k00 

.::. 3, - ;x = 2: (k I) (4 .3) 
6 k=O k!r :3 + "2 

= -7r3f2 [Ai (_V'i2xl/2) Ai' (VIi2Xl/2) + Ai' (_ VIi2Xl/2) Ai (V'12xl/2) ] 

where Ai( x) is the Airy function and t he prime denotes the derivative. For the proof 
of these see appendix B. We shall see below that these two cases are rather distinctive 
in their asymptotic behaviour for large values of x . We display the scaling functions 
for L = 3 in figure 2. As we have already noted for the case L = 2 above, we m ay 
have ei ther long-range ferromagnetic or an tiferromagnetic behaviour . In distinction to 
the examples seen so far, in these two cases it is known from t he properties of Ai(x) 
that there are infinitely many zeroes of the scaling fun ctions in the cases a = 1/2 and 
a = 5/ 6. 

While these examples use some peculiarities for a given value of L or a, we now 
examine t he asymptot ic behaviour as x --1 00. This follows from a general theorem 
due to Wright [23J on t he asymptotic behaviour of an extension of th e generalized 
hypergeometric function. We summarize those of his results relevant for us in appendix 
A . As it has been shown for the Lifshitz point of first order in the previous section , the 
form of t he asymptotic behaviour of :::'( L, a; x) depends quite sensitively on the value 
of a . 

4. 1 Algebr aic asymptotic behaviour 

We firs t consider the case of generic values of 0 < a S; 1. T hen fr om theorem 1 of 
appendix A [23J, we see that the asymptotic behaviour of the function 2(L, a; x) is 
given by t.he poles of the coefficients of its series expansion eq. (2.20) . For generic 
values of a , the r -function in the numerator will not. cancel wit h one of t hose in the 

10 

denominator. Working out t he resi dues at. those p oints where r (k/L + a) has a pole, 
we find t he asymptot ic beh aviour of S(L, a; x) fo r x -7 00 to be algebraic and given by 

3 (L ~. ) ~ - L(I+ d-2d_)rv 
, ') , x - 6 P[X ( 4.4) 

~ 12. 0 

wi th 
(_1)1 Lr(L(I+~)) 

(4.5) PI = r (l + l) n L - I r (-1 - d-d_ +!! +..!.. ) 
n=l 2 L 2L 

The reader may compare this general form with the specific results for L = 2 found in 
section 3. 

Since the leading term is gi ven by I = 0, let us consider Po. We first note that there 
will be a cancellation of factors in eq . (2.20) if 

2n + 1 n = 1, ... , L - 1 ( 4.6)a = an := 2L 

and we take the convention that ao := O. In fact , if a = an, we have to reconsider the 
asymptot ic behaviour and we shall do so below. However , we note that Po changes 
sign if we pass from a < an to a > an for some n = 1, ... L - 1. We therefore see that 

Po > 0 if an < a < an+l with n even 


Po < 0 , if an < a < an+l with n odd (4.7) 


From table 1, it is now easy to see for which val ues of d and m the leading long-range 
behaviour of t he spin-spin correla tion fu nction will be ferromagnetic or antiferromag­
neti c, respectively. In fact , i t is quite surprising to see t hat already at the Lifshitz point 
the anisotropies of the mo del can become so strong that the ferromagnetic behaviour 
may be changed into an effect ive anti fe rromagnetic behaviour. In those cases, where 
t he system is antiferromagnetic for large values of x, it fo llows that the universal scaling 
function vanishes for some finite Xo, since 3(L ,a;O) > O. If x = Xo, one phenomeno­
logically observes effedi ve exponents different from t hose quoted in the introduction . 
In fact , t he mechani sm of modifying scaling relations of apparent exponents by the 
vanishing of the scaling fu nction (in distinction to the presence of dangerous irrelevant 
variables) well below the upper critical dimension appears to occur quite generally, see 
[24J. However, as can be seen from figure 2, even in cases wh ere Po > 0, this does n ot 
necessarily imply that the correlations are ferromagneti c for all values of x . An example 
is provided by 3(3, 1; x) which has two zeroes at X~l) ::::: 1. 23 1 ... and x~2 ) :::: 5. 116 ... , 

see fi gure 2. The correlations are an tiferrom agnetic for X~I) < x < X~2). Ferromagnetic 
correlations appear to be kept for all x, however, if a < al. 

4.2 Expon ential-like asymptotic behaviour 

The case where a = an with an gi ven by eq . (46) marks just t.he borderline between 
regions of long- range ferromagnetic and antiferromagneti c behaviour . If 1 S; n S; L - 1, 

11 



two r-functions in eq. (2. 20) wi th the same argument cancel an d we get 

(_l)kxk (4.8) 
=:(L,ani 

X
) = L: k' nn-l r (~+...!... + i) nf=~+1 r (i + 2~ + i)

k=O . l=1 L 2L L 

The asymp totic behaviour of this series as x ---T 00 is exponential-like as found from 
t heorem 2 of appendix A [23] 

1 L (1 1 an )~( ) 1-1< ( 2L ) 2 (X) zn;=-i) n- +-	 L a' x '" a( 211") 2 -- ­
~ , n, - L - 1 L 

L - 1 L I L (11" L )]X exp 2--L2(L-l)- X2(L-l) cos -- ­[ L 	 2 L - 1 

L - 1 _L 1 _L (11" L) 11" L (1 )]X cos 2--L2(L-l )- X2(L-l ) sin --- + --- - - 1 +a[ L 	 2 L - 1 2 L - 1 2L n 

X {I + 0(X- 2(LL_ 1))} (4 .9) 

where a = 1/2 if L = 2 and a = 1 if L > 2. Note that for L :2 2 the argument of th e 
exponential is always negative. We also see the presence of an oscillating term, which 
is absent only for L = 2. This indicates the presence of an infinite set of values of x 
for which the scaling function will vanish. 

5 Discussion 

W e have found exactly the spin-spin correlation function for the anisotropic Lifshi tz 

points of arbitrary order L realized in the spherical model with competing interactions 
extending beyond the nearest neighbors. The calculation was performed using the 
scaling limit where T il , T1. ---T 00 simultaneously but such that the ratio TII/r~ is kept 
fixed, where 8 = 1/ L. T he result can be generally written in the form 

. _ -(d-d_l ( Til )C(TII,T1.,Tc ) - BIT1. If> B2T~ 	 (5.1 ) 

The explici t expressions for the scaling function If> and the non-universal metric factors 

Bl and B2 are given in eq. (2.18). We have described in sections 3 and 4 the explicit 
representation of If> in terms of well-known transcendental functions . Our results are 
as follows. 

1. 	 The general form eq. (5.1) is in agreement with the expected anisotropic scale 
invariance . The scaling function If> only depends on the n umber of dimensions d, 
the number m of dimensions with com peting interactions p resent and t he order 
L of the Lifshitz point. It is independent, for example, of the values "'i and we 
confi rm t he expected universality. Properties of the model dep endent on furt her 
details of t he lattice only enter into the metric factors B 1•2 . We also note that 
the dependence on m of q> only enters via the lower cri tical dimension d_. 
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2. In general, the leading asymptotic behaviour of If> for large values of its argument 

is given by a remarkably simple structure 

~ (;0 "A (:0 -(d- d_)/ ' (5.2) 

where A is a known constant , see eq. (4.4) . This is consistent with the known 
cri t ical exponents. If we had known beforehand that the leading behaviour of 

If> (x) for x large would be a power law, we could have predicted eq. (5 .2 ) from 
matching the correlation function scaling forms eq. (1.2). 

3. 	 The scaling amplitude A may be either p ositive or negative, corresponding to 

long-range ferromagnetic or antiferromagnetic behaviour, respectively. It is sur­
prising to see that already at a Lifshitz point, the effect of the competing interac­
tions may become so strong as to be capable to create effective antiferromagnetic 
correlations. Which of the two possible situations is realized only depends on the 
quantity d - d_ as given in eq . (4.7), since A is proportional to Po. 

4. 	In those cases where the long-range behaviour is antiferromagnetic, there is always 
a particular choice x = Xo of the scaling variable such that the universal scaling 
function If> (xo) = O. The long-range correlation is ferromagnetic for x < Xo and 
antiferromagnetic for x > Xo. Antiferromagnetic correlations will be present for 
at least some values of x if d - d_ > 3/ L. 

5. 	 The borderline between the long-range ferromagnetic and antiferromagnetic be­

haviour occurs when d - d_ = 8(2n + 1) with n being a positive integer and is 
characterized by an exponential-like behaviour 

'" (2Jl)1~a(~-l+d_2L) ((2Jl)1~8) 
a 	 exp 9If> (;~) - 6 	 {3 

T 1. 	 T 1. 

(5.3)x CO+ +5 (:1 t) 
where a , {3 , "y and 6 are known constants , see eq. (4.9). We have seen that in this 

case there m ay occur infi nitely many changes between long-range ferromagnetic 
and antiferromagnetic behaviour as the scaling variable is varied. For a Lifshitz 
p oint of first order, no zeroes occur. 

6. 	 O ur results may be considered as an analogy to the calculation of t ime-delayed 
correlation functions in dynamical problems. The analogy with these works for 
the cases m = 1, where t he role of time is played by Til and where the analogue 
of a d ynamical exp onent z = 1/ L, and for m = d - 1, where z = L and the role 
of time is p layed by T 1.. 

7. 	Considering the case of a dynamical exponent z = 2, we see t hat indeed for 
L = 2, d = 6 and m = 5, t he prediction eq. (1.12) following from t he hypothesis of 
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Schrodinger invariance at an strongly anisotropic critical point is reproduced. For 
all other d < d+, t he upper critical dimension , the scaling fun ction has a different 
form . Since local scale invariance is central to this hypothesis, a considerat ion of 
the cases where d > d+ does not appear to be of much interest in this context . 

8. 	 Considering the analogy with a dynamical exponent z i- 2, a simple pattern 
emerges for the cases where t he scaling function has a leading exponential-like 
behaviour of the form (where {L is a non-universal constant) 

rZ) ((rZ)I/(Z-I))
CP (- "-'exp -{L -	 (5.4)

t t 

fo r large values of its argument, and where we suppressed the oscillating and 
power-like prefactors. If z = L, this case is realized for the dimensions d = 

L + 2(n + 1), n = 1, ... , L - 1, while for L even and z = 1/L, t his case appears 
only for d = 4. We note that the form of this resul t contains t he number of 
dimensions only implici tly through t he value of the dynamical exponent z . The 
form eq. (5.4) is quite disti nct from the conformal invari ance predi ction [16] of 
t he z-independence of t he time-dependent correlat ion functi on. 

Summarising, we have seen that already such a simple strongly anisotropic model 
like the spherical model with competing beyond nearest neighbor interactions such as 
to display Lifshitz point s has quite a complicated behaviour of it s spin-spin correlation 
function. The results are in agreement with scale invariance and allow for the first time 
to ask questions about the form of the scaling fun ction itself. While in a few cases, t he 
results can be understood in terms of local scale invariance, it remains a challenge to 
develop a better concept ual understanding of these fascinating phenomena. 

Acknowledgement: It is a pleasure to thank M. Droz for useful comments. 

A ppendix A 

We recall a few results on t he asymptotics of the following extension of t he generalized 
hypergeometric function 

0;) f(k) k 
pFq(x) = L -, (-x) (A.I) 

k=o k. 

where 

f(t) = (Q r( ar t + {3r)) (g r (Prt + {Lr)) -I (A.2) 

If a r = 1 and Pr = 1 for all values r occurring, we recover the generalized hypergeo­
metric function as defined e.g . in [25]. The numbers ar and Pr are all real and positive 
and 

q p 

I\, = 1 +L Pr - L a r > 0 	 (A.3) 
r =1 r=1 
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For our purposes, where 

1\,= 2 - L2 	
(A.4) 

we need the asymptotic behaviour along the posit ive real axis for values of 1 :s K < 2. 
For the convenience of t he reader we restate the relevant theorems obtained by Wright 
[23] . The full asymptotic expansion for any complex argument and for any I\, > 0 can 
be found in [23). 
Theorem 1: If 0 < I\, < 2, then th e asymptotic expansion of pFq ( x) for x ----t 00 is 

pFq = l ex) 	 (A.S) 

where le x ) is defin ed below. 
Theorem 2: If J( t ) has only a finite number of poles OT' none, then K 2. 1 and the 
asymptotic expansion of pFq (x) for x ----t 00 is given by 

pFq(x) = J(Z )+I(Z )+H(x) (1 <1\,< 2), 

pFq( x ) = I( Z ) + H(x ) (I\, = 1) (A.6) 

where J(X ), H (x ) and Z are defined below. If f(t) has no poles, then H (x ) = O. 
The following notation is used . Let 

p q 1 
h = (g a~r ) (g p;pr ) , () = L f3T - L {Lr + 2(q - p) (A. 7) 

r = l r=1 

T he variable Z is defined as 
Z = I\,(hx)l /"e i7r / K (A.8) 

and we write I( X ) for the exponenti al asymptotic expansion 

I( X) = Ao X 1g eX [1 + O(X - 1
)] 	 (A.9) 

where 
P 1 q 1 

- (2 )!(p-q) _1 - 19 II f3 r - 2 11 2 - J-"rA o - 1l" 2 I\, 2 a r pr , (A. lO) 
r = 1 r =1 

and J( y) for the algebrai c expansion 
p 

l(y) = L L Pr,ly-(l+f3r )/ar 	 (A .l1) 
r= 1 l?O 

where Pr,l are defined from the poles of f(t) in the following way. The poles of J (t) are 
among those of Il~=1 T( a rt + f3r) at the points 

t = _ 1+ (3r (A.12) 
a r 

If f (t ) has a pole of degree s at this point, we write for the residue 

sPr,ly-(l+f3r )/a r = Res (r( - t)f(t)yt) (A.I3) 

If f(t) has only a finite number Ir of poles , then Pr ,1 = 0 when l > IT and H (y) is 
the finite sum 

p Ir 

H(y) = " LJ " LJ Pr,IY _!:±b. 	 (A.1 4) Ur 

r=II=O 
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A ppendix B 

We analyse a few sums anSIng in the calculation of some of the scaling functions 
discussed in the text. We begin with 

_ ( 1 ) (-x )k<Xl 

1/; (x) :=.::. 3,- ; x =L (k 5) (B.1) 
2 k=O k!f '3 + "6 

where x is real and positive . To bring this into a more tractable form, we use the 
identity 

I 3k(3 k)! = (27rt 3 +h!f (k +~) f (k +~) (B.2) 

and get 1/; = 1/;1 + 1/;2 + 1/;3, where each term is treated separately. The first one is 

(-x )3k 
1/;1 = L-----'-----'-----­

k=O 

27/67rf (_1)k(~x3)k 
(B.3) 

~ k=O 

where we reused eq . (2.17) . Next, we recall the identity eq. (10.40.2) from [21] 

(_1)kx4k
L

<Xl 

11..,(' , _ , ..,(", , _, = x2-2ala_I(2x)Ja_I(2x) (B.4) 
k=O 

where Iv(x) and Jv(x) are Bessel functions, and get 

2 
1/;1 = 3J7TXL~(X)J_!(X) (B .S) 

with the abbreviation 

X := (~;) 1/4 X 3 / 4 (B .6) 

The second term is treated in an analogous fashion and we have 

( -x )3k+1
1/;2 = L ---'-----'---­

k=o 

211/67rX (_l)k (~x3)k
---L

<Xl 

~ 3 k=o k 
2 

- 3FxI~ (X)J t (X) (B.7) 

The third term finally is 

1/;3 L 
k=O 

J327r (X)2 L003' (_ X/ 3)3k 

k=O 

~vnE H)'[(;,t'x3/'j"+' 
(B .8) 
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We now use the identity eq. (10.40.8) from [21 ] 

( -1 )kX4k+ 2L -:-.---~---'--
k=O 

1 
-.- [J 2a (2x )I-2a(2x) - J -2a(2x )I2a(2x)] (B.9)
2 SIn 1ra 

and find 
2 

1/;3 = -3 J7TX [JdX)I _!(X) - J_!(X)h(X)] (B.10)
3 3 3 3 

We collect the results and get 

1/;(x) ~3J7TX [LdX)L!(X) - J.c(X)I!(X) + J!(X)Ld X ) - L!(X)I!(X)]
3 3 3 3 3 3 3 J 

~J7TX [Jk(X) + J_t(X)] . [Lk(X) - I~(X)] 
(38887r 3 ) 1/6 Ai (_ Vl2xl /2) Ai ( fuXl /2 ) (B .ll) 

where Ai(x) is the Airy function . This is the result quoted in the text. 
We next consider the function 

<Xl5) (_x)k 
(B.12)cp(X): = ~(3'6;X =Ek'fU+O 

We use again eq. (B.2) to get the decomposition cP = CPl + CP2 + CP3 and turn to study 
these terms separately. The first one is 

f (_X)3k 
CPI 

k=O 

2fJ f (-1)' (;,x 3
)' (B.13) 

k=O 

This is rewritten via the identity 

(_1)kx4kL<Xl -.- - --'--- (B.14) 
k=O 

X 
- . - {J2a(2x)I-2a-I(2x) - L 2a (2x)I2a _I(2x)
4 SIn a7r 
-L2a+I(2x)I2a(2x) + J 2a+I(2x)L2a(2x)} 

We postpone the proof of this and proceed with the calculation. We get 

CPI = - 0
7r 

X {JdX)Ld X ) - J_dX)Ld X ) - J:dX)LdX) + J!(X)LdX)}V12 3 3 3 J J 3 3 J12 
(B. IS) 
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For the second term we have 

co (_X)3k+l 
<P2 L ------'--'----­

k=O 

k (4 3) Ie
5/3 [1rX ~ (-1) i7 x 

(B.16)
- 2 V33 ~ k!r(k + 2/3)r(2k + 5/3) 

T his is evaluated by using the ident ity 

2a(_ 1)kx 4k x l ­
(B. 17)Ek!r (k + a)f(2k + a + 1) = - 2- [Ia_l( 2x )Ja (2x) + Ia(2x)J £1 _ l (2x)] 

which we prove below. We fin d 

(B.18) 

and for the last term we get, again using eq. (B.17) 

<P2 = -/fiX [Ct(X )J~(X)+I~ (X)J _t(X )] 

00 (- x)3k+2 
<P3 L --'-~-

k=O 

27/3~ (=)2 f: (_1)1c (17 x3 )k 
V 3 3 k=O 

(1fX [IdX )JdX ) + I!(X)J!(X)] (B.19)V12 3 3 3 3 

Combining t hese three terms, we find 

<p( x) ~X {J ~ (X ) [It(X) - Lt(X)] + J-t(X ) [L ~(X ) - It(X)] 

+J ~(X ) [IdX ) - LdX )] + J d X ) [h(X) - heX)] } (B.20) 
3 3 3 3 3 3 

~x { [Jt( X ) + J-t( X )] K~(X ) + [J_~(X) - J~ (X )] Kt (X )} 

recalling the famili ar relationship between the modified Bessel functions I..,(X ) and 
K..,(X ) and using the recursions eq. (B. 26) below and 

KV+l(X) = KV-l(X) + 2v Kv(x ) (B.21) 
x 

Using the relationship with the Airy function Ai(x) and its deri vative the final result 
IS 

<p(x } = _71"3/2 [Ai (_\I12x l / 2) Ail (V'l2xl/2) + Ail (_V'l2xl/2) Ai (WXl /2)] (B.22 ) 

which is the form stated in the text. In the same way, the representation of 3(3, a; x ) 
in terms of the generali zed hypergeometric funct ion I F4 can be obtained. 
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We now prove the identities needed in the calculat ion. For the proof of eq . (B.17), 
let 

T := E (_1)kx4k 

k=Of (k + a)( _1)kx4k 

k= O 

2a (a +~:x ) (x- l a (2x )Ja (2x )) (B.23) 

where eq. (B.4) was used . We then use 

-
d 

(X-a Ja(x)) = -x-£1 Ja+l (x) , -
d 

(x-ala(x)) = X- a la+l( X) (B.24 ) 
dx dx 

and fin d 

l 2£1 

T = -X 2-- [(a; Ia (2x ) + la+l (2x )) J £1 (2x ) + (a; J£1 (2 x) - Ja+l (2x )) Ia (2x ) ] (B .25) 

T hen eq. (B. 17) follows from the recursion relations of the Bessel functions 

2v 2v 
IV-l (X ) = -Iv(x) + IV+l(x) , Jv- l(x) = - Jv( x ) - JV+l (X) (B.26) 

x X 

For the proof of eq. (B. 14), let. 

5 := L (_1 )kx4k 
(B.27) 

k=O 

We separate off the term with k = O. For the remaining sum , we make a shift in the 
summation index and have the decomposition 5 = 50 + 51 where 

cos a7l" 
50 (B .28)71" 

-~f: 1 (_I)k x 4k+ 
4 

51 
2 k=O k +1

-21dy fx (_I)k y4k+3 

10= 0 

r2x 

4sin 
1 

a7l" Jo du U [J 2,,( U )L 2£1 ( u) - J -2a( U )I2a ( u )] (B .29) 

where t he identity eq. (B.9) was used . To evaluate this, we use the following, see 
eq. (11.3. 29 ) in [22] 

xLX duuJv(ku)J_v(lu) - [kJ v+l (kx )Lv(lx) - lJv(kx) LV+l(lX)]
2 
- vJv(kx)J-v(lx) + limvJ v(kt )J _v(lt) (B.30) 

<~O 
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We now use the relation with the modified Bessel funct ion 

-1I7r2)
Iv(x)=exp ( -2- Jv(ix) 	 (B .31) 

and take k = 1 and 1= i. With the leading behaviour of t he Bessel functions for small 
values of their arguments [22] and some algebra, we obtain the identity 

'" 	 x
du uJ..,(u)L v(u) -	 [Jv+l(x)Lv(x) + Jv( X)Lv+l(X)]1o 	 2 

-IIJv(x)Lv(x) + Sln7r1l (B.32) 
7r 

Insertion into eq. (B .29) then yields the following 

x 	 [2aS = --. - -- (J 2a (2x)L2a(2x) + L2a(2x)ha(2x)) 	 (B.33) 
4sln7ra x 

+ 	 J 2a+1(2x)L2a(2x) + J 2a (2x)L2a+l(2x) - L2a+l(2x)ha(2x) - J_ 2a (2X)ha+l(2X)] 

and eq. (B.14) is obtained with the help of the recursion relation eq. (B.26). This 
completes the proof. 
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Figure captions 

Figure 1: Normalized scaling fun ction W(a,x) / Yi (a,O) for the values a = 1/4, 1/ 2, 3/4 
and a = 1 as a function of x . 

Figure 2: Normalized scaling func t ions :=:(3, a; x )/3(3, a; 0) for a = 1/ 6,1 / 3,1 / 2,2 / 3, 
5/6 and a = 1 as a function of x . 
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