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Neutron-scattering data on CsNiCl3 , a quasi-one-dimensional spin-one antiferro- _ 

magnet, exhibit an anomalous mode. It was later proposed, based on a Landau-

Ginsburg model, that this should be viewed as a longitudinal fluctuation of the 

sub-lat tice magnetization. This theory is elaborated in more detail here and com

pared with experimental data on CsNiCh and RbNiCl3 . In particular, we give 

explicitly a renormalization group argument for the existence of such modes in Neel

ordered antiferromagnets which are nearly disordered by quantum fluctuations, due 

to quasi-one-dimensionality or other effects. We then discuss the non-Neel case of 

a stacked triangular lattice like CsNiCb where longitudinal and transverse modes 

mix. In this case the quantum disorder transition is driven first order by fluctua

tions and the longitudinal mode always has a finite width. Effects of a magnetic 

field on the magnon spectrum are calculated both in conventional spin-wave theory 

and in the Landau-Ginsburg model and are compared with experimental data on 

CsNiCh. This model is compared with an alternative Lagrangian-based one that 

was proposed recently. 

PACS numbers: 75.10.J m 



I. INTROD UCT ION 


It was first argued by Haldane l that one-dimensional integer-spin Heisenberg an

t iferromagnets h ave an excitat ion gap above a singlet grounds tate. The first exper

imental evidence for the Haldane gap was obtained by Buyers et al. 2 in neutron

scattering experiments on CsNiCh . The spin Hamiltonian for this material is highly 

isotropic (ie. Heisenberg-like) in spin-space and apparently exhibits a ratio of inter

chain to intra-chain couplings of about 2%. This weak inter-chain coupling produces 

m agnetic order at a temperature of 4.80 K, about 1/3 of the intra-chain coupling. 

Because the lattice structure is of stacked triangular type, the ordered state has 

antiparallel neighboring spins along the chains and neighboring spins at angles of 

27r /3 in the planes. (See Figure L ) Neutron-scattering experiments at temperatures 

of about 100 ]{, above the ordering temperature but still quite small compared to 

the exchange energy, indicate the existence of a gap in the purely one-dimensional 

case. Experiments in the ordered ph ase, below 4.8 O]{ also exhibit anomalous be

h avior. Apart from the Goldstone modes predicted by spin-wave theory, a portion 

of another excitation branch with a finite gap is also observed. This was argued3 to 

b e a longitudinal mode, ie. a longitudinal fluctuation of the sub-lattice magnetiza

tion , and a Landau-Ginsburg model was constructed to study the problem. In this 

model the long-wavelength staggered magnetization field is treated as a three-vector 

field, ¢, of arbitrary magnitude and direction in spin-space. In a magnetically or

dered state this field has a non-zero groundstate expectation value. In a simple 

Neel state, as would occur for a bipartite lattice (in which all spins are parallel or 

ant i-parallel) fluctuations in the direction of this field give the usual two Goldstone 

modes of spin-wave theory. Fl~ctua~ions 'in' the magnitude of the field correspond 

to t?e longitudinal' mode. The neccessityof. t~ree modes follows from continuity 

from the disordered phase where 'the groundstat~! expectation value vanishes and 
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the magnon is a triplet. The stacked triangular lattice is more complicated. Now 

a transverse fluctuation on one site is not orthogonal to a longitudinal one on a 

neighboring site in the same plane. Consequently the transverse and longitudinal 

modes mix in the Landau-Ginsburg model. 

The Landau-Ginsburg model predicts that the longitudinal mode has a finite 

decay rate into a pair of Goldstone modes (even at zero temperature). Consequently 

it is possible to view the longitudinal mode as a two-magnon resonance, making 

conta~t with the traditional Holstein-Primakov approach to spin-wave theory. This 

decay rate depends on the size of the lil4 coupling in the Landau-Ginsburg model. 

The width to gap ratio vanishes linearly at weak coupling. If this decay rate is too 

large the longitudinal mode might not be observable. In general the observability 

of the longitudinal mode is an empirical question, but there is one case where we 

can predict with confidence that the longitudinal mode is very long-lived. This 

occurs in the simple N eel case when the system is very close to being disordered 

by quantum fluctuations. This would correspond to the case where the sub-lattice 

magnetization is very much reduced compared to its classical value (s) at T = 0 

due to quantum fluctuation effects. The strength of these fluctuation effects is 

determined by the spin Hamiltonian. One way of enhancing them is by making the 

system quasi-one-dimensional. As the ratio of interchain to intrachain couplings 

is lowered, eventually the order is destroyed, even at T = o. When this ratio is 

only slightly larger than this critical value the longitudinal mode is very long-lived. 

This follows from the fact that this second-order, T = 0 quantum phase transition 

is in the four-dimensional universality class and is consequently governed by the 

weak-coupling Landau-Ginsburg model. [See for example Ma4 .] Ie. the model 

becomes exact, with a very small coupling constant very close to the critical point. 

Consequently, at the critical point the gap of the longitudinal mode vanishes, as 
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does the widt h to gap rat io. Sufficiently close to t he critical point, on the ordered 

side , the longitudinal mode will then be very light and highly stable. 

However, the magnet ic ordering transi t ion in a stacked triangular antiferromagnet 

is in a different universality class t han the simple Neel case. T his can be seen from 

the fact that a Neel state is invariant under rotations about the unique ordering axis, 

whereas the triangular state has no such residual U(l) symmetry. A renormalization 

group analysis in this case indicates that the Gaussian fixed point is unstable. 5 T his 

indicates t he occurrance of a fluctuation-induced first-order phase transition. Since 

the I¢1 4 coupling constants do not renormalize to zero in this case, the longitudinal 

mode does not become perfectly st able. 

In general, t he question of whether or not t he longitudinal mode will be sufficiently 

narrow to be observed is a heuristic one. It is reasonable to expect it to be more 

observable for systems which are qui te close to the quantum disorder transition. 

We emphasize that the renorm alization group argument for the stability of the 

longitud inal mode depends crucially on the fact that the transition is in the four

dimensional universali ty class, since it occurs a t T = o. The finite-temperature 

transi tion is, of course, in the three-dimensional universali ty class and consequently 

exh ibits much less trivial crit ical behavior. T here is no reason to expect a stable 

longitudinal mode in this case. 

The outline of the rest of t his paper is as follows. In the next section, we review 

t he Landau-Ginsb urg model and the calculation of the dispersion relation for both 

Neel and triangular cases. We also discuss the extent to which neutron-scattering 

data on CsNiCb 2
,6 and RbNiCb 7 agree with this model. While the agreement is 

not completely sat isfactory, we argue that the CsNiCb data clearly calls for a non

t rivial extension of spin-wave theory. In Section III we give the renormalization 

group arguments for the stability of the longitudinal mode in the Neel case and 
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for the first-order nature of the transition in the triangular case. In Section IV we 

calculate the magnetic field dependence of the magnon dispersion relation, both 

in ordinary spin-wave theory and in the Landau-Ginsburg model. It is, again clear 

that spin-wave theory fails to capture, even qualitatively, trends in the experimental 

data. 6 It is unclear how good the agreement with the Landau-Ginsburg model is; a 

detailed comparison will require the calculation of intensities and lifetimes and more 

experiments. The final section summarizes the agreement between experiment and 

theory. The appendix compares the Landau-Ginsburg model to another one which 

was recently proposed.8 

II. LANDAU-GINSBURG MODEL 


We begin by discussing a single chain, Heisenberg antiferromagnet: 


(2.1) 

The continuum limit is defined by introducing1 the pair of non-commuting vector 

fields, ¢(z) and rc z) representing the long-wavelength staggered and uniform mag

netization, respectively. (z measures distance along the chain. We set the lattice 

spacing equal to one for the time being.) Because the integral of rover the entire 

chain gives the conserved total magnetization, its commutation relations are fixed 

to be: 

[/i(Z), /j(z')J = itijk /k(z)8(z - z') 

[/i(z), </>j(z')] = iEijk </>k(z)8(z - z') (2.2) 

(We set 1i = 1.) The commutation relations of the components of ¢ with themselves 

are not fixed by any symmetry requirement and depend on the spin-magnitude, 
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s . We make t he large-s sem i-classical approximat ion that they commute. A cor

rect treatment of the large-s limit also requires that we impose t he const raints, 

lil2 - (02/ S2 ~ (i)2 = 1, i· f = O. T his defines t he non-linear sigma-m odel , upon 

expanding t he hamiltonian to second order in land di/dz. A perturbat ive t reat

ment of the a-model involves expanding i about its groundstate expectat ion value. 

This gives two Goldstone m odes , t he same sp ectrum as obtained from spin-wave 

theory (at long wavelengths). However, this is known to be completely the wrong 

picture in one dimension. Quantum fluctuations disorder the grounds tate. Roughly 

speaking, i fluctu ates around t he unit sphere so that < ol ilO >= O. T he spectrum 

consists of a triplet of massive m agnons which correspond to the three comp onents 

of i. [Since t he field t heory is Lorentz-invariant , the m agnon dispersion has the 

relat ivist ic form E( Q - 11'") = J(VQ) 2 + ~2, where Q is the momentum, ~ the gap 

and v ~ 4 J s the spin-wave velocity. T hus we may regard ~/V2 as the rest-mass.] 

The Landau-Ginsburg m odel is designed to give the correct behavior at a m ean

field level. 3 We simply relax the constrain t on i and replace it by a quadratic plus 

quartic pot ent ial. T he full Lagrangian density is given by: 

2_) 2 (_) 21 8<p v 8<p ~ - 2 A - 4
£1 = - - - - - - - - 1<p1 - - 1<p 1 (2.3) 

2v ( at 2 Oz 2v 4 

The quart ic term is, in general, neccessary for stability. T he uniform magnetization 

density is then determined from the commutation relat ions to be: 

(2.4) 

This model becomes essentially exact in the large-n limit of the O(n) a-model. We 

m ay estimate t he normalization factor for the staggered magnetization as: Si ~ 

(-l)isvgi where 9 ~ ffs, based on the large-n and large-s limits. 
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We now consider a quasi-one-dimensional system: 

chains planes 

H3 = J I: Si· Sj + J' I: ~. Sj (2.5) 
<i.J> <i,j> 

Here the first term is over all nearest neighbor paIrs on the same chain and the 

second is over all nearest neighbor pairs in the same plane, with J' « J. (Each 

nearest neighbor pair occurs twice in the above sums.) The Landau-Ginsburg La

grangian is obtained by introducing a separate field ii( z) for each chain, i and 

then coupling the staggered magnetization vectors at adjacent points on neighbor

ing chains. (A coupling of uniform magnetizations could also be included but this 

leads to corrections of higher order in J'/ J and, in any event, does not qualitatively 

alter our conclusions.) Thus the three-dimensional Lagrangian is given by: 

L3 = Jd{2:.£I[¢i(z)l- 2J's L ¢i(Z)' ¢;(z)} (2,6) 
1 <1,» 

Here the second sum is over nearest neighbor chains. In the ordered state < ii( Z) > 

will be constant along each chain. Dropping the t and z derivitive terms the La

grangian becomes minus the potential energy. We see that whether or not order 

occurs is determined by a competition between the Haldane gap, .6 and the inter-

chain coupling J'. The critical value of J' is 0(.6 2 / vs ). In the disordered phase, 

at small J' where < olilo >= 0, we calculate the magnon dispersion relation by 

simply ignoring the quartic term. We see that there is a triplet of massive magnons 

with a dispersion relation: 

(2.7) 

where 
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fQi-) = (1/2) L eiQJ..Sj (2.8) 
t 

and the sum runs over the vectors , ~ to nearest neighbor sites in the planar lat tice 

(assumed to be Bravais). This formula is valid for Qz ~ 7r. The shift of Qz by 7r is 

due to t he fact that i is t he staggered m agnetization. 

Let us now consider the ordered phase, which occurs for sufficiently large J'. We 

now must distinguish between different lattice types. We first consider the case of 

a tet ragonal lat tice; ie . a square lat tice of chains. (The following discussion could 

be trivially generalized to t he case where the transverse latt ice is rectangular rather 

than square.) The ordered groundstate is the simple N eel state with all nearest 

neighbor spins anti-parallel. Writing, 

< <Pi >= ±<POZ (2.9 ) 

on the two sub-lattices, t he potential energy per spin becomes: 

(2.10) 

We see t hat the crit ical value of J' is 

(2.11) 

For larger J' t he size of the sub-lat tice magnetization is given by: 

(2.12) 

We expand L to second order in small fluc tuat ions : 
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(2.13) 


x and y fluctuations are transverse and z-fluctuations are longitudinal. These do 

not mix to quadratic order. We may then read off the dispersion relations: 

Et(Qz - 7r, 01.) = Jv 2 Q; + 8J'vs[2 + 1(01.)] (2.14) 

EL(Qz - 7r, 01.) = JV2Q; + 8J'vs[2 + 1(01.)] + ~i (2.15) 

where: 

(2.16) 

For the square lattice of chains, of spacing a, 

(2.17) 


Note that E t vanishes at the antiferromagnetic wave-vector (7r / a, 7r / a, 7r). E L , on 

the other hand, has a gap, ~L at this wave-vector. Note that all three dispersion 

relations, that of the triplet in the disordered phase, Eq.(2.7), and those of the 

longitudinal mode and transverse modes in the ordered phase, Eq. (2.15) becomes 

identical at J' = J~. ie. as we vary J', the spectrum varies continuously, the 

triplet of the disordered phase splitting up into the two transverse modes and one 

longitudinal mode of the ordered phase. 

The intensities of these modes take a very simple form. The canonical commu

tation relations, [</>(x, t), ¢(x', t)] = iv8(x - x'), implies that the spin correlation 

function is 
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s aa(Qz-7r,Q.l,E ) = < s asa > (Qz-7r,Q.l,E) ex< cjJa cjJa > (Q,E) ex 8[E - Ea( Q)]/Ea( Q) 

(2.18) 

{To obtain t he neutron-scat tering cross-section Saa must b e multiplied by the 

Lorentz factor (1 - Q~), and a sum over a must be performed, depending on 

polarization.} Thus, in particular, t he intensity of the t ran sverse modes (a = 1, 2) 

blows up at the ordering wave-vector, whereas the intensity of the longitudinal 

mode remains finit e. T he transverse modes would appear in xy-polarized experi

ments and the longitudinal mode in z polarized exp eriments. As we shall see, things 

are consider ably more complicated in the case of a stacked-triangular lat t ice. 

The t ransverse modes are simply the standard result of linear spin-wave theory9 , 

for Q ::::::: 7r and J' < < J. To see this note that the standard spin-wave theory 

spectrum is: 

ESWT( Q) = J(4J s + 8J's )2 - [4J s cosQz + 4J' si(QlJF (2.1 9) 

Expanding to first order in J' / J and Q; inside t he square root, and using v = 4Js, 

we obtain precisely t he first of Eqs. (2.15). T he longitudinal m ode, on the other 

hand, is not a st andard spin-wave theory result . T he reason is th at in spin-wave the

ory the spins are considered to be of fixed lengt h, as in the non-linear a-model. The 

longitudinal mode occurs in the above treatment simply because we have relaxed 

the constraint on t he magnitude of the field i in passing to the Landau-Ginsburg 

model. Actually, the two theories are not qu ite as different as they at first appear. 

To see this note that the longitudinal m ode is unstable, even at zero temp erature. 

It can always decay into a pair of t ransverse modes (ie. Goldstone bosons). This is 
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kinematically allowed since the Goldstone modes are gapless whereas the longitudi

nal mode has a gap. It is allowed by conservation of the z-component of total spin, 

since the longitudinal mode has sz = 0 whereas the two species of transverse modes 

have sz = ±1. Decay into a pair of Goldstone modes of opposite spin conserves 

spin. Such a decay vertex occurs in the theory due to the (A/4)liI 4 term in the 

Lagrangian. Expanding i as in Eq. (2.13) we obtain a cubic term: 

(2.20) 

We see that the decay rate, which goes like the square of this coupling constant, is 

of O(A). The Landau-Ginsburg model actually reduces to the non-linear a-model in 

the limit where A ----t 00 and ~2 ----t -00 with _~2/A = 1, since then the magnitude 

of i is forced to be exactly one. In this limit the mass of the longitudinal mode 

goes to infinity, as does its decay rate. How light and narrow the longitudinal mode 

is depends on the ?arameters in the model. In particular, its mass is controlled by 

J' - J~ and its width by A. We expect that spin-wave theory will exhibit a two

magnon resonance with a finite energy gap. This resonance may then be identified 

with the longitudinal mode. Whether or not the longitudinal mode is stable enough 

to observe depends on the parameter A in the Landau-Ginsburg model. We will 

argue, using the renormalization group, in the next section, that the width to gap 

ratio of the longitudinal mode vanishes in the limit J' ----t J~. This corresponds to 

the fact that the renormalized coupling constant A vanishes at the critical point. 

We now consider the effects of anisotropy. If we consider axial anisotropy which 

breaks the SU(2) symmetry down to a U(l) subgroup, rotation about the z-axis, 

then we must distinguish the easy-plane and easy-axis case. In the first case, the 

U(I) symmetry is spontaneously broken so there is a single Goldstone mode. Again 
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the longitudinal mode is unstable against decaying into the Goldstone mode. In 

the second, easy-axis case, the U(l) symmetry is not spontaneously broken in the 

ordered phase, only the Z2 symmetry sz ---t -Sz is broken. Consequen~ly there are 

no gapless Goldston modes. Spin-wave theory and the Landau-Ginsburg m odel pre

dict th at the two branches of would-be Goldstone modes have equal gaps. However, 

according to the Landau-Ginsburg model, the longitudinal mode still has vanishing 

gap at the critical value of Jf , and thus becomes lighter than the would-be Goldstone 

modes suffi ciently close to the critical point (on the ordered side). Therefore it be

comes kinem atically unable to decay in this region and should exist as an infinitely 

stable excitation. 

We now turn to the case of a triangular lat t ice of chains. vVe choose the t riangular 

lattice to lie in the xy-plane with links p arallel to the x-axis, as shown in Figure 2. 

The latt ice spacing is a. T he spacing between spins along the chains we take to be 

c/2, in order to agree wit h standard conventions for CsNiCl3 which has two formula 

unit s per unit cell. We choose a basis of primitive lat tice vectors: 

a1 =(a /2, -V3a/2, 0) 

a2 == (a/2, V3a/2, 0) 

a3 = (0,0, c) 

(2.21 ) 

It is also convenient to define a set of t hree linearly dependent in-plane latt ice 

vectors, ~, with i = 1,2,3: 

~ ==al 

~= a2 
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(2.22) 

(See Figure 2.) The reciprocal lattice is also triangular. The primitive vectors, bi , 

i = 1,2,3, defined by the conditions: 

(2.23) 

are given by: 

(2.24) 

(See Figure 3.) Wave-vectors are expanded in reciprocal lattice vectors: 

3 

Q= (Ql, Q2, Q3) == L Qibi (2.25) 
i=l 

We also sometimes refer to wave-vectors by x, y and z-components, and use Q.l. to 

label the projection of the wave-vector onto the basal plane. The classical ordered 

state now involves three different directions , making angles of 27r /3 with each other. 

We choose these to lie in the xz-plane, with one of them lying along the z-axis, in 

agreement with the conventions of previous work. See Figure 1. Hence the classical 

state at lattice point Xi is given by: 

(2 .26) 
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where the ordering wave-vector, Qo, is given by: 

Qo == (1/3, 1/3, 1) (2.27) 

in the not ation of Equation (2.25). It is also convenient to define the projection of 

the ordering wave-vector onto the basal (xz ) plane, Q2: 

Q2 == (1/3,1 /3, 0) (2.28) 

-Note t hat Q2 lies on the x-axis, a t a comer of the paramagnetic Brillouin zone, 

which is a hexagon, as shown in Figure 3. 

The inter-chain coupling term in the Lagrangian is now of the form: 

Lie = - (4 J' / c) I,: JdZ ii(z) . ¢j (Z ) (2 .29) 
<t,» 

Noting that for two neighboring chains, ii .¢j = -(1 /2) <P6 and that each chain has 

six nearest neighbor chains, we find the potential energy per chain , per unit length, 

in the ordered state: 

V (<Po) = (6 2 /2v -12J's/c) <p~ + ( A/4)cP~ (2.30) 

N ow the critical value of J' is: 

J: = 6 2 c/24vs (2.31 ) 

and the sub-lat tice magnetization in the ordered state , for J' > J~ is : 
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<P~ = (24J'slc - 6.2/v)/)... (2.32) 

To obtain the excitation spectrum we expand the Lagrangian density to quadratic 

order in small fluctuations around the ordered state. For this purpose, it is con-' 

venient to introduce two orthogonal unit vectors, both lying in the zx-plane in 
..... 

spin-space, at each lattice site, i, eLi and eli. eLi is parallel to < <Pi > and eli 

is perpendicular to it. [See Figure 4.] In terms of the projection of the ordering 

wave-vector onto the basal plane, Q2, we may write: 

(2.33) 


Introducing the transverse xz-fluctuation, <Ph, the transverse y-fluctuation, <P2i and 

the longitudinal (xz) fluctuation <PLi, as well as the unit vector parallel t o the y-axis, 

e2, we decompose the field at each site as: 

(2.34) 


We now substitute this decomposition into the Lagrangian, Eq. (2.6) and expand 

to quadratic order in <PI, <P2 and <PL. It is important to note that we obtain cross-

terms between the transverse xz-mode, <PI and the longitudinal mode <PL. This 

does not occur in the case of a bipartite lattice. It occurs here because longitudinal 

and transverse fluctuations on neighboring sites are not orthogonal to each other as 

illustrated in Figure 5. On the other hand the transverse y-mode, <P2, is unmixed 

(to quadratic order). The terms quadratic in the y-mode are: 

£ = ~[~ (8<P2i)2 _ ~ (8¢2i)2 _ 6. 
2 

A.. 2 , _ ~A..2A..2] 4J's ~ A..2;A..2J' (2.35 ) 
Y ~ 2v 8t 2 8z 2v '1-'2: 2 '1-'0'1-'2: + C ~ 'I-' • 'I-' 

: <i,J> 
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The terms quadrat ic in the transverse and longitudinal xz-modes are: 

1i 
£ xz = ~[ 21v (at ) 2 _ ~ (at:i)2 _ ~: ¢~i + 21v(at~i ) 2 _ ~ (at:i)2 - ~: ¢i,

t 

- ~¢~( ¢ii + 3¢iil] - (4J's/ c) I: [( - 1/ 2)¢li¢lj + (-1/2)¢Li¢LJ 
<t,» 

+(eLi· elj )cPLicPl j + (eli· eLj )cP licPLj] (2 .36 ) 

Here we h ave used the fact t hat eLi· eLj = eli· elj = - 1/2 for nearest neighbor sites. 

The other dot p roduct s, eli· eLj , take on the values ± V3/ 2. In terms of the lat tice 

vect ors, ~ , [see Equat ion (2.22)] t he inter-chain term in L x z can be writ ten: 

3 

L x z,ic = -(4J's /c) I: I:I:{( - 1/2)[cP l( Xi)cP l(Xi ±~) + cPL( Xi)cPL(Xi ± ~)] 
i b=l ± , 

(2.37) 

At this point we Fourier t ransform. It is convenient to define Fourier modes, iuJ), 
over the entire paramagnetic Brillouin zone in the basal plane, shown in F igure 3. 

In this way, we only obtain three branches of excitations, corresponding to ~2 and 

two linear combinations of cPl and ~L . Of course t he basal p lane antiferromagnetic 

Brillouin zone has only 1/3 the area so there should be 3 times as many excitation 

b ranches. T his simplifying step is possible because of t he symmetry of the antifer

romagnetic groundstate under simult aneous translation by one lattice spacing and 

rotation of the spins by 27r /3 about the y-axis. This symmetry is incorporated into 

the definition of the components ~l and ~L via the rotating co-ordinate system, el 

and eL . To obtain t he experiment ally observable neutron-scattering cross-section, 
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we must translate the xz branches into the antiferromagnetic zone, giving a total 


of 5 branches. Explicitly, we see from Eq. (2.33) that: 


1 1 

i(Q) ~ { L [- ni<PL(Q+nQ2)+<P1(Q+nQ2)]/2, <P2(Q), L [<PL(Q+nQ2)+ ni<P1(Q+nQ2)]!2} 
n=-l n= - l 

(2.38) 

We find that the dispersion relation for the y-mode is given by: 

(2.39) 

where now: 

(2 .40) 

The two xz modes are given by the solution of the eigenvalue equation: 

( 
(VQz)2 + (8J'sv/e)(3 - f) i8V3J'sv!/e ) ( 01) = E2 ( 01 ) 


-i8V3J'svf/e (VQ z)2 + (8J'sv/e)(3 - f) + lli <PL <PL 


(2.41) 

where 

(2.42) 

Note that this is a slightly different notation than in Ref. (3). 

ll'i == 48J'vs/e - 2112 (2.43) 

The two frequencies are: 
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(2.44 ) 

The int ensities of the modes, can be calculated from t he eignenvectors obtained 

from E q. (2.41) . Normalizing the eigenvectors to one: IJl12+ IJL I2 = 1, we may 

write: 

- 1 ....
SYY( Qz - 21r / C, Ql., E) ex .... 8[E - E 2 ( Q )]

E 2(Q) 

SXX (Qz - 21r / c,Ql., E)=SZZ(Qz -21r / c, Ql., E ) 

ex ~ L: t IJl± - ni JL± 12 (Q + nQ2)o[E - E±(Q + nQ2)] 
4 ± n= - 1 E± 

(2.45) 

The shift of Qby nQ2 (n = ±1) result s from the rotating coordinate system implicit 

in the definition of <PI and <PL, see Eq. (2.38). The constants of proportionality are 

the same in both of the above equations. Finally, solving the eigenvalue equation , 

Equation (2.41), we obtain 

_ . _ 2 [SV3l'svl!c - n(L'lU2 'f J(L'lU2)2 + 3[8 J1svl!cj2) r 
l<Pl ± - nz<pL± I = (2.46 ) 

(SV3J'SV/CJ)2 + (L'lU2 'f J (SU2 )2 + 3[SJ1svJ/cF) 2 

We see from its definition, Eq. (2.43) that .6. '1 < 48J'vs / c provided that .6.2 > O. 

However, .6. 2 must be regarded as a renonnalized parameter and, for sufficiently 

large J' / J it m ay become negat ive. T herefore, it is interesting to consider the 

quali tative behavior of t his spect rum as a funct ion of the parameter .6.i for 0 < 
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6'i < 00, with J' held fixed. Let us first consider the limit, 61 ~ 00. In this limit, 

E+ ~ 00 and E: ~ (VQz)2 + (8J'vs/c)(3 - f(Ql.)). In this limit, E_ becomes 

purely transverse and E+ purely longitudinal. This limiting formula fo~ E_ can be 

seen to be the same as that of conventional spin-wave theory in the limit of small 

Qz - 27r / c and small J' / J. Likewise, the y-mode, which is unaffected by 6'i, has 

the same dispersion relation as the corresponding mode in conventional spin-wave 

theory in this limit. However, as we reduce 6'i, the transverse xz fluctuations mix 

increasingly with longitudinal fluctations so that E_ deviates from the spin-wave 

theory result. Likewise the other branch, of energy E+ moves down in energy. 

Finally, at J' = J:, 6'i = 0 and the x z-energies become: 

(2.47) 

Using the identity: 

(2.48) 

we see that: 

(2.49) 

where € == sn[j(Ql.)]. Comparing with Eq. (2.39) and Eq. (2.7), we see that 

Etriplet(Q), E2(Q) and E±(Q ± €Q2) all become identical at J' = J~. Furthermore, 

in this limit the eigenfunctions take on the simple form ¢L± = =F€i</>l± = 1/..;2. 

Thus, in the formula for the neutron-scattering intensity, Eq. (2.45), two of the 

terms vanish and the other two become identical, giving: SXX( Q, E) = SZZ( Q, E) = 

SYY( Q, E) at 6'i = o. The neutron-scattering cross-section in the ordered phase 
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goes over cont inuously t o that of the disordered phase. Note that t he way this 

occurs is t hat t he intensity of t wo of the five branches goes to zero and the ot her 

t hree become degenerate, with zero gap in t he limit ~1 -+ O. For a relat,ively small 

value of i::l. L we should expect two of the five branches to b e very weak and the ot her 

three t o lie quit e close to each other. 

T he t heoretical sp ectrum is com pared with the experim ent al result s2 ,6 on CsNiCh 

in Figure 6. T he theory contains three parameters , v , J ' an d ~L ' T hese can be 

used to fit the slope, BE / 8Qz( Qo), the bandwidth of t he basal p lane dispersion at 

Qz = 27T' / c and the gap of t he st ronger mode of non-zero energy at the ordering 

wave-vector (ie. E_ (b3 + 2(2)' This procedure gives: 2v / hpc ~ 1.38TH z. , J ' / h p = 

.0052T Hz and i::l. L / hp = .28T H z . (hp is P lanck's constant; we at t ach t he su bscript 

P, t o d istinguish it from the magnet ic field. We follow t he standard convent ion in the 

neut ron-scattering literature of quot ing frequencies, rat her t han angular frequencies; 

hence they must be multiplied by hp , not h to obtain t he corresponding energies.) 

Given the weak intensity of two of the branches , as shown in F igure 7, t he agreement 

between t heory and experiment is fairly satisfact ory. The main di screpancy is that 

t he second x z branch , E+ (Q + Q2 ) =E2 [See F igure 6b] is only resolved for small OJ. 
where its energy is about 10% lower t han the t heoretical prediction. It is import ant 

to realize th at various effects (such as p erturba t ive corrections from the .x¢ 4-term in 

t he Lagrangian) will renormalize t he dispersion relat ion. It may well be t hat these 

effect s reduce the energy, E2 sufficient ly that it can only be resolved from E3 at 

small Q J... . T he p redict ion of normal spin-wave theory is compared with experiment 

in Figure 8. Here we use J / hp = (1/4)(2v/c) = .345T H z and the same value of 

JI as above. Both theories fit t he y-mode quit e well; indeed they make essentially 

identical predictions. However, conventional spin-wave theory disagrees badly with 

the ob served xz-d ispersion. Of course, there are also renormalizations of spin-wave 
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theory, which can be calculated in a 1/s expansion using the Holstein-Primakov or 

Dyson-Maleev formalism. Is it possible that these might eventually lead to good 

agreement between theory and experiment? 

In fact there is a qualitative feature of the data which conventional spIn-wave 

theory will not be able to capture including arbitrary higher-order corrections. This 

is the striking fact that the energy of the x z-polarized mode observed at 01. = ° 
is at about 2~ times higher energy than that of the upper mode at the ordering 

wave-vector. Spin-wave theory predicts that these two frequencies should be equal. 

Furthermore, this is actually a consequence of a symmetry and thus should survive 

all higher-order corrections. The symmetry argument is most easily understood 

by plotting the xz-mode in the entire paramagnetic Brillouin zone. The observed 

neutron-scattering intensity is then obtained by translating this branch into the 

reduced zone, 0 ~ 0± 02. The paramagnetic reciprocal lattice is shown in Figure 

3. The experimental results shown in Figure 6 correspond to moving along the 

x-axis, Qx = 47r7]/a, shown in Figure 3. Note that a link of the reciprocal lattice 

is a perpindicular bisector of this line, cutting it at 7] = 1/2. This implies that the 

dispersion relation is symmetric about 7] ~ 1 - 7]. The fact that the excitations 

can be defined over the entire paramagnetic Brillouin zone is a consequence of the 

symmetry of the antiferromagnetic groundstate under combined translation by one 

site and rotation by 27r /3. The symmetry 7] ~ 1-7] is a consequence of a symmetry 

of the paramagnetic Brillouin zone. Thus we expect this symmetry to survive all 

higher order corrections. Upon translating the spectrum into the antiferromagnetic 

zone, this symmetry implies that the upper xz branch is symmetric about 7] = 1/6 

and, in particular, implies the equality of the energies of the upper xz-mode at 

(1/3,1/3,1) and the xz-mode at (0,0,1). Any model which predicts a single xz 

branch in the paramagnetic zone, will predict that these energies are equal. [This 
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includes t he alternative models discussed in the appendix.] Thus the observed 

marked difference in t hese energies indicates that there are two different xz branches 

in the p aramagnetic zone , as predicted by the Landau-Ginsburg model. Note that 

this model also obeys the same symmetry. Both xz-branches have t he feature that 

the upper energy (upon t ranslating into the antiferromagnetic zone) a t (1/3,1/3,1) 

is degenerate with the energy at (0,0 ,1). 

RbNiCb is another s = 1 quasi-one-dimensional Heisenberg antifer romagnet with 

properties very similar to those of CsNi Cb. The only importance difference ap

pears to be t hat t he ratio of interchain to intrachain couplings is about 80% higher 

in RbNiCb. So far, only unpolarized neutron scat tering experiments have been re

ported on this compound. 7 They exhibit a dispersion relation very similar to that of 

CsNiCh. Again only a single spin-wave energy is observed near (0,0,1 ). Again t his 

energy is considerably higher than that of t he upper mode at (1/ 3,1/3, 1). How

ever, in this case it is h igher by a factor of approximately 2 rather than 2!. A fi t 

can be obtained to t he Landau-Gin sburg model, t his t ime with 2v/hp c = 1.94T H z, 

J' / hp = .0143 T H z and !:l.L/ hp = .9 T H z , corresponding to a negat ive value of 

!:l.2, perhaps indicative of large renormalization effects due to the interchain cou

pling. The agreement between theory and exp eriment seem s to suffer from the 

same defect as in CsNiCh . See Figure 9 and 10. Branch number 2 of Figure 9 is 

again not observed near (1/3, 1/3,1 ). T he situation near (0,0, 1) is more ambigu

ous since p olar ized experiments have not yet been performed. A single broad peak 

is observed. Since it h as the same shape at two different equivalent wave-vectors, 

if it results from two b ranches t hey must be very close together in energy. Since 

the predicted split ting between y and xz modes is larger in this case, due to the 

increased three-dimensionality, t his is difficult to understand. An a lternative possi

bility is that the observed peak only results from the y- branch. Possibly the higher 
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energy xz branch is too broad to be observable in RbNiCh. If this is the case 

then the spectrum is not qualitatively different than that predicted by conventional 

spin-wave theory. The main quantitative difference is that branch 3 is higher in 

energy than predicted by that theory. This issue could be resolved by polarized 

neutron-scattering experiments. 

Experments have also been reported on the s = 5/2 quasi-one-dimensional anti

ferromagnet, CsMnI3 •
1O This differs in several respects from the other two com

pounds. Apart from having a larger, half-integer spin, it may also exhibit more 

Ising anisotropy; the spins on the Band C sub-lattice (see Figure 1) are measured 

to make an angle of 51 0 with the z-axis rather than 590 as in CsNiCh. It is not 

clear if the Landau-Ginsburg model is ever applicable in the case of half-integer 

spin since the zero temperature phase transition may be in a different universality 

class, even for a cubic lattice. In any event, since the spin is quite large in this 

case, as is the anisotropy, it seems likely that conventional spin-wave theory would 

provide an at least qualitatively reliable description. So far only a single peak has 

been observed near (0,0, 1). Polarized neutron-scattering experiments are needed 

to determine if this peak again contains contributions from two branches. The var

ious other branches predicted by anisotropic spin-wave theory have not yet been 

observed. 

III. RENORMALIZATION GROUP ARGUMENTS 

In this section we apply renormalization group methods to go beyond the Gaussian 

approximation to the Landau-Ginsburg model used in Section 2. We use universality 

arguments to justify the passage from "hard spin" to "soft spin" models. We show 

that the phase transition as a function of interchain coupling, J', is second order 

for a bipartite lattice but first order for a stacked triangular lattice. In the former 
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case we show t hat the longitudinal mode becomes stable at the critical point . We 

verify the conclusions in this case by comparing wi th the large-n limit of the O ( n) 

non-linear a -model. 

It must be emphasized at t he out set that we can deduce exact results (subject to 

generally accepted assumptions) ab out these problems because of the fact that the 

phase transit ion as a function of JI, at zero temperature is in the four-dimens io nal 

universality class. Since t his is the upper critical dimension for the phase t ransit ion 

it is Gaussian, up to logari thm ic corrections. Consequently, conclusions dr awn from 

a weak-coupling analysis of the Landau-Ginsburg model become exact at t he critical 

point . 

We b egin by considering the bipartite latt ice case. As we approach t he crit ical 

point we expect t he correlat ion length to diverge, both along t he chains and also 

for interchain correlations. Thus, we m ay replace t he discrete sum over chains in 

Eq. (2.6) by an integral. Upon rescaling lengths in the basal plane appropriately, 

we obt ain the standard ¢;4 quantum field theory in (3 + 1) space-time dimensions 

with Lagrangian density: 

(3. 1) 

Here ~5 is an effective parameter in this long-wavelength theory which corresponds 

2roughly to ~ - 16J'vs. A crucial point is t hat this model is Lorentz-invariant 

due to the second-order time derivitive. (See the appendix for a review of how this 

second-order term ar ises .] We expect all breaking of Lorentz-invariance to become 

irrelevant near the cri tical point . T he Feynman path-integral formulation of the 

theory is most easily stu died by going to imaginary time (ie. Euclidean space): 

t --t iT . The Euclidean space Lagrangian density is: 
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(3.2) 

Here \74 represent the gradient in the four-dimensional space, and we have absorbed 

the velocity v into a rescaling of the time co-ordinate. This is precisly the standard 

classical Landau-Ginsburg Hamiltonian in 4 (space) dimensions which would be 

used to model a finite-temperature classical magnetic transition. The Feynman 

path integral corresponds to the usual Boltzmann sum. Thus the fact that the 

classical system in four dimension is governed by the Gaussian fixed point applies 

immediately to the quantum system at T = 0 in three dimensions. This result 

is well-known in quantum field theory of course; it is usually referred to as the 

triviality of <jJ4 theory. 

The renormalization group flows 4 are shown in Figure 11. The critical trajectory 

separating broken and unbroken symmetry phases flows into .6~ = A = 0 at long 

length (or time) scales. This is much different than in lower dimensions. In 4 - E 

space-time dimensions the Gaussian (A = 0) fixed point is unstable and the phase 

transition is controlled by a fixed point at Ac of O( E). In three space-time dimensions 

A is expected to be 0(1) at the critical point. Consequently the zero-temperature 

phase transition, as a function of J' is much more trivial than the one that occurs 

as a function of temperature. In the T = 0 case, along the critical trajectory, the 

effective coupling constant is governed by the ,B-function: 

(3.3) 

The solution, at large length scales and small couplings is: 

A(L) ~ A(Lo)/[1 + (11/87r 2 )A(Lo)ln(L/Lo)] (3.4) 
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The coupling constant flows to zero logarithmically slowly, a t large length scales. 

Away from t he crit ical point, this decrease of A ceases at a scale L 9f order the 

correlation length. [See Figure 11.] On t he ordered side we m ay estimate t his scale 

as t he inver se-size of th e order p arameter : La/ L cx< ¢ >. T hus we obt ain the 

universal prediction: 

A(L ) ~ 87r 2 / 111 1n < ¢ > (3.5) I 

as < ¢ >~ O. To lowest non-trivial order in A, the m ass of the longitudinal mode, 

for .6~ < 0 is given by .61 = -2.6~ and its decay rate is given by 

Thus t he width to gap rat io is: r L/ ~L = )"/327r. T he renormalization group 

predict ion can be obt ained from this by simply r eplacing).. by ).. (L), the effe ctive 

coupling constant at scale L. (The anomalous dimension factors which normally 

arise cancel between .6L an d AL .) Hence: 

The longitudinal mode b ecomes infinitely stable at t he critical point. We note 

that s zz contains a tw'O-magnon continuum starting at zero energy, as well as the 

longitudinal mode. The strength of this two-magnon contribut ion vanish es as the 

critical point is approached. T his means that the spin Green's function, expressed as 

a function of the invariant m omentum p2 == E 2 - v 2 jP , h as both a cut on the p ositive 

p2 axis beginning at p2 = 0 and a pole d isplaced off the axis at p2 ~ .6'i + 2i.6L r. 
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As we approach the critical point the intensity of the cut goes to zero and the pole 

approaches the origin along a trajectory which approaches the real axis. We give 

an explicit example of this behavior below, using the large-n limit. 

So far, we have only discussed the Landau-Ginsburg model in this section. How

ever, by universality, we expect these arguments to be much more general. The 

Gaussian fixed point is expected to be the universal stable fixed point governing 

the symmetry-breaking phase transition SO(3) -+ SO(2) in four space-time dimen

sions. Essentially any model which undergoes such a phase transition is expected to 

flow to the zero-coupling Landau-Ginsburg fixed point under renormalization. This 

should be true, for example, of the non-linear a-model. Formally, this is obtained 

from the Landau-Ginsburg model by taking .6.~ -+ -00 with .6.~/A held fixed. In 

this limit ¢2 == 1; longitudinal fluctuations have infinite mass. However, if we as

sume that the renormalization group flows shown in Figure 11 extend all the way to 

infinity, then we conclude that the non-linear a-model renormalizes from A == 00 all 

the way to A = 0 at the cri tical point. This flow is noted schematically in Figure II. 

This implies that the Landau-Ginsburg model should be better than the non-linear 

a-model for describing the physics close to the critical point. We expect that the 

quantum Heisenberg model, which is the starting point or microscopic model for 

the study of quantum spin systems, will also be attracted to the Gaussian fixed 

point. 

An instructive illustration of the above discussion is provided by the large-n limits 

of both Landau-Ginsburg and non-linear a-models. We briefly review this limit, 

following the notation and approach of Ref. (11). The starting point is to generalize 

the 3-component vector, ¢, to n components, and then let n -+ 00. The four

dimensional Langrangian is written exactly as in Eq. (3.1) except that we replace 

the coupling constant A by A/n in order to have a smooth large-n limit. The non

27 



linear a-model is obtained by t aking the limit ~5 -t - 00 with < <P >2= -n~5/ '\ = 
n/ 9 h eld fixed. In this lim it longitudinal flu ctua tions of ¢ 

~ 

are frozen, at short 

wavelengths , so i ob eys t he constraint i2 = n/ g. The parameter 9 is t he coupling 

const ant of the non-linear O"-model. (T he model is oft en written in terms of a 

rescaled field , so that t he const raint b ecomes ¢2 = 1 and a fact or of n / 9 appears 

in fron t of t he derivitive terms in t he Lagrangian.) A convenient way of dealing 

with t he large-n lim it is t o int roduce an au xiliary field, X(x ) in terms of which the 

(Euclidean space) Lagr angian is rewrit t en: 

£. = (1/ 2)\7 4¢' \74¢ + nx2 / 2'\ + (iX/2)( 1¢1 2 + n~~ / '\ ) (3.8) 

Upon doing the Gaussian integration over t he auxiliary field X in t he path integral, 

we obt ain t he original Lagrangian. Note th at in the non-linear a-model limit, the 

t erm in L quadratic in X vanishes so t he effect of t he X integra t ion is t o impose the 

local const raint ¢2 = -n~5/ '\. The next step is to integrate over t he fields ¢ in the 

path integral. This can be done exactly since they now appear only quadrat ically 

in L. Because there are n </> fields, t he result ing trace-log t erm h as a prefactor, 

n. In order t o study t he p ossibility of spontaneous symmetry breaking in which 

< <I> ># 0, it is convenient to integrate only over n - 1 of the </>- fields and leave </>1 

in the act ion so t hat it m ay obtain an expect a t ion value . T he resulting effe ctive 

action becomes: 

(3 .9) 

We now look for a saddle-point configuration in which the fields </>1 and X are 

const ant and expand the functional int egral in p owers of the fluctuations away 
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from the saddle-point. It can be easily seen that this gives a series in l/n. The 

saddle-point configuration is of two possible types depending on the values of A 

and ~ 2 (or 9 in the a-model limit). In the broken-symmetry phase, ~hich we are 

interested in here, < X >= 0 and < <PI ># 0 at the saddle point. The value of 

< <PI > is determined by setting to zero as/aX. This gives the equation, in t he 

large-n limit: 

(3.10) 


We must impose an ultra-violet cut-off, A on the momentum integral (effectively 

given by the lattice spacing and the exchange energy, J, in the quantum spin prob

lem), so the above integral gives A2/167r2. We see that a solution exists (ie. the 

system is in the broken symmetry phase) provided that -~~/A > A2/167r2 (or 

l/g> A2/167r2 in the a-model limit.) We now expand the action to quadratic order 

in the fluctuations around the saddle-point, writing <PI =< <P > +<PL. The term 

quadratic in X involves the integral: 

(3.11 ) 


For momenta much less than the cut-off, B(p2) ~ (1/327r 2)[1+1nA2/( _p2)]. Here we 

have made the analytic continuation back to real time and p2 = E2 - iP. Rescaling 

X by a factor of yn, the quadractic part of the action, written in momentum space, 

in matrix form, becomes: 

(3.12) 

Here (<p > is given by Eq. (3.10). The propagator (ie. the Fourier transform of the 
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time-ordered Green's func tion) is given by the inverse of the matrix appearing in 

S. T hus in particular the <PL propagator is given by: 

In the non-linear a-model limit this takes the sim pler form: 

(3.14) 

The real part of D gives the 11 component of the neutron scat tering cross-section, 

< S I S I >. This illust rates all t he general features expected from t he renormal

ization group arguments. First focus on the weak-coupling limit of the Landau-

Ginsburg model, assuming 1/ ,,\ » (1/327r2)ln(A 2/ < <P >2). We see t hat D( p2) 

h as a pole given approximately by p2 :::::: A < ¢ >2:::::: .6.'i . The pole is actually dis

placed slightly off the real axis since In( _p2 ) has an imaginary part for positive p2. 

T hus, at the pole, 

(3.15) 

The posi tion of the pole can be written as .6.'i + 2i.6.L r, where r is t he decay rate. 

Thus we find: 

(3.16) 

This agrees with Eq. (3.6) up to a factor of 2 which ar ises from rescaling A and 

making the large-n approximation. A better approximation to r is obtained by 

making t he replacement: 
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(3.17) 


in Eq. (3.16) , with 6L determined by: 

(3.18) 

We see that Eq. (3.16) will be approximately correct with these replacements 

whenever AeJJ « 327T. 

AeJJ is just the effective coupling constant determined from the renormalization 

group (in the large-n limit) evaluated at the scale 6L. We see that , for 61 < < A2 

the effective coupling becomes small , even if the bare coupling is not. In fact this 

remains true even in the non-linear a-model limit, where the bare coupling is infinite. 

In this case Eq. (3.17) reduces to: 

(3.19) 

Thus we see explicitly, in the large-n limit, that the non-linear a-model becomes 

equivalent to the Landau-Ginsburg model with a small coupling constant, near the 

critical point where < ¢ >2 and 61 vanish. Up to a In in term we may replace ~I 

by < ¢ >2 inside the logarithm. 

We also see from Eq. (3.13) and (3.14) that, for Ip21 « .6.1, the propagator has 

a cut: 

(3.20) 

This arises from the two-Goldstone boson intermediate state. Thus t he real part 
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of D , which gives the neutron-scat tering cross-section, has a constant part at small 

posit ive p2 coming from the two-magnon contribution and then a resonance at 

p2 ~ - .6.1from the longit udinal mode. As < cP >2---+ 0 the resonance moves down to 

p2 = 0, and right at the cri tical point the propagator reduces to D(p2) ---+ i /(p2+i E); 

the real part collapses to a 8-function at p2 = o. Close to the critical point most of 

the integrated intensity comes from the resonance, not the cut. 

We now turn to the t riangular latti ce case. It is important to realize that the order-

disorder phase transition is in a different universality class than in t he bipart ite case. 

This follows from the fact that there is an unbroken SO(2 ) symmetry in the N eel 

state on a bipart ite lat t ice (rotation of the spins about the unique ordering axis) 

but not in the triangular lattice where the ordered state involves three different 

axes making angles of 27r / 3 wi t h respect to each other, as shown in F igure 1. Now 

taking t he continuum limit of the three-dimensional Landau-Ginsburg model , we 

must introduce three fi elds, ii, i = 1,2, 3 labelling the three inequivalent sub-lattices 

in the basal plane. The quadratic part of the potential energy is of the form: 

3 

V2 = I:(~2/2v) l ¢i I 2 + 12J'8( ¢1 . ¢2 + ¢2 . ¢3 + ¢3 . ¢1) (3.21) 
i= l 

It is now convenient to change variables to: 

¢a = (2¢1 - ¢2 - ¢3)/V6 (3.22) 

¢b = (¢2 - ¢3) /Vi (3. 23) 

ic = (i1 + ¢2 + i 3)/V3 (3.24) 

This diagonalizes the quadrat ic t erms giving: 

(3.25) 
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We see that as we increase J', the a and b modes eventually become gapless whereas 

the c mode gets a larger gap. ie is the ferromagnetic order parame~er; its gap 

vanishes if J' is sufficiently large and negative. Since we are interested in the anti

ferromagnetic case, we may simply drop the massive mode, ie, from the low-energy 

theory. The two remaining modes, ia and ib, can be combined into a complex 

three-vector field: 

(3.26) 

..... 
The original spin operators are related to <I> by: 

(3.27) 

where Q2 is the ordering wave-vector projected onto the basal plane, given in Eq. 

(2.28). The complete Landau-Ginsburg model may be rewritten in terms of <I? (after 

eliminating ie) as: 

(3.28) 

Here ~~ is an effective renormalized gap parameter, as before. The two coupling 

constants, )1} and A2 are determined by the original single coupling constant, A. 

To lowest order in A, they have the values, Al = 4A/3, A2 = 2A/3. They are both 

positive, resulting in an ordered state with Re <P 1.. 1m <P. This gives the expected 

27r /3 structure, from Eq. (3.27). Higher order corrections to the Lagrangian are 

obtained from integrating out ie. However, these only produce corrections to ~~, 

Al and A2 together with terms of higher order in derivitives or in powers of the 

33 



..... ..... 
fields. This follows from the discrete symmetry: 4>1 4>1 , which 

27ricorresponds to ~ ~ e- / 3$. This symmet ry forbids any other non-derivitive 

quadratic or quartic terms. [Note that this Z3 symmet ry is actually en larged to a 

U(l ) symmetry in the Landau-Ginsburg model. Only by keeping sixth order terms 

in [, is t he symmetry reduced to the Z3 subgroup .] Thus the effective Landau

Ginsbu rg Lagrangian density must have the form of Eq. (3.28) with some effect ive 

parameters, .6.5 , All A2' The jJ-function has b een calculated for t his m odel: 5 

d)..11 dlnL = -(1/167r2)(7)..i + 4 )..1)..2 + 4)..;) + O( )..3 ) (3.29) 

d)..2 / d1nL = -(1/ 167r2 )(6)..1)..2 + 3)"~ ) + o()..3 ) (3.30) 

The resulting renormalizat ion group flows are shown in Figure 12. Note that only 

the line )..2 = 0 flows to the origin in coupling const ant space. Otherwise all t ra

jectories flow to )..1 = - 00 , )..2 = ±oo. T hus we see that t he Gaussian fixed point 

is not stable, for this phase t ransit ion, in four space-time dimensions. The usual 

interpretation of this kind of renormalization group flow is that t he phase transit ion 

is driven first-order by fluctuations. This is signified by t he negat ive value of ).. 1 

upon renorm alizat ion. Including positive li l6 terms for stability, we find a first or

der ph ase t ransition in Landau t heory. There has been some controversy lately over 

the cor responding p hase transition in three dimens ions, which would correspond to 

the finite-temperatu re transit ion in CsNi Cb . It may be first or second order. How

ever , in four dimensions there seems to be no question; the Gaussian fixed point is 

unstable so the t ransition is expected to be first order. 

W hat does this imply about the longitudinal mode? We should expect th at as the 

interchain coupling, J' , is decreased in the ordered phase, the sub-lattice magneti

zat ion will decrease smoothly for a while, b ut eventually will m ake a discont inuous 
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drop to zero at J~. Correspondingly, we expect that the mass of the longitudinal 

mode will decrease smoothly before dropping abruptly to zero. It also seems plausi

ble that the effective coupling constants will at first decrease, before the first order 

transition point is reached. Thus we might expect the width to mass ratio of the lon

gitudinal mode to decrease with increasing J'. Of course, this ratio will never reach 

zero; before this happens the transition to the disordered phase will occur. The 

value of this ratio at the first-order transition point, J~, is non-universal. Whether 

or not the longitudinal mode will ever be observable in a stacked triangular system 

is an empirical question. As we have tried to argue in Section II, the experimental 

evidence in CsNiCb suggests that it has been. 

IV. NEUTRON-SCATTERING IN A FINITE FIELD 

In this section we consider the effect of a magnetic field on the magnon dis

persion relation in the ordered phase, for the case of a stacked triangular lattice 

antiferromagnet. 12 We first present the result of conventional spin-wave theory. (As 

far as we know, this simple result has not been published before in its entirety.) We 

then present the analagous result using the Landau-Ginsburg model; ie. including 

the longitudinal mode. Some comparison is then made with finite-field neutron

scattering experiments on CsNiCb6 
. Finite field effects in the disordered phase 

of Haldane gap antiferromagnets have been discussed elsewhere. 13 In the case un

der consideration here, where crystal field (or exchange) anistropy can be ignored 

and the Zeeman energy is smaller than the Haldane gap, the result is extremely 

simple. The Haldane triplet simply undergoes a Zeeman splitting with energies 

~, ~ ± gl-lBh, where h is the magnetic field. As we have emphasized above, in 

the Landau-Ginsburg model we go smoothly from disordered to ordered phases by 

varying the interchain coupling. (However the transition is driven first order by 
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fluctuat ions in the stacked t riangular latt ice case .) This remains true when a m ag

netic field is included, with the field lowering J~. Thus, in weak fields, for J' only 

slight ly bigger than J~ t he Landau-Ginsburg model predicts behavior much dif

ferent than does conventional spin-wave t heory. This behavior goes over smoothly 

into the simple Zeeman-spli t ting of the disordered phase as Jl -+ J~ . The fini te-field 

experiments provide evidence for such an effect in CsNiCh. 

Following the experimental set-up, the spins are ordered in the xz plane (at h ~ 

0), as in Figure 1 and the magnetic field, h, is applied along the y-axis . We fir st 

consider the classical problem, regarding each spin as a classical vector , of length 

s. This gives the starting point for standard spin-wave theory. (Note that t his 

is not quite the same as the classical limit of the Landau-Ginsburg m odel because 

that model is developped in terms of the staggered magnet izat ion.) Classically, each 

spin cants in the y-di rect ion by the angle e, without changing its orientat ion in the 

xz-plane. T he classical energy per spin is: 

E / N = -2Js2cos2() - 9j1.B hs sin () + 6J's2 (1 _3C~S2()) 

Minimizing E with respect to B gives: 

. e gfJ-Bh
SIn = --...;........- -- ( 4.1 )


s(8J + 18J') 

We note that for CsNi Cb, J / hp ~ .345TH z, so, for the maximum field of 6T used 

in the experiment, sine ~ .06 . 

To calculate the dispersion relation using convent ion al spin-wave theory, we ex

pand around the classical groundst ate, calculated above, to quadratic order in 

magnon creation and annihilation operators. T he calculat ion can be considerably 

simplified by the observation that , as in the zero-field case, the classical groundstate 

36 



is invariant under translation by one site together with a rotation by 211"/3 in the 

xz-plane. (This symmetry is not destroyed by canting.) For zero canting, the spin 

operators on the A sublat tice (see Figure 1) are expanded as: 

Sa = (~(at + a), i~(at - a), s - ata) ( 4.2) 

This is the correct representation when the spIn points in the z-direction in the 

classical approximation. Here a (at) annihilates (creates) a boson. To obtain the 

correct representation on the six different sub-lattices, in the presence of canting, we 

simply rotate So by the rotation matrix which produces the correct classical state 

from the one where the spin points in the z direction. The needed rotation matrices 

are: R I , the cant (rotation by -8 about the x-axis), R2 a rotation by - ~ about 

the y axis, and R3 a rotation by 11" about the y axis. The needed representation on 

the six different sublattices, shown in Figure 1 is: 

- -0
SA=RISI 


SB =R2 S
A 

- 2Sc =R2 S A 

SD=R3SA 

SE=R3SB 

SF=R3 SC 

The Hamiltonian may now be written in the fully translationally invariant form: 

(4.3) 

where the ~'s are the lattice vectors defined in Eq. (2.22) for i = 1,2,3 and ~ a3, 
defined in Eq. (2.21). A and B are real matrices. 
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- ! -~ ~)
A = RfR2R l = il;inO cos'lfJ _ si~2 0 35m ~ eosO 

( 

2 2 2 

_ D	 eose 3 sin 0 eosO sin2B_ eos2e 
2 2 2 

-1 0 0)

B = RfR3Rl = 0 cos2B sin 2B( osin 2B -cos2B 

Note that, while B is symmetric, A is not. Thus t he Hamiltonian of Eq. (4.3) is 

not invariant under reflect ions in the basal plane. We now Fourier transform. Since 

the Hamilton ian of Eq. (4.3 ) has t he full latt ice translation symmetry, we may 

introduce Fourier modes in the full paramagnetic Brillouin zone. The quadratic 

terms in H become: 

H2 = ~ { [4J s cos 2 (1 - 4J s sin2 (1 cos( cQ, / 2) + 9PB h sin (I + 12J's (
3 c~s2(1 - 1) 

+ J'sf(Q.d (1 - 3 sin2(1) ]a6aQ 
2	 2- [2JS cos (1 cos ( cQz/2) + ~J's cos (1 f( Q.L )] (a6a~Q + aQa_Q)} (4.4) 

I (Q1. ) is defined in Eq. (2 .40). We now diagonalize H2 by a Bogliub ov t ransforma

tion, giving the dispersion relation: 

E 2(Q) = [4 Js (1- sin2Bcos(cQz / 2)) + J 's (6 + f (Q1. ) - 3sin2Bf (Q1.) ) f 

- [4Js cos2Bcos(cQz/2 ) + 3J'scos '2f) f( Q1-)] 
2 

(4 .5 ) 

Defining Eo( Q) to b e t he zero field energy: 

th is can be conveniently rewrit ten as: 
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(4.6) 


where 

c( Q) == 32J2 (COS 2 ( cQz/2) - cos(cQz/2)) +8JJ' (5cos( cQz/2) f( Q.1) - 3f( Q.1) - 6cos( cQz /2)) 

+12J,2 (f(Q.1 )2 
- 3f (Q.1 ) ) (4.7) 

Taking into account the rotating reference frame implicit in the definition of the ai's, 

we find a single branch of magnons with y-polarization and two with xz-polarization: 

Ey(Q) =E(Q) (4.8) 

E xz±(Q) = E( Q± Qo) (4.9) 

Note that, in zero field, Eo( Q) vanishes at Q= 0 and also at the twelve corners of 

the paramagnetic Brillouin zone. (See Figure 3.) Consequently, Ey and Exz± each 

vanish at one inequivalent wave-vector in the antiferromagnetic zone. These are 

the three Goldstone modes corresponding to the complete breaking of rotational 

symmetry. Ey and Exz- vanish in zero field at (Ql, Q2, Q3) = (1/3,1/3,1), the 

ordering wave-vector. [See figures 6a and 8.] At non-zero field, E( Q) only vanishes 

at Q = 0 since c( Q) vanishes at Q = 0 but not at the corners of the parmagnetic 

zone. Thus only Exz- vanishes at the ordering wave-vector. This corresponds to 

the fact that, classically, rotations of the canted spin configuration in the x z-plane 

costs zero energy but any rotation involving a change in the y-components of the 

spins costs energy. In fact, c(Q) is relatively small, of O(J'J) whenever Qz = o. 

39 



Consequent ly the change in t he energies of the xz modes for fields less than 6T in 

CsNiCh is negligible for all wave-vectors considered in this paper. Only the y-mode 

is significantly effected by a 6T field, and that effect is it self rather small except 

near t he ordering wave-vect or . The y-mode dispersion relation at fields of 0 and 6T 

is shown in Figure 13. We do not show t he xz-dispersion relation at 6T b ecause, 

to the naked eye, it is indistinguishible from the zero field result in Figure 8. 

Note t hat t his field-dependence, predic ted by spin-wave theory, is completely 

different than that wh ich occurs in t he disordered phase. In this case, for the field 

applied along t he y-axis, t he y-mode, which has SY = 0 is completely unaffected by 

the field and the xz-modes, which have SY = ± 1 have a Zeeman splitting ± gf1B h . 

Let u s now consider the experimental field dependence at (0,0, 1) , (. 1,.1, 1) 

and (.39, .39,1 ) shown by the circles in Figures 14-19. Note that the y-mode is 

quite weakly affected by the field , and its field-dependence is quite well-predicted 

by conventional spin-wave theory. However, the xz-mode shows a st ronger field 

dependence than the y-mode and is not at all described by conventional spin-wave 

theory which predicts essentially field-independent frequencies. Remarkably, the 

experimental behavior is much better fit by t he disordered phase behavior than by 

spin-wave t heory, despite t he fac t t hat the system is in the ordered phase . . Since 

the Landau-Ginsburg model interpolates smoothly b etween spin-wave t heory and 

the disordered phase b ehavior, we might expect it to give a good description of this 

behavior. 

We now consider magnetic field-dependence in the Landau-Ginsburg model. T he 

Lagrangian is obtained from Eq. (2. 3) by the replacement: 

(4.1 0) 
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--+ 

We must first recalculate < ¢ > in the presence of the field. Assuming a unI

form value of i on each sub-lattice of chains, we obtain the potential energy per 

antiferromagnetic unit cell: 

Choosing the magnetic field to lie along the y-axIs, we see that the minimizing 

configuration for the ii's is still the 27r /3 structure in the xz-plane, but with a 

different magnitude of i. This might seem to contradict the classical result discussed 

above which involved a canting of the spins in the y-direction. However, there is 

no contradiction because this canting is uniform along the chains . Thus it does not 

show up in i, the staggered magnetization but only in 

(4.12) 

Assuming the 27r /3 structure, the potential energy per chain per unit length becomes: 

(4.13) 

Note that the applied field decreases the effective ~2 and favours the ordered phase. 

The sub-lattice magnetization is given by: 

(4.14 ) 

This sensitive dependence of the sub-lattice magnetization on external field leads 

to a strong field-dependence of magnon energies. 
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To calculate t he dispersion relation , we introduce the same rotat ing co-ordinat e 

system and modes as in E qs. (2.33,2.34) and expand t he Lagrangian t o quadratic 

order . The terms quadratic in the y-mode, 1>2 are exactly the same as previously, 

Eq. (2.35), except t hat the value of < ¢ > has changed, n ow being given by Eq. 

(4.14). On t he other hand, the terms quadrat ic in transverse and longit udinal xz

modes, 1>1 and 1>L are the same as previously, E q. (2.37) (expressed in terms of the 

new value of < ¢ » plus the addi t ional t erms: 

(4. 15 ) 

At this point we Fourier transform with respect t o space and t ime. T he energy of 

the y- mode is given by : 

(4. 16) 

This is the same result as obtained from convention al spin-wave theory, Eq.( 4.6 ), 

for small Qz - 27r / c and J' . The agreement with exper iment , shown in F igures 

14-16 , is quite good. T he classical equations of motion mix t he transverse and 

longit udinal xz-modes as before. T he classical frequencies are now given by the 

vanishing determinant condition: 

- E 2 + v 2Q; + 8J'sv /(3 - f)c -2ig/-lB hE - 8V3i J'svj/c 1 

I 
2ig/-lBhE + 8V3iJISV} /C _ E2 + v 2Q; + 8J'sv( 3 - f )/c + ~'i + 2(g /-l Bh )2 = 0 

(4.17) 

This gives a quartic equation in E wit h four real solutions of both signs. Since 

j (- Ql. ) = -}(O1. ), the classi cal solutions at wave-vector -Q are -1 times the 
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-
solutions at wave-vector Q. At the quantum mechanical level, it can be seen that 

the magnon energies are given by the absolute values of all four classical frequencies, 

at each wave-vector. The doubling of the number of solutions occurs because th e 

modes at Q and -Q are mixed. The same wave-vector shift occurs, due to the 

rotating reference frame as at zero field. Thus there is a single y-mode and, in 

general, eight xz-modes given by the absolute value of the four solutions of Eq. 

(4.17) shifted in wave-vector by ±Q2, defined in Eq. (2.28). The xz-frequencies 

are quite strongly field dependent, due to the field-dependence of < cP >, unlike in 

conventional spin-wave theory where the field dependence of xz-modes is minute. 

The field dependence at wave-vector (0,0,1) of the xz-modes is shown in Figure 

17. There are only four independent xz branches at this wave-vector. They display 

behavior reminiscent of Zeeman splitting, as expected, and as observed experi

mentally. There is some experimental evidence that the single zero-field x z peak is 

actually split into two with frequencies of about .42THz and .58THz. However, due 

to the low beam intensity in this polarized inelastic neutron scattering experiment, 

the apparent double peak structure may not be statistically significant. [See Figure 

3a of Ref. (8)]. Higher-intensity experiments are needed to resolve this issue. If 

this splitting is really present, it is probably a result of crystal-field anistropy. Such 

anistropy can be included in the Landau-Ginsburg model. We expect it to split the 

upper zero field xz peak into two components. [It also mixes xz and y modes.] We 

also show the experimental results and theoretical predictions for xz-polarization 

at wave-vectors (.1, .1, 1) and (.39, .39, 1), in Figures 18 and 19. The non-zero field-

dependence of xz-polarized branches disagrees badly with conventional spin-wave 

theory which predicts an essentially field-independent spectrum given in Figure 8. 

It is more difficult to say how well it agrees with the Landau-Ginsburg model be

cause we have not yet calculated the intensity or width of the branches at finite 
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field and because of t he low intensity and resolut ion of the experiments. At (0,0, 1) 

and (.1 , .1, 1) we expect that lower branches to be of very low intensity at small 

fields. The Zeeman-like behavior of the upper branches is in at least rough agree

ment wit h experiment . Note that at (.39, .39, 1), near the ordering wave-vector, 

the lowest, Goldstone, x z -branch is essentially field- independent , whereas the next 

lowest branch is spli t into two by the field. 

v . CONCLUSIONS 

We may summanze the agreement between t heory and experiment as follows. 

In CsNiCb, the y-polarized spin-wave spectrum is in good agreement wi th both 

theories, which m ake essent ially t he same prediction. The xz-polarized spin-wave 

sp ect rum disagrees b adly wit h conventional spin-wave theory. In particular we have 

ident ified two qu alitative features which are missed by th is theory: the large rat io 

of frequencies of the upper mode at (0,0, 1) and (1/3, 1/3,1) and the strong fie ld

dependence. It is more diffi cult to estimate the agreement between the Landau

Ginsburg model and experiment for xz-polarized modes. Cert ain qualit a tive fea

tures are well-explained: the existence of a mode near (0 , 0, 1) which is nearly 

degenerate with the y-mode and about 2 ~ t imes h igher than the upper mode 

at (1/3,1/3,1); strong field-dependence which is Zeem an-like near (0, 0,1 ). T he 

most serious discrepency is probably the none-observation, near (1/ 3,1/3, 1), of 

xz-branch number 2, shown in F igure 6b, predicted at a frequency of .28T H z and 

an intensity of about 1/3 t hat of branch number 3 at .1ST Hz. High intensity and 

resolut ion experiments h ave so far failed to discover t his mode. 14 However, we can 

argue with some confidence that it must be t here since it is the continuation of 

t he upper branch which is observed near (0, 0, 1). It seems quite likely that its en

ergy is renorrnalized downward so that it cannot be resolved from branch 3, near 
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(1/3,1/3,1). This hypothesis could be checked by measuring intensities. Another 

fact to keep in mind is that the upper branches are in general of finite width. These 

widths have so far not been calculated; in particular we do not know their wave

vector dependences. Possibly the second branch becomes unobservably broad near 

(1/3,1/3,1). 

The number of so far unobserved modes becomes much higher at finite field. Thus 

higher intensity and resolution finite-field experiments may provide a more definitive 

test of the Landau-Ginsburg model. 

As we have emphasized, the spin-wave spectrum of the Landau-Ginsburg model 

goes over smoothly from the ordered to disordered phase (ignoring fluctuation effects 

which drive the transition first-order for a stacked triangular lattice.) Thus certain 

features of the experimental data, taken in the ordered phase, which are reminiscent 

of the behavior of the disordered phase, are explained naturally by the Landau

Ginsburg model. These features include the fact that the xz-modes are nearly 

degenerate with the y-mode near (0,0,1) and the fact that these three modes exhibit 

a Zeeman-like field-dependence. These features are approximately reproduced by 

the Landau-Ginsburg model with the choice of parameters we have made. There 

is some indication that CsNiCb is exhibiting behavior near (0,0,1) which is even 

more like the disordered phase than that of the Landau-Ginsburg model with these 

parameters. It is quite possible that higher-order corrections to the model might 

reproduce this; ie. these might give an effective ~L which depends on wave-vector 

and might by smaller near (0,0,1) than near the ordering wave-vector. 

A major experimental issue which needs to be resolved is whether the xz-mode at 

(0,0,1) is split into two components even in zero field. The experimental situation 

presently seems ambiguous. If so, this presumably represents an effect of the Ising

anisotropy. 
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The situation is RbNiCh remaIns more ambiguous p ending polarized neutron

scat tering experiments. We do not know whether a portion of branch 2 lies inside 

the peak observed at (0, 0, 1). It is possible that this peak contains only the y

mode and that branches 1 and 2 are at higher energy and may be too broad to b e 

observable. 

Another type of theoretical predict ion that we have made involves the dependence 

on interchain coupling. We have predicted a first -order transi tion for a st acked 

triangular lat tice but second-order for a tet ragonal la ttice. If a material could 

be found with an interchain to int rachain coupling ratio very close to the critical 

value, then it might be possible to study t he t ransition by applying pressure to t he 

sample. One could search for such a m aterial by looking for ordered systems with 

very small ant iferromagnetic moment s. We note that, in the triangular case where 

the t ransit ion is first order, the moment would decrease, up on decreasing the ratio, 

to some limiting non-zero value, before dropping discont inuously to zero. Since t his 

limi t ing value is not known, it is d ifficu lt t o estimate how close CsNiCb is to the 

phase t ransition. 

We would like to thank Dan Arovas, Bill Buyers, Matthew Fisher, 1( . I(akurai, 

Lon Rosen, Michael Steiner and Zin Tun for useful questions, discussions and sug

gestions. 

APPENDIX A: FORM OF THE LAGRANG IAN 

An alternative Lagrangian was proposed recently8 for quasi-one-dimensional an

tiferromagnets which also contains longitudinal fluctuations , but gives a rather dif

ferent spin-wave spectrum. T he purpose of this appendix is to compare the two 

approaches and justify the form of the Lagrangian used here. 

The path-integral formulation of a single quantu m spin is wri tten In terms of 
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a unit vector, S(t) with an action S = sA[S(t)] - f dtH[sS(t)], where A is the 

oriented area swept out on the unit sphere by the closed path S(t), and H(sS) is 

the Hamiltonian. I5 [See Figure 20.] There is a 47r ambiguity in the choice of area, A, 

but the weight, e iS in the path-integral is single-valued since s must be an integer or 

half-integer. The equations of motion are derived by varying the action with respect 

to an infinitesimal change in the path S(t) --* S(t) + {;S(t). Using [See Figure 21.]: 

{; A = Jdt {; S . [S X as j at] (AI) 

we obtain the Euler-Lagrange equation: 

saS(t)/at = -S(t) X aHjaS(t) (A2) 

For a lattice of coupled quantum spins with Hamiltonian of the general form: 

(A3) 
t,) 

this gives the first order classical equation: 

ast·/Bt -- -s'"'6 J. ·S·t X S· (A4)I) ) 

) 

Note that this is the classical torque equation. The continuum limit is obtained, 

for an antiferromagnet, by keeping only long-wavelength fluctuations of the uniform 

and staggered magnetisation density, rand s¢ respectively. Ie. we approximate: 

(A5) 
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where we obtain a plus or minus sign for the two sub-lat tices, and we h ave again set 

the lattice spacing to one. For a stacked triangular lat t ice i labels distance along 

the chain. Note t hat Jdx f( x) is t he total conserved spin and s¢ is the N eel order 

parameter. In the large-s limit, we expect f and i to both be of 0(1 ). Assuming 

that f and ¢ vary slowly, the unit-vector constraint on Si, becomes: 

j2 = 1 - r / s 2 ~ 1 

¢. /=0 (6) 

We substitute this form , Equation (A5) into the action, assuming t hat both fi elds, 

f and ;j vary slowly over one lat t ice spacing . Noting that A[S (t)] is odd under 

.5(t ) ~ - .5(t ), we see that t he leading term cancels between neighboring sites. 
- .... 

There is a correction, of O( 1/s) which couples I and ¢ : 

(A 7) 

In general, it is also im portant to keep t he the other correct ion which is a triple 

product of i, ai/at and ai /ax. This gives t he topological term in the non-linear 

a-model in (1 + 1) dimensions. However, for integer-s this term has no effect. T he 

one-dimensional Heisenberg Hamiltonian is also rewrit ten in terms of f and ¢: 

L2Js2 .5i · 5j ~ S2 Jdx[- l + (1/2)(di/dx )2 + 2r /s2] 
I 

= v Jdx[(g /2) r + (1/29)( di/ dx ? ] + constant (8) 

with v = 4J sand 9 = 2/s. Including the t ime-derivi t ive term , we obtain the 

Lagrangian in the form: 
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L = Jdx[f. (i x ai/at) - (vg /2)r - (v /2g)(ai/ax )2] (A9) 

Note that written in this form, the Lagrangian contains only a first time-derivitive. 

If we replace i by < i > in the time-derivitive term then it becomes identical 

to the one used in Ref. (7) in the long wavelength approximation. To obtain the 
..... 

second-order time-derivitive term of Eq. (2.3) we simply eliminate i, using the 

Euler-Lagrange equation: 

(AIO) 

This is equivalent to integrating out fin the path-integral where it appear quadrat

ically. This gives a new term in L1 of the form: 

..... ..... 2 

Lkinetic = (1/2vg)(¢ x a¢/at) (All) 

Finally, using the large-s result lil 2 = 1, we may replace 

(A12) 

Thus we see that the first and second-order time-derivitive forms of the Lagrangian 

are actually equivalent. The difference between the results of the present approach, 

and those of Ref. (8) lies in the passage from hard to soft spins. The approach 

that we have taken consists of beginning with the Lagrangian in second-order form, 

Eq. (2.3) and then relaxing the constraint of the field i and introducing a phe

nomological potential energy with quadratic and quartic terms. The approach of 
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Ref. (8 ) amounts to b eginning with the Lagrangian in first order form, Eq. (A9) 

and then following the same steps (the constraint f. i = 0 also being relaxed). We 

may st ill elimina te f after removing the constraint . However, t he kinet ic term is 

now (1/2v g)(i x ai l at) 2 rather t han (1/ 2vg)(a:$l at )2. T hese two form s are no 

longer equivalent with t he constraint removed. If we replace i by < i > in t he 

kinetic term then we obt ain the term t hat is effect ively used in R eference (8). This 

alternat ive form of t he Lagrangian cont ains, to quadrat ic order, no time derivitives 

of the longi tudinal component of <p. Consequently t he Euler-Lagrange equation 

8LI8<p L = 0 becomes a constraint equation. For a standard Neel state it simply 

imposes the con straint <PL = 0, but in the t riangular lattice case where the La

grangian contains cross- terms between longi t udinal and transverse components of 

¢ the constrain t det ermines the longitudinal component of <P to be proport ional 

to the transverse p art. Thus the number of excit a t ions is not increased relative 

to ordinary spin-wave theory; there is no extra b ranch. However the mixing in of 

the longitudinal component with t he t ransverse ones can substant ially modify t he 

dispersion relation and intensities. 

Which of t hese approaches is correct? We present arguments here in favour of the 

approach u sed in t his paper. First of all, as discussed in Section 3, the passage from 

hard-spin to soft-spin models can be accomplished using the large-n limi t of the 

O( n) non-linear a -model. Using this approach the kinetic energy has the (ailat)2 

form. Indeed, a Lagrangian density of t he form: 

£, = (1 /2v)( ¢ x a¢1 at)2 - (v 12)( ailax)2 + ... (A13) 

is not Lorentz invariant. The spin-wave velocity is no longer v but is rather given 

by v I < <p >. Thus as we decrease the interchain coupling the velocity increases 
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and would actually diverge at the critical point in the N eel case. The disordered 

phase would not contain harmonic magnon excitations. If we begin with a Lorentz

invariant hard-spin long-wavelength theory, such as the non-linear a--model then we 

should expect that whatever renormalization processes produce an effective soft-spin 

model should preserve the Lorentz invariance, and hence not change the spin-wave 

velocity. Including small breaking of Lorentz-invariance some renormalization of 

the spin-wave velocity would occur but there is no reason to expect it to diverge at 

the critical point. A possible solution to this problem might be to also modify the 

spatial derivitive term, taking a Lagrangian density of the form: 

.( = (1/2v)(i x ailat)2 - (vI2)(i x ailax)2 + ... (A14) 

This is now Lorentz-invariant and the spIn-wave velocity no longer depends on 

< cP >. However the disordered phase would again not contain harmonic magnons. 

Furthermore, there is no reason why the (ailax)2 term, present in the hard-spin 

Lagrangian, should be excluded from the soft-spin Lagrangian. 

From a more general perspective, (ailax)2 and (ail at)2 are a couple of perfectly 

good terms which respect all the symmetries of the problem and there is no rea

son to exclude them from the Lagrangian. The same is true of (i x ailat)2 and 

(¢ x a¢lax)2. In general we should include all four terms (together with quartic 

interchain couplings) in the effective Lagrangian. The quartic terms were omitted 

in our treatment in the usual spirit of Landau-Ginsburg theory. If we are sufficiently 

close to the critical point so that < q; > is small then they are unimportant. Fur

ther from the critical point they could be included and would modify the spin-wave 

spectrum. (Indeed by including them with several additional free parameters we 

could presumably get a better fit to the experimental data.) However, they do not 
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change the qualitative picture presented here . In particular, as long as the (8¢18t)2 

term is present in the Lagrangian the extra branch will be present. 

Apart from these theoretical argument s, t here is an experimental reason to prefer 

the Lagrangian used here . As discussed above, the m ain quali t ative feat ure wh ich 

dist inguishes the present approach from the alternative of Ref. (8 ) and from con

vent ional spin-wave theory is the presence of an additional excit ation branch in the 

paramagnet ic zone . We argued in Sect ion 2 that t he experimental evidence for t his 

branch in CsNiCb is very compelling. T he presence of an xz-polarized mode at 

(0,0 ,1) wi t h a energy 2~ times higher than that of the upper mode at (1/ 3,1 / 3, 1) 

implies the existence of a second x z-polarized branch in the paramagnetic zone 

since with a single br anch t hese two Hlodes would have to be degenerate. In bot h 

conventional spin-wave theory and in t he model of Ref. (8 ) t his degeneracy cannot 

be lift ed by higher-order corrections due to the symm etry argument spelled out in 

Section 2. V\Te note that in R ef. (8 ) the theory is compared only to unpolarized 

data. The agreement then looks very good since the ext ra x z branch is masked 

by the y-polarized branch near (0 , 0, 1). As the above discussion indicates, it is 

crucial to compare t he t heory with the p olarized neutron-scat tering exp eriments. 

The present t heory gives an extra xz-polarized branch, albeit with an energy which 

is about 10% higher than experiment near (0,0,1 ). T he alternat ive of Ref. (8 ) does 

not contain t his experiment al feature at all. 

In conclusion both theoret ical and experimental arguments favor the Lagrangian 

used here with a (aiI 8t)2 term, or perhaps better st ill , a combination of both types 

of terms. 
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FIG. 1. Orientation of spin vectors on the six inequivalent sub-lattices (See Figure 2) 
for the stacked triangular lattice antiferromagnet. 

FIG. 2. Labelling of sites and lattice vectors in the basal plane. 

FIG. 3. The reciprocal lattice, projected onto the basal plane, showing the paramagnetic 
Brillouin zone, the wave-vector correponding to ('T/, 'T/, 1) and the reflection symmetry: 'T/ ---+ 

1- 'T/. 

FIG. 4. Unit vectors in spin-space. 

FIG. 5. A longitudinal fluctuation on sub-lattice A is not orthogonal to a transverse 
fluctuation on neighboring sub-lattice B. 

FIG. 6. Dispersion relation in CsNiCb compared to Landau-Ginsburg model: a) y
polarization, b) xz-polarization. Thick, thin and dotted lines represent strong (1 > .64), 
medium (.13 < 1 < .64) or weak (1 < .13) relative intensity, where the intensity is normal
ized to one for the y-mode at (0,0,1). (See Figure 7.) 

FIG. 7. Intensites from Landau-Ginsburg model for CsNiCI3 . Curves 1,2,3 and 4 refer 
to xz-polarized modes noted in Figure 6b. 

FIG. 8. Dispersion relation in CsNiCb with xz-polarization compared to conventional 
spin-wave theory. 

FIG. 9. Dispersion relation in RbNiCl3 compared to Landau-Ginsburg model. Thick , 
thin and dotted lines represent strong (1) .64), medium (.13 < 1 < .64) or weak (1 < .13) 
relative intensity, where the intensity is normalized to one for the y-mode at (0,0,1). (See 
Figure 10.) 
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FIG. 10. Int ensites in Landau-Ginsburg model. Curves 1,2,3 and 4 refer to xz-p olarized 
modes noted in Figure 9. 

F IG. 11. Renormalization group fl ow for 0 (3) -+ 0 (2) universality class in four dimen
sions. 

FIG. 12. Renormalization group flow for t riangular lattice antiferromagnets in fou r di
mensions . 

F IG . 13. Dispersion relation of y-polarized mode in a magnetic fi eld of h = °and h = 6T, 
according to spin-wave theory and Landau-Ginsburg model. 

F IG . 14. Field dependence of y-polarized spin-wave frequencies at wave-vector (0,0 , 1) 
in CsNiC13 , compared to Landau-Ginsburg model. 

F IG . 15. Field dependence of y-pol arized spin-wave frequencies at wave-vect or (.1, .1,1) 
in CsNiCb, compared to Landau-Ginsb urg model. 

F IG. 16. Field dependence of y-polarized spin-wave frequencies a t wave-vector (. 39, .39, 1) 
in CsNiCb, compared to Landau-Ginsburg model. 

FIG . 17. Field dep endence ofxz-spin-wave frequencies at wave-vector (0, 0,1) in CsNiCb, 
compared to Landau-Ginsburg model. 

F IG . 18. Field dep endence ofxz- spin-wave frequencies at wave-vector (.1, .1,1) in CsNiCb, 
compared to Landau-Ginsburg model. 

FIG. 19. Field dependence of xz-spin- wave frequencies at wave-vector (.39, .39 , 1) In 
Cs NiC13 , compared to Landau-Ginsburg model. 
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FIG. 20. Classical path traced out on the unit sphere by time-evolution of spin variable. 

FIG. 21. The change in the area resulting from an infinitesimal deformatio~ of the path. 
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