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TRI--PP!J4-102 1. Introduction 

ov 1994 
Beta-decay within r = 0+ isotriplcts, of which there are presently eight 

accurately-measured examples (see Table 1), is pme vector in nature (with the excep­
Analysis of super-allowed Fermi beta-decay tion of a small, bllt very important, axial contribution associated with the radiative 

correction) provided that the effective scalar coupling constant is itself zero - as it 
D.H. Wilkinson is wit.lrin the standard model. Such beta-decay therefore seems to offer an almost­

TRIUMF, 4004 Wesbrook Mall, Yancouver, B.C. Y6T 2A3 direct determination of the vector coupling constant, subject to assumption of the 
and ERMILA conservation of tire vector current (CYC) and, indeed, seems to offer a test of that 

University of Sussex, Falmer, Brighton, BN1 9QH, UK <L~sl\lnption through the constancy, or otherwise, of the apparent vector coupling 
const.ant illferred from the eight decaying bodies, separately, under that assumption . MAP 

It. lIIay thell be thought that, following CYC, the vector coupling constant Cv,Abstract inferred from such studies via the equation (see Appendix 1): 

KAnalysis of the J" = 0+ -+ 0+ super-allowed Fermi transitions within isospin (1)ft = IMvI 2 Ci?'is limited in the precision of its outcome not by the accuracy of the experimental 
input data nor by the confidence with which the radiative corrections call be applied becomes a "fundamental constant". There are, however complications relating to 
but by knowledge of the nuclear mismatch: the subversion of the isospin symme­ that view that imply that Eq. (1) is not a suitable starting point for a fundamental 
try along the multiplets by the charge-dependence of the forces, both Coulomb and discllssion: (i) the so-extracted constant Cit would be a purely operational constant 

specifically nuclear. Theoretical estimates of the mismatch differ considerably from that would include the radiative "inner" ,,(, Z-related corrections associated with the 
flctailed W -anatomy of the weak interaction process; it furthermore would become author to author; their direct application results in clear violation of the hypothesis 
a constant only after removal of a nuclear-structure-dependent (axial) clement of 

of conservation of the vector current and clear inconsistency with unitarity of the the radiative correction to be discussed in detail below, and this clement would 
Cabibbo-Kobayashi-Maskawa matrix. This' paper pursues and elaborates the pre­ then have to be replaced in the context of whatever beta-decay it was to which 
vious suggestion that, in these unsatisfactory circumstances, the best proceduf!! is we subseqllently wished to apply C"v iu order to assess its rate; in this sense the 
to look to the experimental data themselves to determine and eliminat.e the mis­ operational vector COli piing constant Cit would be nuclear-structure-sensitive and so 
match by appropriate extrapolation to Z=O. This is done: (i) without any prior not r<~ally a constant at all; (ii) there is no mechanism for removing from Cit the 

remaining "inner" radiative corrections, to which reference has just been made, incorrection for mismatch; (ii) after correction for the full theoretical mismatch; (iii) 
order to reveal sOllie "truly-fllndamental" C v ; on the other hand, no interest would after correction for case-to-case fluctuations in the theoretical mismatch. These tlIrf!e 
reside in snch a C v , as opposed to Cit, except for purposes of comparison with a 

procedures are individually statistically satisfactory and mutually consistf!nt in the.ir similar "truly-fundamental" muon coupling constant C,,, similarly derived from the 
f!xtrapolation to Z = 0 despite the variety of the theorcticalmismatches on which, in operat.ional C:" in order to gain the element lVudl of the Cabibbo-Kobayashi-Maskawa 
varying degrees, they are based. The resultant unitarity test for the CKM lIIatrix is (CKM) matrix (see Appendix 2): 
lVudl 2 +lVu.1 2 +lVubl2 = 1.0003 ± 0.0014. The associated value for the opf!ratiollal vec­

lVudl = CvIC~. (2)tor coupling constant is: C"v I( hc)J = (1.15155±0.00064) X 10- 5 Gey-l. If IInitarity of 
t.hf! CKM matrix is alternatively assllmed one may conclude, from a similar allalysis, What is available (Rcf.(61 and s~ further diRcussion below) is a combined radiative 
that t.he mean charge of the fermionic fields between which beta-decay takes place is correction t.hat diredly relates C V IC~ to Cit IC~ so there is no point in writing 

equations involving C v and C~ separately but we rather write:Q = O.172±0.060 and that, at the 90% confidence level, bF < 2.6 X 10-3 were bF is the 
relative effective scalar coupling constant. Neutron decay is also discussed, with the K 

(3)provisional recommendations: C'AI(hc)J = (1.4[)57±0.0051)x 1O-5Gey-2 
; IC'AIC"v1 = (ft)" = 21Vud12C~2 

1.2G41 ± 0.0017. 
where: 

(sllbmitted to Nuclear Physics A) (fIr = ft(l - 8c )(1 + 6,n) (4) 

and where now I is correded only for hranchin~, for orbital electron capture and for 
atomic excitation . In Elf. (4) lie corrects for the fact that isospin symmetry along the 
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isollluitiplet is 1I0t exact but is subverted by the Coulomh force and by the charge­
dcpelH.lcnce of the specifically nuclear interaction itself; 6/( is the overall radiative 
correction that: (i) supplements the effect of the Coulomb force a.-; already allowed 
for in the reductioll of the experimelltal Q-value for the l.Jeta-decay to the phase­
space factor f through appropriate elaboration of the Fermi fuuction F( Z, W) alld 
that: (ii) results from the detailed W, Z-altatomy of the l.Jeta-decay iUller mechauism 
itself, there represeuting, as mentioned above, the difference between such effects for 
nucleon deeay and for llluon decay; C~ is the operational Fermi coupling constant as 
determined from muon-decay[7,8]: 

C:/(/tc)J = (1.16639 ± 0.00002) x 10-5 GeV- 2 (5) 

where it hru; l.Jeen corrected for both real and virtual radiative processes including 
all leading logarithlllic corrections of the form an+I/Tln(m~/m,), TI ~ 0, l.Jy use of the 
fine structure constant evaluated at the muon mru;s in the M S scheme; l.Jut it has !Lvt 
been corrected for those "inner" radiative processes involving the W, Z-anatOiny of 
tlw weak iuteraclion, these haviug been transferred, as remarked above, into the 6 II 

of Eq. (4) (the detailed anatomy of the weak interaction is involved in the extraction 

of Eq. (5) from the muon lifetime only through the tiny factor 1 + ~5' ;:f- ~ 1.0000010
lnw 

induced by the W-propagator on passage from local V-A theory to W-mediated 
decay.) 

2. The radiative correction Cl. R 

As has been remarked, the overall radiative correction 6 II of Eq. (4) cOIIIPrises 
sOllIe elements that arc sensitive to the weak iuteraction lIIechauislll and sOllle that 
are 1I0t. Thl~ most important, Z-independent, piece of 6 H in fact coutaills both types 
of clement [6]: 

a [ 1ft u(m ) [ ]} (6)1+6= { 1+ 
27r 

/Tlm: +2C]+~ g(W,Wo) S(mp,rnz). 

III E(l' (6) the last term in the curly brackets, involving g(W, Wo), is the wdl-kllowIl 
"outer" radiative currectiou of order a of Sirlill [91. (The derivatiou of g(W, Wo) ig­
uort~s certaiu aspects of lIuclcon structure although it is largely illseusitive to stroug 
interactiou effects. It also lIeglects terms of order aq/mN alld a(W/TltN )/n(1IIN /W) 
which, taken across the beta-spectra, range up to about 0.003% alld 0.02% respl~c­
tively so that they are on the edge of lIIeritillg further cOllsideration. Terms of order 
(w/c, where v is a lIucleon velocity withill the nucleOli, and that might he allticipated 
011 dimellsioual grouuds, could take the serious magllitude of 0.2 - 0.3%; fortuIlatdy, 
they do not occur -- I am very grateful to Professor Sirlin for his elucidation of this 
point. ) 

As written ill E(l. (6 ) this "outer" correctioll has l"'I~lI extended to hi!!,her 
(Ieadillg-Iog) orders in (r through tl,,~ use of 0(111"), the filiI' structure constaut eval­
uated at the protou Inass in the M S scheme, alld tllC short -raIl!!,e factOl S(1Il p ,II1Z) 

that involves all the a(trt x ) where x = p,c,T,b, W alld Z (sec Rd. (I] for an explicit 
recipe for S(mp, mz). S(mp, TILL:) itself cOIltaillS the vel:tOI" COlIll'OIWllt of the "in­
lier" weak-illteractioll-lIlechunisllI-seIlsitive radiative correctioIl, "x act to order (l by 
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CVC aud coutaiuiug higher orders in leadiug-Iog approxilllatiou, aud also a portion 
of the quark (short-rauge) contril.Jution to the axial component. The remainder of 
the short-nmge axial contribution is cut off at some "axial Illass" inA ill the middle 
term in the curly l.Jrackets of Eq. (6) to avoid divergence of the responsible "W box 
diagram while the long-range nucleonic part of the axial contril.Jution is represented 
l.Jy C. 

Now although Eq. (6) is concerned primarily with the electroweak interactioll 
there is a small influence of QCD; this QCD effect has been incorpmated in the nu­
lIlerical evaluatioll of S(rnp, mz) by F. Jergerlehller in his estimate, as earlier reported 
[10], usiug recent data l.Jearing on the vacuum polarization function Re7r'l'l derived 
by studying e+ e- -t hadrons, and solviug the renormalization group equations frolll 
the initial condition of the well-determined a(mz). U~ing a. == 0.117 at mz for the 
estilllate of the QCD correction Jegerlehner finds: 

S(rn p , mz) = 1.022284 ± 0.000020. (7) 

Jegerlehner also gives: 

a-I(lnp) = 133.85 ± 0.11. (8) 

These values we usc in what follows; they arc very close to earlier estimates [1]. 
An alternative bookkeeping of the QCD effects places them not in S(mp, TT1z) 

but rather within the curly brackets of Eq. (6) where they are represented by f;A. 
With this bookkeeping (there setting a. = 0) Jegerleher finds S(rnp, rnz) == 1.022507± 
0.000020 together with which we should then need (10] A = -0.19; thi~ compares 
closely with the expected A ~ - Q..,ln ~ == -0.17 in which we use the value for TT1A 
adopted below and, following Jeg~rleh~;~r, a. == 0.117 ru; at mz. 

The uncertaiuties iu the S(m p,7Tlz) of Eqs. (7) alld (8) and a-I(Tllp) together 
eutraill a systelllatic ullcertaiuty of only a little larger than ±0.002% in 6. However, 
we lIlust recognize that these uucertainties arise in the pursuit of particular procedures 
and that the definitiou of those procedures is not itself without ambiguity and is 
therefore a sourr.e of additioual uncertainty that it is difficult to quantify. It is, iu 
particular, useful to observe that the difference between the "old" colllbinatioll of 
"outer" radiative corredion of order (f ouly [!.lJ alld "inner" correction of order u 
only (the first elltry of Ref. (6]) and the "new" Eq. (6), that additionally incorporates 
leadillg-log tenus in higher powers of a, rallges from 0.15% for 140 to 0.13% for 54CO, 
the "lIew" correction being the larger. (We may note that a2(mz/mp)~ ~ 0.11%.) It 
would seelll prudeut to associate an uncertainty of perhaps ±20% of this additiollal 
"leading log" 0.14% with this defillition of procedure and therefore to attribute all 
addition uucertaiuty of ±0.u3% to 6. 

Turuiug to the axial elements of Eq. (6), visible there only through the terms 
In ~ alId C, we llIust adlllit at once that the take-over between these short-range 
all:i'Along-rauge axial terllls, as p,U"aJlleteri~ed by the axial mass TrIA, is uot well 
defi\ll~d. Various values for axial masses are to be found in the literature: the lightest 
physical axial particle is the TG(J'C) = 1-(1++) al-llleSOU of mass 1260 ±30 MeV 
[7] but of width ahout 400 MeV (chiefly against P7r): no other IIleson of appropriate 
'1uautullI lIulllbers appears likely to exist below at least 2300 MeV 17]; other axial 
IlIUl;S estilllates d(~rive from tllC dipole I'arameteri~atioll of the axial fonll factor for 
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vN il1tr.ractions at low energy: 1032 ± 36 MeV [l1J and 1050 ± 30 MeV [12]; we 
also note that the Wr.inberg relation 113] rn" ~ J2mv, where mIl and mv arr., 
rr.spectively, axial and vector masses, defined under a weak form of dominance, gives 
rn" ~ 10S6 MeV (setting mv = m.); an extreme range of 400 to 1600 MeV has been 
sllggestr.d [6] for the rn" of Eq. (6). 

Tlw last of these estimates, interpreting the suggested extreme range a~ a !:IO ­
!:I5% confidence level, and taking the logarithmic mean of the values as is sUAAested 
by the form of the term in which mIl appears in Eq . (6), leads to In ~ = 0.16 ± 0.40 
where the uncertainty is now at the 10' - level; combining this with the other values 
j1lst listed, namely In ~ = -0.2!:1, -0.11 and -0.14, from the a)-nrass, vN scatteri11g 
and the Weinberg rel.rtion respectively, leads to our adopted value: 

In 	rnp = -0.10 ± 0.40. (!:I) 
rn" 

We note that the uncertainty adopted in Eq. (9) implies an associated ullcertainty 
of ±0.04!:1% in 6.; in view of the experimental precision of today's It -value~, whose 
uncertainties average only ±0.063%, as seen from Table 1, an improvement ill our 
understanding of the relationship between the two axial components of 6. is highly 
desirable. 

The lorrg-range part C of the axial contribution splits into two parts: 

C 	 = C(1) + CNS (10) 

C( 1) is tire domain of a single nucleon: for example the beta-decaying proton un­
dergoes axial decay, flipping its spin which is flipped back agaill by virtual photon 
exchange with the departing positron rendering the overall decay J" = 0+ -+ 0+; 
hut for a consideration about to be introduced C(1) would be called a 30m term; it 
was, indeed, earlier wrillen C ROHN ; it will obviously depend upon 9,,(J1.p + Itn). CNS , 

NS standing for "nuclear structure", recognizes that we are dealing with compl(~x 
nuclei so tlrat the nucleon whose spin is flipped Ly the virtual photon exchange with 
tlw positron in order to make the overall process J" = 0+ -+ 0+ need not he the 
one that emitted the positron by axial decay. The likelihood of this 2-nucleoll term 
obviously depends upon the mutual disposition of the two nucleonic orbitaLs illvolved 
and so is nnclear-structure-sensitive hence the suffix NS. The first quarrtification of 
I.his important term was by Jaus and Rasche [14] usirrg rather simple nuclear wave 
functions; however, the effect is of long range and so is not very sensitive to the fin(~r 
ddails of the wave functions involved; subsequent computations using modem wave 
fllrrction~ 115,16] give CNS- values not very different from the originals 114J . As might 
be expected, C( 1) and CNS are numerically of comparable importarrce. 

At this point we encounter a further nuclear structllre slIbtlety of significance 
for the assessment of the long-range axial term. It is very well established (see, 
e.g., Ref. /17]) that when one IIses the best modern many-hody wave fUllctions to 
d"scribe nuclei such as those of onr present concenr, excellent agreemellt bdw('en 
theory and experiment for such mallen; a.~ axial decay probabilities and magrwtic 
moments is found bllt only if one, systematically ami uniformly, replaces t.he free­
1l1lcleoll valucs of 9,1, J1.P aml/tn by effective or quenched values that. Inay differ from 
t.lw f[('e-nllclcon val1les by up to SOlllC tens of percerrl.. It is not yd ekilr to what 
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dq~ree tllis phenomenon is due to some authentic change in the intrinsic properties of 
rlllcleons on immersion in the nuclear medium or to what degree it is due to the use of 
an inadequate configurational basis for generating the many-body wave functions but 
the phenomenon itself is definite in the content of present many-body wave functions 
such as those used to generate CNS [15,16] and it will also presumably manifest itself 
in tile (ostensibly) I-nucleon term C(l) of Eq. (10), this influence of the medium 
explaini11g why C( 1) is no longer written as CBORN ' This important consideration 
has been raised by I.S. Towner [IS] who recommends the values for C( 1) and CNS 

listed i11 Table 1. Also listed in Table 1 are the values for CNS following Rd. [16) 
multiplied by 0 .S3, that figure being the mean impact of the quenching according to 
Towner [lSI. that we might expect, pari pa.m', there to apply also. 

References [15J a11d 116] , as well as Rcr. [IS], give (somewhat impressionistic) 
estimat.es of the uncertainties that might attach to the CNS; for the most part these 
estilllates bring the two sels of values into (adequate) accord. Thesr. uncertainties 
aVl'rage about ±O.OS which corresponds to an impact of about ±0.6 sec on It; as 
sr.cn from Table 1, this is not negligible in relation to the experimental uncertainties 
but wr. do not here attempt to take these theoretical uncertainties explicitly into 
acr.ount nor list. them in Table 1 but rather, as will be seen, allow their impact 1,0 

he realized i11 the overall dispersion of the Ut)° - values, following Eq. (5), to which 
tlwy contribute. We may note, however, that a reasonable figure for the systematic 
uncertainty in lVudl1 associated with uncertainty in the long-range axial terms might 
be takm from the above-mentioned ±0.06 sec in It, namely about 0.02%; we take 
this int.o account in dur. course. (A further small uncertainty, worth about ±0.2 sec 
in It, is associated with treatment of the nucleonic form factors [15)). 

Table 1 shows 6.T, being the evaluation of Eq. (6) following the C(1) and CNS 

of Rcr. [1SI, and 6. 8 which follows the C(1) of Ref. [ISJ and the CNS of Ref. (16J 
moderated by the above-mentioned factor of 0.83. 

In addition to the Z-independent radiative corrections of all (leading-log) orders 
in a, now discussed and listed in 6. T , 6.R in Table 1, we have those involving Z. 
Naive vertex counting might suggest that huge terms of order Zla could arise but 
such fortunately vanish identically I1!:1J and those of order Za are also cancelled [1 !:I]; 
however there is no present demonstration that terms of order (Za t, n > 1, do not 
occur; now (Za)2 ~ 0.04 for 54CO so such a term would be of major importance. As 
will br. seen, the method of analysis advocated here c.ould automatically compensate 
for such a term in Z2 provided that it would not be strongly Wo-sensitive. 

The most important Z-dependr.nt terms that havr. been explicitly considered 
arr. those of order Za 2(6 1 ) and Zla 3(63) but the possibility of others must also be 
recognized making up a total of 6, such that: 

6. 11 = 6. +6, . 	 (11) 

These Z-dependent radiative corrr.ctions 6, have been discussed and evaluated 
at lerrgth [1] and will not he elaborated upon here; they are listed irr Table 1; it is 
(~stimiltcd [1] that t1wy carry uncertainties ranging from about 0.006 to 0.034 % acro!!s 
th(' range of Z in question. 

In addition to fll and 6~ th e 6, of Tahle 1 include very rough but explicit assess­
lIJ('nts of all remaining lcrms znn m PI. An allt-rll a t,ive approach to these remaining 
tenlls is to wri te fl, ~ (hl + fl3)S( Ul p , m 7,); f.he t1iffercnce between t.hese t wo versioll~ of 
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b, ranges frolll 0.0022 to 0.0053%, sigllificantly smaller than the other uncertainties 
ill br just noted. 

In sUIllHiary we may say that the radiative correction carries siguificallt sys· 
tenlatic uuceltainties of: (i) ±0.03% associated with the procedure Iyiug bdlilld 
Eq. (6); (ii) ±0.05% associated with rnA; (iii) ±0.02% associated with C; (iv) ±0.01 
to ±0.03% as$ociated with b, making a total of ±0.062 to ±0.069% whidl will be 
applied as appropriate in what follows . 

3. The nuclear mismatch De 

It has been dear since the earliest times of our concern with these JW = 0+ -. 0+ 
super-allowed Fermi transitions that the isospin symmetry along the isotriplets IIIUSt 
be subverted to the tune of at least some tenths of a percent by the charge-dependent 
forces, Coulomb and specifically nuclear [20]. Early quantitative estimates were ba.sed 
on the Coulomb perturbation of harmonic oscillator wave functions [21-241; they 
gave val lies of Dc (see Eq. (4)) ranging from about 0.03 to 0.06% for "0 and from 
about 0.3 to 0.6% for ~4CO. Later work IIsed many-hody shell 1II0del wave fllnctiolls 
g(!nerated by a Saxon-Woods potential [24 - 2G] or a Hartree-Fock mean field [27]; this 
shell-model approach splits be into two parts: 

Oe = OeM + OJjE ' ( 12) 

In Eq. (12) the larger component, bJjE, reflects the different binding ellergies, and 
so, together with the effect of the Coulomb potential, differing radial wave func­
tions, of the decaying proton in tile initial nucleus and of the neutron into which it 
transforms ill the daughter nucleus; tltis difference of radial wave function implies a 
kss· than-perfect overlap between initial and final states, hence a finite value of bm;· 
FUrthermore the many-body nature of the wave functions mealls that each case will 
involve a range of effective binding energies reflecting the range of excitation of the 
parent statcs in the nuclei of A- I so that bBE is determined not just by the nominal 
proton and neutron binding energies but also by the parentage spectrulll and frac­
tional parentage coefficients in the relevant nuclei of T = ~ and ~. The estilllatiou 
of bJj £ i$ therefore dependent not only upon the method chosen for geuerating the 
siugle-nucleonic wave functions: what choice of Saxon- Woods potential; what choice 
of Skynne force for the Hartree·Fock mean field?; but also upon the parentage struc­
ture for the states involved: what choice of basis states; what choice of 2-body matrix 
elements? None of these choices is unique and it is difficult to know what choice is 
optimaL There are also very significant uncertainties associated with: (i) the way 
in which the range of sillgle-nucleonic binding energies referred to the variolls par<:lIt 
states is to be induced viz. by what recipe for modification of the relevant ulean 
field; (ii) the overall artificiality of consideriug the excitation of a given pareut state 
to be translated literally into an equal increase in the binding of the associated single 
nucleon involved in the beta-decay. It is not sUf(lIising that values for bm: range 
from about 0.2 to 0.3% for 140 and frolll about 0.3 to 0.6% for ~4CO. 

The additional term bCM in Eq. (12) arises from the Tr dependmce of the 
configuration mixing along the multiplet; it is smaller than 0Hf; but illlportant, rising 
to as lIIuch as 0.1%, but also d"l,ending (1'lite strongly, being evidently a delicate 

7 

effect, 011 the Hlode of generating the COli figuration mixing and on the range of ba.sis 
states a<hnitted ]24,26,27J. 

The presellt situation as to these shell-model-based estimates of oc, which one 
might hope to be lIlore realistic than the hafluollic-oscillator-ba.sed results, is SUlll­
marized in Table 2. As we see from Table 2, the divergences in the estimates of oe, 
combining all values of OJjE and OeM for each A-value, are 0.12, 0.17, 0.24, 0.21, 0.13, 
O.lfi, 0 .13 and 0.22% for our wdies from 140 through ~4CO . This average divergence 
of 0.17% is much larger than the average uncertainty of ±0.063% in the illdividual 
experilllental It-values of Table 1 and the ±0.062 to 0.069% uncertainty in the over­
all radiative cOlllwction listed at the end of the previous sectioll. Nor must we be 
telllpted to split the difference and associate an uncertainty of, say, ±0.08% with the 
theoretical hc because we have no assurance that the right answer lies within the 
range of estilllates represented by the combinations we have just considered. 

The seriousness of the situation is further emphasized by recent estimates of 
hc using a very different, R-matrix-based, approach [29] that, in effect, combines the 
hJjf: and heM of Eq. (12) alld that, in effect, replaces the p-n overlap just described, 
which has common core nuclei, by an overlap of different core nuclei with COlli ilion 
nucleons outside. The results of this R-matrix approach are also given in Table 2; 
they raise the average divergence of the theoretical estimates of oe frolll the above 
lIlentioned 0.17% to an even-more-unacceptable 0.42%. 

Now these divergences are most serious and we have very little guidance a.s to 
choice alllong the theoretical oe that give rise to them. (An exception to this remark 
coucerus sOllie of the hCM' where it appears [28J that the Chalk River estilllates 
[26 ,28J are superior to those of Onnalld 'alld Drown [27] for the heaviest bodies of our 
collceru on accoullt of the broader basis employed by Chalk River; this is reflected in 
our construction of Table 2. However, this preference as to OeM ha.s no bearillg 011 the 
reliability of the bJj/-: a.s is explicitly recognized [28]; we here lIIake no preference as 
to hHE ' ) III these unhappy circumstances the best procedure is evidelltly democratic 
rather than eclectic lIamely to combille the various OeM alld Om,' in all possible ways 
illto a range of 6 different be, to combine these, with the addition of the be of column 
D of Table 2, with the two f::!.R that stelll frolll the combination of the f::!.'J' alld f::!.H 
of Table ( with tlte br of Table I, following Eq. (ll), and to analyze the rcsultallt 
(I t)", followillg Eq. (5). Table 3 «uantifies the re:;ults of this procedure, listing the 
rcsultanb of the 14 combinations of the 7 be and 2 f::!.H according to the coding given 
in the caption. 

The COIUIllIIS uuder Constant in Table 3 refer to straightforward averaging of the 
8 (It)' - values frOin each of the 14 be, f::!.H- sets taken separately alld to the a.ssociated 
confidence levels Q(x1 11J) . It is evident that the results are strongly iuconsistent with 
the CVC expectatioll of a constant value of (It)", independent of Z, for all the 
bc , f::!.H-scts . 

This inconsistency with a constant (It)'-value is not, however, due to a random 
fluctuation of (I t)" frolll Z -value to Z-value such as we might expect were CVC not to 
hold; this is dellloustrated ill Fig. 1 which displays the It - values of Table 1 corrected 
ollly by (the two separate versions of) f::!. H with 110 be - correction at all. It is seen 
that the data·poiuts arc regularly related and can be nicely fitted by quadratics iu Z: 
usillg the CNS(T) to construct the f::!.1t we find the extrapolation to Z = 0 (Fig. l(a)): 

(It)~ = 3139.7 ± 5.2 sec (13) 
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with Q(x 2 Iv) = 0.18 while using the eNS(R) (Fig. l(b)) : 

(ft)~ = 3135.2 ± 5.2 sec (14 ) 

with Q(x 2 Iv) = 0.32 . 
For further consideration we take forward, from this analysis : 

(ft)~ = 3137.4 ± 5.7 sec (15 ) 

where the error is increased over that of Eqs . (13) and (14) to allow for the dispersion 
of the individual values . 

We are the:refore led to the conclusion that, most probably, the theorclical fie 
are simply deficient or incomplete as clearly OIUSt be the case for some, or all, of 
them owing to their wide divergences that we have already noted . 

In view of the smooth behaviour of the It-values, corrected only for 6 R and 
displaye:d in Fig. 1, we are encouraged, while abandoning the use of these J~ = 0+ -+ 

0+ transitions for testing eve (see Appendix 3) to hope that the seve:ral theoretical 
versions of Oc may each give a reasonable accou1It of at least a part of the mismatch 
and then look to the data themselves to tell us the rest by appropriate extrapolation 
to Z = 0 at which point, presumably, the mismatch will have fallen away. (Although 
e:xtrapolation to Z = 0 is a natural procedure it is not immediatdy obviolls that it 
is there that the trlle "charge independent" Ut)° - value Ut)o is to be found: (i) the 
de lacto total mass-splitting within isomultiplets effectively vanishe:s closer to Z = 1 
than to Z = 0; (ii) the procedure has no direct regard for the role of the charge­
depende:nce of the specifically-nuclear force; however this effect impacts largely IIpon 
the: estimate of the smaller component, OCM, of Oe, its effect Upon the larger 6 HE 

being accounted for through the use there of experimental binding and excitation 
ellergies; furthermore, its effect upon OCM will tend to be Z-sensitive and so will tend 
to be removed by the method of analysis here favoured, about to be presented, which 
uses not the theoretical Oc themselves but rather their fluctuations from case: to case. 

The question now arises as to the form, as a function of Z. that the residual 
mismatch might. be expecte:d to take after correction of the It-values by the: theo­
rdical fic o We have very little guidance here because we do not know ill what way 
the theoretical oe are deficient but it is obvious from Fig. 1 that an overall quadratic 
in Z, without any mismatc.h correction at all, fits quite well so we should not expect 
1.0 have to go beyond that in the Maclaurin series in handling the residual mismatch 
after correctioll by the theoretical oe. We must also recall, at this stage:, our earlier 
remark that there nlay be further radiative corrections in (Za)2 not ycl accoullted 
for. 

Table 3 now shows the effect of fitting the Ut)°-values, as severally corrected 
under the various be, 6 R -sets, linearly and quaclratically in Z, together with the 
rcspectiv(' extrapolations, (ftJo , to Z = O. The Q(x 2 Iv) distribution is sem to be 
statistically acceptable for the quadratic fit hilt the linear fit is unsatisfactory. The 
distribution of Ut)o - values from the quadratic fit is shown in Fig. 2 froOl which we 
carry forward the value:: 

(ft)~ = 3135.1 ± 5.1 sec . (16) 

The bulk of the ullcertainty quoted in Eq. (16) is ,Iue to the '~xperillle:lltal errors with 
a small ad(litioll due to the dispersiou in the vahws deriving frolll the seV('ml 8e . 
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6 R ·- sets. It is a striking observation, from Table 3 and Fig. 2, that although, as 
we have seen, the oe themselves vary so widely from set to set nevertheless their 
associated UtJo-values show good mutual consistency. We also note that the result 
of Eq . (16), the satisfactory quadratic extrapolation to Z = 0 of the oe-corrected 
(ft)· - values, is in good accord with Eq. (15) which involves no oe-correction at all. 

The magnitude of the quadratic term resulting from these fits may be expressed 
as about 0.20( ZO')2 which we may bear in mind in the context of our earlier remark 
that additional radiative corrections of order (Za)2 may be present[191 . We also 
note, howev('r, that the theoretical oe themselves display a similar quadratic form 
110]; certainly no inference as to the radiative nature of this residual 0.20( Za)2 can 
be drawn . 

Although, as we have seen, application of the full theoretical oe prior to ex­
trapolation to Z = 0 results in consistent values for (ftJo across the oc,61l-sets, 
we must recognize the: possibility that there may be, concealed within the evident 
mlltual inconsistencies of those: sets themselves, a false common behaviour with Z 
that woulJ invalidate our procedure of extrapolation to Z = O. It was be:cause of this 
that it was sllggested , some time ago [33], when the trouble with the theon~tical Oc 
was becoming clearly recognized, that one should, as far as possible, effectively look 
to the data the:msdves for a determination of Oc by the method of extrapolation to 
Z = 0 but that, prior to this, we should correct the data not by the Oc themselves, as 
we have just done, but rather by the case-to-caqe jluctuation3, oCI. in the Oc abollt 
some empirical underlying form, oc.. smooth in Z. This suggestion was predicatpd 
IIpon: (i) the observation that although the theoretical oc, variously derived, differed 
considerably from author to author their jluctuation3 Oct were remarkably similar 
in form and in magnitllde; (ii) the hope that although the bulk of the Oc may he 
deficient or distorted by, for example, inadequate treatment of the mean field or by 
inadequate treatment of the contribution to the mismatch from the core and other 
spectator nucleons, yet the oCI, being due largely to the valence nucleons, whose 
behaviour was relativdy wellllnderstood (see e.g. Ref. II 7]), might be more reliably 
estimated by the theoretical treatments . 

We therefore make the An3atz that the fluctuations oCI, derived from the var­
ious Oc of Table 2, are reliable so that the use of the oCI, rather than oc, within 
Eq . (5) will result in a common set of (ft)" with a common extrapolation to Ut)o 
at Z = 0 apart, of course, from relatively small differences associated with different 
calclliational procedures. 

This approach will be convincing only if, indeed , the Oct thlls extracte:d from the 
varions theoretical versions of Oc show smaller dispersion, within each Z-valne, than 
they show differences from Z-value to Z-value. That this is the case is displayed in 
Fig . 3 where the "errors" on the mean oc,-values are given by the usual expression for 
a standard deviation but are otherwise purely illustrative. (In the present extraction 
of the fic I from the various Oc derived from Table 2 a smooth underlying form Oct = 
aZ + bZ 2 has been taken . Earlier [11 other rea~onable forms for oCI have been 
explore(l; the results from those alternative forms differ only inconsiderably as to 
(f t)o from those presented here .) 

It se(~ms that not only are the oCI well-defined in rdation to their differences 
bllt that they have a rq~ular lwhaviour with Z although no point is further made of 
this nor of t.he 0(:1' 
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Our fjr~t step based on this Huctuatioll approach is to repeat the earlier allaly~i~ 
but using the bel rather than the be, again using a free quadratic fit ill Z. The results 
are given in Table 4 alld in Fig . 4. The Q(xllll) are very satisfactory and we find: 

(ft)O = 3136.4 ± 5.1 ~ec (17) 

where, as with E'I . (lG), the bulk of the ullcertainty is due to the experilllelltal errors. 
Equation (17), with its a;;sociated error, derives from the assembly of the 14 

individual entries from Table 4. We may, alternatively, but not, of cour~, illde­
pendelltly, perform ti,e quadratic fit upon the average~ of the (ft)·-values, for cach 
Z-value, over the 14 be, ll.R-sets. The result is shown in Fig. 5 frolll which we quote: 

(ft)~ = 3134.7 ± 5.2 sec. ( 18) 

This fit has Q(xllll) = O.GO. 
We note immediately that the (ft)o- value resulting from thi~ allalysis lI~illg 

thc bel, lIamely the (ft)o ~ 3135.6 scc of Eqs. (17) aud (18) , is very closc to the 
Ut)o ~ 3135.1 sec of Eq. (16) which use~ the full theoretical be thelilselve~ alld i~, 

indeed, close to the (ft)o ~ 3137.4 scc of Eq. (15) which uses 110 thcoretical be at all. 
Now we have so far performed free quadratic fits ill Z to gain tllc reslllt~ of 

E(ls. (17) and (18) but we lIlay now, following our An3atz that the bercorrected data 
should all display thc sallle basic form with Z, use the implied mutual cOllsi~tency of 
the 14 sets of (f t)" to re~trict the details of the fit with Z . We do this by illlpo~illg 
the condition of a common peaking, at sOllle Zma., 011 all the 14 data sets. This is 
dOlle in two way~: (i) most simply, we take the Zm•• =22 .25 from the averaged fit of 
Fig. 5 a.nd impose it upon the 14 separate sets of (f t)"; this results ill t.he colI~trained 
columns of Table 4 and ill Fig. 6 which yield, again with very satisfactory Q(X~ III) : 

(ft)~ = 3135.5 ± 3.7 sec; (HI) 

(ii) lIIore generally, we derive Zmax from each of the 14 data sets separately and apply 
each such value to the other 13 data sets resulting in a total of 182 value~ of (ft)~ 
from which we gain: 

Ut)~ = 313G.8 ± 4.0 ~ec. (20) 

The Xl distribution for these 182 fits is di~played in Fig. 7; it is highly sa.tisfactory. 
(There is, as seell, a small aberrant i~land in Fig . 7, havilll!; 12 < X~ < 14 illld 
3130 < (ft)~ < 3140, containing 9 cases (all of whidl derived fro II I TOIl); these 
ca.~es, of thelll~elves, wouhl give: (ftlO = 3134.3 ± 3.5sec; their excillsioll would lIIake 
110 sensible difference to the result of Eq. (20)). 

We have now treated the experimental data of Table 1 iII ~ix ways based 011 tile 
llletbod of extrapolation to Z = 0; the resultant (ft)~-values are collccted ill Table 5; 
although their ullcertaillties are dOlllillated by their commOil experilUehtal (~rrors, 
frolll the ft--valu(:~ of Table 1, we nlay combine their valu~ with a cOllvelltiollall/o'2 

weightiug a.nd quotc our final: 

(ft)~ = 3136.0 ± 3.5 sec (21 ) 
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ill which ~Ollle ~light reductioll of the overall error h~ COllIe about 011 accoullt of a 
global allaly~i~ of the colltribution to the error from the dispcrsioll of the individual 
elltrie~ takell over the elltire outcome of the ~ix approaches. 

Ilefore proceedillg to further discussion we swiftly exalllillC the consequence~ 
of repeatillg the elltire allalysis that has just beell presellted but using, in~tead of 
the blJ/:: of the shell-modcl-based treatment, values derived from the earlier harmonic 
oscillator e~tilIlates of the lIuclear mismatch to which refercllce was lIIade ill passing. 
This we do ill ordcr to probe the possible sensitivity of our (ft)o to a very different 
way of estilllating the major part of the be . For this purpose we use as a ~tartillg 
point the four ~d~ of harmonic oscillator mismatches [21-241 as li~ted ill Ref. [24]. 

A~ ~tre~sed ill Ref. [24] the harmonic oscillator mismatch is rather sensitive to 
the lIuclcar radius used for its evaluation; we have not, however, attempted to make 
allY correction 011 this account ~illce this canllot be done unambiguously, but have 
lIscd the variou~ authors' estimates as they stalld; we must anticipate ilIl exaggera­
tioll of the dispersion of the results of the a.llalysis in collsequcnce alld be the 1II0re 
impressed if we find good internal consistency within the approach. 

Wc 1I0W con~ider these harmonic oscillator mismatches as the allalogues of the 
bl1/:: of the shell-Illodel approaches when the groulld state of the nucleus of A ­
1 is takcn as ulli(IUe parcnt. As a mock-up of the effect of a realistic parelltage 
spcctrulII, which obviou~ly cannot ea;;ily be incorporated into this harmollic oscillator 
approach itself, we multiply these initiallllismatch values by the factor~, taken from 
the ~hell - model approaches [24,25], by which the b lJE of tile shell model, usillg the full 
parelltage expall~iolls, exceed those using the A-I groulld state as unique parent. 
We now colllbille these bl1 /::-equivalents, so ellhanced, with the beM of Table 2 awl the 
ll. H as before illto a harmonic-oscillator-shell-lIIodei hybrid and repeat all the earlier 
exerClse~ . 

Table 6 with Figs. 8, 9 and 10 present the detailed results of thc analyses 
leadillg to the allalogucs of Eqs. (16), (17) a.lJd(19) respectively as sUlllmarized in 
Table 7 which al~o pre~ellts the outcollle of allalyse~ allalogue as those of E'I~. (18) 
and (20) . (All allaly~es are colllpletely sati~factory statistically.) 

Weightillg the results presented in Table 7 a;; before, we quote the overall result 
of thi~ hybrid treatment of the be: 

(ft)~ = 3139.3 ± 3G sec. (22) 

Whell we illclude, for consistency, the "no be" re~ult from the first entry of Table 5 
we have: 

(ft)~ = 3139.1 ± 3.G sec. (23) 

The various results reported ill Table 7 are in good accord alld their overall 
rcsultallt in Eq. (23) is ill good accord with the earlier Eq. (21) frolU the purely shell ­
1II0del analy~is . A s ~uggested earlier, we should 1I0t attclllpt to combine Eqs . (21) and 
(23) sillce the shell-Illodel approach is clearly better-ba:;ed as well ilS nlore general, but 
we note with satisfaction the robustllcss of the cOllclusiolls of the Z = 0 extrapolatioll 
IIlCthod against nwjOl" challges of thc illput leading to thelll . 
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3. 1. Note on 14 0 and IOC 

As is immediately obvious from a glance at Fi,l!;s. 1 or 5, the ft-value for 140 
is critical for the method of extrapolation to Z = 0 advocated here; this is true 
both in respect of the illferred (ft)o - value and in respect of its error. Specifically, 
for the sake of illll:;tration, keep all the input vailles behind Fig. 5 as they are with 
t.he exception of that for 14 0 and: (i) raise or lower the (ft)"-value for 110 to the 
limits of its presellt error hars (±2.0 sec) keeping its error as at present; (ii) keep the 
(ft)" - vaille for 140 a$ at present bllt reduce its error frum its present vallie t.o that 
for 26Alm(±l.2 sec) . The result of operation (i) is to raise or lower (ft)o hy 4.2 sec 
viz. an amplification of the change in (ft)" for 140 by a factor of a little more thall 2. 
The resllit of operation (ii) is to reduce the error in (ft)~ from ±5.2 sec to ±3.8 sec. 
(Doth operations (i) and (ii) being carried out within unconstrained quadrati!: fitting 
in Z .) 

Improvements in the input data for 140 are, therefore, much to he desired. The 
sitllation with respect to the lifetime is that two accurate (±0.035 ano ±0.040%) and 
c:oncoroant vallles exist but the more recent of them dates from 1978 while the not 
inconsiderable c:orrection (0.61 %) for the Gamow-Tdler branch to the ground state 
of 14N dates from 1966 (sec Ref. [I] for details) . While there arc 110 spl:c:ific r('f\­
sons for d01lbting these data the importallce of the matter would certainly warrallt 
remeasurement ill both cases. The situation with respect to the Q/x - value is unfor­
tllnate in that two ostensibly very acc:urate values (±0.13 aud ±0.077 ke V) llIay he 
aHernatively derived from the corpus of data but they differ by as milch as 0.8 keV 
o!!pending on oetails of the analysis (sec Refs: [1] ano [10] for disc1ls~ion); beca1lse 
of this t.he PDG prescription for inflation of errors [7] has been used in derivillg the 
QEc -value, and its error [!o].lying behind the entry for 140 in Table 1. Experimental 
resolution of this conflict is highly desirable. 

Given the considerable leverage, in the extrapolation method, of oata at low 
Z -vallie, the benefit of an accurate point at Z = 5 viz . the slIper·allowed decay 
of IOC to its mirror at l.74 MeV in IUD, cannot be overstressed. TIl(! problem is 
t.hat, in contrast to the happy accioent for !40, where the alloweo Galliow-Tell..,r 
transition to the ground state is "accidentally" suppressed, in the case of IOC the 
alloweo Gamow-Tdler transition to the state in 1°0 at 0.72 Me V is fast SO that the 
cksired super-alloweo Fermi branch is of ouly ahout 1.5%. Present experilllental 
accuracy in the f t- vaille has, after usin,l!; considerable effort, reach co abo1lt ±9 sec 
(sec Rd. [34]) which, as may be jllo,l!;ed from Figs . 1 or 5, is not yet very lIseflll. A 
good point for IOC would be the most important single contriblltion to om presl!nt 
stlldy; the t.remendous experimental effort demandeo wOllld he well repayed . To 
1l1lanl.ify the effed on the extraction of the (ft)~-value of a ,l!;iven acc:urac-y in t.he 
(f1)" ·-vaI1le for IOC we C:Ollsider : (i) the improvement in the acmracy of the ('xt.ract.('d 
(ft)~ ·value con:;equent upon the availahilit.y of an (ft)"-vaille of a ,l!;iven accmac-y for 
IUC , that (ft)* - value for IOC being supposed to fall on the lille showlI in Fi,l!;. 5 for 
til!' presellt data-sl't of Table 1; (ii) the change ill the (f t )0- value hroll,l!;ht about by 
a ,l!;iven (ft)"-vaille for IOC of a ,l!;iven accuracy but falling off the line of Fig. 5. The 
answer to (i) is givell in Fig. 11 from which we see that an accuracy of ±3 sec or so 
for IOC is IH'("essary in order to ach.ieve a significallt sharpelling (by 20% or so) in t.he 
accuracy of our p[('sent knowledge of (ft)o' The allswer to (ii) is giv('n ill Fig . 12 frolll 
whi ch we sec that, for values of the IOC (ft)" - value faJlillg withiu a rcsollable rall,l!;e, 
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an accuracy of ±4 sec or better would be necessary to shift the present (ft)o-value 
to the limits of its present error bars. From hoth points of view, (i) and (ii), we see 
that an accllracy of something like ±3 to 4 sec ill (ft)" must he aimed for. 

4. Unitarity of the Cabibbo-Kobayashi-Maskawa matrix 

Ddore using our value for (ft)~ given by Eq. (21) for extracting lVud[2 via Eq. (3) 
we must aUeno to its uncertainty. The ±3.5 sec of Eq. (21) has had no regard for 
the sysl.ematic uncertaillties that we noted at the end of Section 2 as amounting to 
some ±0.062 to ±0.069%; taking these into account raises the uncertainty on (ft)~ 
to ±4.0 sec Using Eq. (5) we now have: 

lVudl 2 = 0.9516 ± 0.0012 . (24) 

Using the PDG [7] recommended values for lVu.[(0.2205 ± 0.0018), lVub/Vcbl(0.08 ± 
0.02) and lVebl (0 .040 ± 0.005) we have: 

lVu.12+ lV.b[2 = 0.04863 ± 0.00079 (25) 

whic-h combines with Eq. (24) to give: 

2lVudl 2 + lVu.l l + lVubl = 1.0003 ± 0.0014 . (26) 

Althou~h we have not used the value of (ft)~ given in Eq. (23) from the hy­
hr id ltarmonic-oscillator-shell-model analysis we may lIote that it woulo, of itself, 
correspond to a unitarity test of 0.9993 ± 0.0014 to compare with Ell . (26) . 

We also lIote that if we were to persist in an analysis that did not recognize 
the mallifest Z-dependence of the (ft)°-values derived from the theoretical fic , and 
were to average the results of (ft)" from the Constant column of Table 3, we should 

find : (ft)" =3151.5 ± 2.2 sec where the error derives , somewhat arbitrarily, from 
the quadratic sum of the mean of the experimental errors in the ft-values ano the 
:;tandard deviation of the dispersion in the (ft)" - values. This value of (ft)" would 
correspolld to a unitarity test of 0.9956 ± 0.0012 in dear violation of CKM unitarity. 

These remarks complete the quantification of om assertion that a conventional 
aualysis of the present J" = 0+ -+ 0+ ft-values, using just the theoretical fic on a 
ca.<;e-hy-case hasis , is not only inconsistent with CVC but also, if one i,l!;llores that 
inconsistency, is then inconsistent with unitarity of the CKM matrix whereas the 
method of quadratic: extrapolation to Z = 0, which takes CVC as given, results in 
excellent mutual consistency as between the several prescriptions for effecting that 
extrapolation, and is in excellent accord with CKM unitarity. 

6. The value of the operational Cv 
Om empha.~is so far has heen upon the extraction, from the oata, of the value 

of (ft)~ with a view to the making of the CKM unitarity test of the previous sectioll . 
Oul. tllerc is also evid(:nt illterest ill derivinp; the hest value for the operational Cit for 
liSP in ordinary lIuclear physics. III doing this we must lwar in mind the stricture that 
for work of the highes t accuracy we IIIlIst take into account CNS, which will vary from 
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ca;;e to case, a;; also will C( I) , at the salIle lime a;; usillg Gir · Specifically, as well 
as applyiug the usual Z-dependent "outer" radiative corrections we should, OIl using 
Gir, addi tionally lIlultiply the calculated speed of a vector tr,Ulsition by the factor: 
1 + ;{C(1) - C HOIIN + CNS}' Since, a;; is seen from Table I, C(I) - C BOHN c:: -0.25 
while CNS ranges between +0.5 and -1 for those ca;;es investigated we may allticipate, 
ill other ca;;es, an uncertaiuty of the order of ;- in the radiative corrections if C( 1) 
aud CNS are not evaluated . We lIlay here abo note that the old "outer" radiative 
correctioll of order Q', viz. f,;: g( W, Wo), has become o(;~pl g( W, Wu) S(rnp, 7flz) ill the 
llew formulation of Eq. (6) which corresponds to a further illcre~ in the speed of 
the transition, due to the illtroduction of higher powers of (I, by 0.0054 g(W, Wo)%. 

This being said, we may write: 

3 = [K ). { a mp ] } S(mp, mz)] ~ (27)G"v/(hc) :--( 1 + - [In- +2CBOHN
2 It 0 211" inA 

Using Eq. (21), other values as before and CBORN = 0.881 ± 0.031 [151 we have: 

Gir/(hC)3 = (1.15155 ± 0.00(04) x 1O~ GeV-~ . (28) 

(Note that in usillg Eq . (21) here we do not have to illcrea;;e its error on accoullt of 
those systematic uncertainties, such as those residing in rnA and S(7IIp ,mz), as was 
necessary in applying it in Section 4.) 

6. Neutron decay 

Germane to the questions of iVudl and Gir that we have been discussing is the 
d('cay of the neutron. This ha;; the enormous advantage that the decay docs llot sutfer 
froIIl the uncertaiuties entrained by be that, as we have exposed at length, limit the 
precision with which we may extract those quautities from the decay of cOIIlplex 
lluclei. (This is not strictly correct in respect of iVudl, as we llote in Appelldix Il , 
bccause the neutron is a structured object , in the (juark sellse, just a;; a complex 
llucleus is a structured object in the nucleollic sense; however, as we see ill Appelldix 
0, these structural u11certainties in the ca;;e of the ueutron are probably at the 0.01 % 
level whcrea;; for a complex nucleus they are some tens of tiIlles larger) . 

The disadvantage for the neutron is that its decay is mixed vector-axial: 

K 
(29)It = Gi? + 3G~l ' 

sillce I GA/ Git I c:: 1.26 the contribution to the decay from the axial iuteraction is some 
4.8 times larger than the vector. 

(We write GA to emphasize that, as with Git, this is an opaationul constallt 
which includes the axial "inner" radiative correctiou, whatever that might be; at­
teIIlpt to a;;st!ss and reIIlove this correction from GAdoes Hot ,uise in our present 
cOlltext nor that of practical applications of GA') 

The sorting-out of the Gir, GA terms IIlay be etfected tllroug;h variou..,; types of 
correlation study of which the best-pursued at the present tinw iuvolves tIl(! asYIIl­
metry ill the cIIlissioll of the electrons frolll Jlolarized neutrons. 
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Doth the Iifetiule measurement and the asymlIletry lIlea;;urenlCut are exceed­
illgly delicate and it call1lot yet be said that either ha;; settled dowu to a gellerally 
cousellsual value. In the ca;;e of the lifetime it is best to exclude Ulea;;uremellts 
pre-1986 which showed wide scatter and siguificant inconsistency with subsequent 
lIlea;;urements. A survey down to 1990 but excluding those earlier Illea;;urements 
showed good consistency and yielded [351 a me all lifetime: 

Tm = 887.6 ± 2.7 sec . (30) 

Two measurements subsequellt to this survey gave the values: from Ref. [36]: 

Tm = 893.6 ± 5.3 sec (31 ) 

and frolll Ref. [37] 

Tm = 888.4 ± 3.3 sec . (32) 

The results in Eqs. (30)-(32) are concordant at: Q(x 2 111) = 0.60 and together yield: 

Tm = 888.7 ± 1.9 sec. (33) 

More recently we have the further [38]: 

Tm =882.6 ± 2.7 sec. (34) 

Equation (34) sits very unea;;ily with Eq. (33) at Q(x2111) = 0.065; we do not feel it 
wise to comhine them but rather pursue their separate consequences. 

The situatioll iu respect of the asymmetry mea;;urements that yield IGA/Gir I is 
somewhat siluilar. The survey of 1990 (Ref. {35]) yielded: 

IG~/G"v I = 1.262 ± 0.004 (35) 

a result dominated by a lllca;;urement from ILL [391 but including other, concordant, 
work. However, a more recent result from Gatchina [40]: 

IGA/G"vl = 1.2544 ± 0.0036 (36) 

is not ill happy agreemellt with the ILL-dominated result of Eq. (35): Q(x 21") = 0.16. 
(The asymmetry results of Eqs . (35) and (36) have been corrected for recoil and other 
sIIlali effects , inciudiug weak lllagnetism, but no allowallce has beell made for radia­
tive corrections. It is evident that these latter are small, changillg the a;;ymmetry 
coefficien. by the order of 0.1 % of its own value whereas the present experimental 
error on tiIat qualltity is a little over 1% of its own value. It is desirable that this 
correctioll be estimated with better accuracy than is currently available [41] since it 
is already Oil the edge of significallce.) 

III view of the importance of the issue it is again, as with the lifetime, not 
considered wise to coIIlbille the two results of Eqs . (35) and (36) but rather to treat 
them separately. 
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In view of our unwillingness, on such a critical matter, to averal!;e data-sets of 
near-incompatibility we combine the two lifetime values of Eqs. (33) and (34) and 
the two IGA/Gvl - values of Eqs. (35) and (36) in their four possible ways: 

Eqs. (33) and (35) (37) 

II Eqs. (34) and (36) (38) 

III Eqs. (33) and (36) (39) 

IV Eqs. (34) and (35) ( 40) 

Figme 13 shows the results of these combinations I through IV togdher with 
our present result for Gvfrom Eq. (28). We see that we have compatibility I",tween 
our value of Gvand neutron decay only for combination I above. Since, as w(~ have 
seen in Eq. (26), our result is very close to expectation based 011 the unitarity of 
t.he CKM matrix we may express the results, in that regard, of combinations II, II I 
and IV hy saying that they violate that unitarity by about 3.6, 2.6 and 2.3 standard 
deviations respectively. 

If one insisted upon an averaging procedure for hoth the lifetime and the asym­
mf'try, with PDG-type inflation, there would result a considerable discH'pancy he­
tween Gvderived, a<> in this paper, from the super-allowed Fermi transitions, or from 
t.he unitarity of the CKM matrix, and from neutron decay. Such a discrepancy might 
be read as a signal for, say, a right-handed W-boson but the view presented here 
is that such an interpretation would be premature and that we must wait for the 
experimental situation in respect of neutron decay to clarify. In the meantime it is 
clear from Fig. 13 and from our discussion that, within the standard model, we must 
favour combiuation I. 

(Use of (ft)"=3151.5 sec that we saw would follow from a Z-independent anal­
ysis of the (ft)" -values, averaging the (ft)°-values from the Constant column of 
Table 3, using only the theoretical be for the nuclear mismatch, corresponds t,o 
Gv/(/tc)J = 1.14871 X 10-5 GeV- 2 which is 2.2 standard deviations away from the 
Gv-value of combination I (the corresponding discrepancies with comhinations II, 
II I and IV are 4.4, 3.5 and 3.3 standard deviations respectively); such analyses of the 
super-allowed Fermi data are therefore in severe contlict with any of the analyses of 
the neutron data.) 

Although not germane to the chief thrust of this paper we may also, of comse, 
use the data presented here to extract best values for GAand IGA/ GvI (sec Appendix 
4). 

7. Inferences following unitarity of the CKM matrix 

As we have seen in Eq. (26), the present analysis of super-allowed Fermi decay 
is consistent with the unitarity of the CKM matrix. We may, alternatively, assume 
that unitarity and use our data to draw other inferences. III the notation of this 
paper, using Eqs. (3), (5) and (25), this assumption of unitarity alllounts to: 

(ft)~ = 3136.9 ± 2.6 sec. 	 (41 ) 
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7. I. The mean chaT't)e of the f~rmionic fields 

As we have remarked, a large part of the radiative correction of Eq. (6), namely 
the vector part of order a, is effectively exact by CVC but of the remainder of the 
"illner" sector of 6., as there written, the axial part that we have discussed at length, 
is only ar proximate depending upon, among other thif!gs, the "axial mass" mA, 
for which we accepted the value given by Eq. (9), and Q, the mean charge of the 
fermionic fields between which the beta-decay takes place. Now wit.hin the standard 
model we have, of course, Q = L being the mean charge of the u and d quarks; this 
value is implied within Eq. (6). It is, however, of some interest to ask whether our 
I)('t.a-d('cay data, assuming CKM unitarity, can give us a value for Q (which would 
he Q = ~ for the elelllentary neutrons and protons of the pre-quark era with Vu • 

effectively replaced by sin Be, Be being the Cabibbo angle, with negligible change to 
the inf(~rred (ft)~ since Vub is so small (see Section 4)). 

To approach Qwe therefore re write Eq. (6) without the assumption that Q= k: 

3 -	 P ]{o'[­6. -(S(mp,rnz)-I)(1+2Q)+S(mp,mz) - m6Qln- +2C
4 	 2. 1nA 

n(mp) }+ -- g(W, Wo) . 	 (42)
2. 

We now perform the usual unconstrained quadratic fit in Z to the same ber­
corrected data set as lies behind Fig. 5 but using the 6. of Eq. (42) in place of the 
6. of Eq. (6) and including the (ft)~ of Eq. (41) at Z = 0; we do this varying Q 
for the range of rnA-values shown in Fig. 14 with the results there shown. (The fit 
minimizes at Q(x 2 Iv) = 0.60.) Figure 14 also shows our adopted range of Eq. (9) for 
mA and the resultant la-limit in the rnA - Q plane. 

From the ellipse of Fig. 14 we find: 

Q = 0.172 ± 0.060 	 ( 43) 

in good accord with the Q = 0.167 expected for quarks and clearly excluding the 
Q= 0.5 of "elementary nucleons". 

7.2. The value of rnA 

Instead of using our assumed range of mA to determine Q we could reverse this 
procedure: we similarly fix Q at ~ and minimize on rnA; this yields: 

. In mp = 0.0 ± 1.6 (44 ) 
mA 

which is within our adopted range of Eq. (9) but of so Iowan accuracy as to be 
uninteresting. 

7.3. Thp scalar coupling constant 

The con text of our discussion so far has he(~n the V -A of the standard model 
with which, under om present. analysis, everything is in I!;ood accord, at least in t.he 
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vedor domain . Dut, as has been emphasized [43,44] a possible ~calar couplillg, frolll 
outside the stalldard model, would lIlodify the analysis alld it is illterestillg to ellquire 
as to the degree to which such a couplillg can be excluded. 

In the notation of Ref. [431 we expect an effective scalar coupling Gs , of strength 
relative to the vector Gv measured by: 

b~, == Gs/Gv , ( 45) 

lIalllely tile Fierz interference factor, to reduce the lifetime of the predolllinantly 
vector transi tion: 

it --> (ft)v (1 - 2bn < W- I » ( 46) 

where (ft)v is that for a pure vector transition. (As pointed out in Ref. [441 this 
defillition diff!!rs by a factor 2 from others in use; tile handedness of tile possible 
scalar interaction is an important question mark.) 

III Eq. (46): 

l' = [1 - (aZ)2)]! (47) 

<tlld < W- I > is the average of W- I over the decay spectrum. Now < W- I > varies 
considerably over the eight bodies of our concern (from 0.4375 for 14 0 to 0.1539 for 
54Co) which constitutes the leverage by which bF might be approached. 

The analysis of Ref. [431 resulted in bf' = (0.6 ± 2.5) x 10'-3; it was, howev(!r, as 
other analyses with very similar outcomes [45], based upon theoretical values for the 
lIuclear mismatch 6c which, as we have expo~ed here, are now kllOWII to be seriously 
di~crepant. The allaly~is of Ref. [44] recognized the effective residual Z-depelldence 
of the it-values corrected by the theoretical6c and looked for tile illfluence of a fillite 
hI-" on the forlll of that depelldellce, finding: bf' < 1.6 X 10-1 at 90% confidcllce level, 
llot unexpectedly a significantly poorer limit than that derived earlier whell trust 
reposed in the theoretical 6c . However we have a pTioTi no reasoll to expect <tIlY 
particular functional form for the effective re~idual Z-dependence after correction by 
tile theoretical 6c or after correction by the fluctuations 6c1 or after 110 correctioll at 
<til; as we have exposed at length, all these procedures result ill (f t)" - distrihutiolls 
tbat are very sati~factorily fitted by a quadratic ill Z with 110 call for a tenll that 
would follow < W- I > 

If, however, we pin down (ft)u through the assumption of unitarity of the CKM 
nlatrix we can do lllUch better if we coutinue to insist that the fit by a qu,ulratic ill 
Z remain ade(luate. Such illsistellce is, of cour~, itself arbitrary to ~Ollie degr"" hut 
it would smack of a conspiracy if the vector-plus-fillite-scalar (f t )" -· distributioll were 
fitted by a quadratic alone while the underlying pure vector colltributions deillalld(!d 
higher powers of Z. 

Dut before we introduce a finite value of bF into our fittinp; of the (f t)" , illciudillg 
the (f t)o-value of Eq. (41) frolll CKM ullitarity, we IIIl.1!it lIIak(~ sure tllat the latter 
value is not it~elf significantly sensitive to the presence of a possible scalar coupling. 
That it i~ lIot is indeed the case. 

The impact of pos~ible scalar coupliug 011 the partial beta-decay IifetiIlles of 
ilyperollS and l\ ' lIIesolls, froIll which IV..,!' and hellce the (ft)~ of Eq. (41) , is t!X­

tracted is very lIIuch less than the correspolldillg illlpact 011 the lIuc!cilr lifetillles, that 
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we relate to the (f t)~ of Ey. (41) ill the pre~ellt analy~i~, owing to the < W- I >­
factor. Specifically: (i) frolll a ~talldard tabulation [46] we find that A --> pev alld 
~- --> nev are, respectively, 109 and 171 times les~ sensitive to scalar admixture 
than i~ n --> pev; for comparison with the nuclear decays of Table 1 the~e factors 
become 1661' < W- I > and 2611' < W- I > respectively so that the lIuclear decays 
are some 30 to 100 time~ the more sensitive; (ii) in the case of K+ --> 7r°e+/.I we assess 
the impact of a possible scalar coupling by integrating over the Dalitz plot dell~ity 
(for the latter see e.g. Ey. (2) of Appendix 1 of Ref. 147]); in the illu~trative lilllit 
me, m. --> 0 we find that K -decay is less affected by scalar admixture than nuclear 
decay by the factor 51'mK < W- I > viz. factors of about 50 to 140 for the cases of 
Table 1. 

We must also concern ourselves with the impact of possible ~calar coupling on 
the rate of lIIuon decay alld hence on the inferred value of G: that figures in our 
e!(lIatiolls . Assumillg perfect lIeutrino helicity, muon decay is speeded by the fad or 

(~ce c.g. Ref. 148]) 1 + ~ ~; the effect is here of second order in Gs alld so is yuite 
v 

negligible. (This Gs for the muon refers to an intrinsic coupling and so i~ different 
fWIII that figuring in Eq. (45) which effectively includes also a possible hadronically­
induced scalar coupling (which is a second-cl~ current, zero withill the standard 
lIIodel). So long as we are concerned only with limit!; this finesse need not detain us.) 

We may therefore use the (ft)o-value of Eq. (41) with confidence as, within its 
error, a fixed poillt in our questioning of the effect of bf' on the nuclear super-allowed 
Ferllli trallsitiolls which we do by perforllling a.n unconstrained quadratic fit in Z on 
the oCl -corrected data set lying behilld Fig. 5 now including the effect of bF following 
Ey. (46). Followillg minimization we find : 

bF = (0.0 ± 1.4) x 10-3 ( 48) 

or bF < 2.6 X 10-3 at the 90% confidence leve!. (We can, of cour~e, carry out the 
prescllt exercise without reference to a (ft)o derived from ullitarity of the CKM 
lIIatrix . As expected, tile result, bF = 0.007 ± 0.013 or bF < 3.1 x 10-1 at the 90% 
confidence level, is much weaker than that including the unitarity cOlIstraiIlt; the 
associated (ft)o = 3106 ± 54 sec is abo 1I0t useful but it docs cmphasize the degree 
to which our present allalysis is predicated upon the V-A structure of the stalldill·d 
IIlOde!. ) 
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Appendix A. The It formula 

In Eq. (I) I is the phase-space factor inferred from the experimental Q-value for 
the beta-decay having regard for a number of detailed effects that have been the object 
of recent exposure {I]. 

Although it is not here appropriate to dwell upon the technicalities of the trans­
lation of the primary experimental data on the nuclear reaction Q-values into the 
I -factors it is of interest just to note the rough magnitudes of the various considera­
tions that must be called into account for the eight bodit:s of our concern; in the most 
sensitive Z-case for each effect: (i) atomic excitations in the Q·-value measurements 
(0.02%); (ii) the Coulomb field of the daughter nucleus (a factor 2); (iii) the screening 
of the Coulomb field by the orbital electrons (0.2%); (iv) the rewil of the Coulomb 
field (0.001%); (v) the finite size of the nucleus (1%); (vi) the finite mass of the llU­
deus (0.02%); (vii) the departure of the nucleus from a uniform sphere (0.1%); (viii) 
the deformation of the nucleus (0.01 %); (ix) convolution of the leptonic and nucle­
onic wave functions (0.7%)_ We similarly note corrections that must be applied to the 
experimental lifetime measurements (additional, of course, to overt branching ratios) 
before use in the It-values: (i) atomic excitation (0.01%); (ii) orbital electron capture 
(0.1 %)_ In F,q. (I) t has additionally been defined as incorporating those radiative 
corrections that do not directly concern themselves with the W, Z-mechanism of the 
weak interaction process nor with the axial contribution entrained by the possibility 
that two spin Aips, one due to the weak process and the other due to a virtual photon 
exchange, may cancel out. 

The confidence with which these various corrections can be applied has been ex­
tensively discussed [1]; it depends partly upon experimental uncertainties (for example 

the < r2 >Lvalues of the daughter nuclei) and partly upon theoretical uncertainties: 
in the case of the I-values the corrections increase the uncertainty that is due solely 
to experimental error in the Q-values by amounts ranging from a few percent for the 
lighter nuclei to a factor 3 for the heaviest; in the overall It-values the experimental 
uncertainties are similarly raised by amounts varying from about 5% to a factor of 
about 2. 

K is a combination of natural constants having the numerical value: K /(hC)6 = 
(8.120270 ± 0.000010) x 10-7 GeV- 4 sec. Mv is the matrix element for the transition, 
having the value V2 in the ideal world of perfect charge-independence of the forces. 

Appendix B. Nucleon structure and quark masses 

Equation (2), in respect of Gv, is not strictly correct for three reasons: (i) the 
nucleon is an extended object and so we must consider the momentum-transfer depen­
d(!nce of the coupling constant; this effect is, at most, about 0.02% in its inllucnce upon 
Gv for the most sensitive of the beta-decays that we shall consider [IJ; (ii) the nucleon 
is a structured object but that structure is not completely charge-independent: there 
is, for example, a 0.11% mass splitting between neutron and proton. This means that 
the intrinsic vector rate for p -> nC+lle differs slightly from the corresponding intrin~ic 
rate for t.lw underlying 11 -> dr+ lie for the "frce quark" that we wish to accc~s to gain 
IV"dl. Discussion of this crfect, which eventually comes down to tlw u - d ma.ss dif­
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fcrenCf! itself, may be couched in various languages for example, in microscopic terms, 
p - w mixing 12,31, or, more generally, of chiral symmetry breaking [11; the most recent 
estimates [3,4] are that the effect is very tiny, of the order of 0.01%; (iii) the CKM 
matrix is primitively unitary only in the approximation that the quark masses are 
zero; we should, in fact, consider the effect of these masses at the level of the one-loop 
corrections: the CKM matrix should be renormalized. This effect increases the rate of 
W -> ud by only about 0.0017% [5]. 

Appendix C. The conserved vector current 

II istorically, these J" = 0+ -> 0+ super-allowed Fermi transitions have been 
of great importance in probing the validity of CVC, as is well-recognized. However, 
as the present analysis demonstrates, we have now reached the point of refinement 
in experimentation and understanding of the radiative corrections where we migh t 
be tempted to claim, following the Constant column of Table 3, with its tiny Q(x2 111) 
entries, that CVC is violated_ (There is, of course, danger of some logical confusion here 
because a major part of the radiative correction, the vector part of the "inner" radiative 
correction within the S(m~,mz) of Eq. (6), that is involved in constructing Table 3, 
itself depends upon CVC; however, it would remain true that overall consistency could 
not be reached within CVC). But such a claim would depend upon the adequacy of 
our command of the nuclear mismatch fie which it would not he wise; in view of the 
inconsistencies that we have exposed, to assert. The position adopted in this paper 
is rather to assume the validity of CVC and, in elTect, to proceed from there to an 
assessment of fie by reference to the data themselves. This position is predicated upon 
the universal success of CVC wherever it comes into play elsewhere, most generally 
as the background to the standard model. The specific test of CVC most clearly 
related to tile super-allowed Fermi transitions themselves is the beta-decay of the pion, 
11"+ -> 1('°e+ II" the CVC expectation for the rate of which exceeds the experimental 
rate by the factor 1.016 ± 0.031 [7,30]. In quoting this result the earlier analysis [:10] 
has been updated on acwunt of improved values for the 11"+ - 1('0 mass differences 
[71, for the operational Gv, as reported in this paper, and for the relevant radiative 
corrections. (The charge-dependence of particle structure that we noted affects, in 
principle, nucleon vector decay will also affect that of the pion where its effect will also, 
presumably, be slight although we note that the square of the relative mass split.ting 
within the isomultiplet, that the Behrends-Sirlin-Ademollo-Gatto theorem might seem 
to bid us regard as an a priori gauge of the renormalization of the coupling constant 
due to the symmdry-breaking, is more than 500 times larger for the pion than for the 
nuclcon.) This agreement between the beta-decay of the pion and the CVC expectation 
is very satisfactory but it is yet more impressive, in our present context, to look for 
a test of CVC in a field as remote as possible from that of nuclear bda-decay. A 
striking example is afforded by the decay: T- -> 11"-1('°11" which is linked hy eve to 
the isovector component of e+ e- -> 1('+ 1('-. The branching ratio for this decay, observed 
as T- -> h-1('°IlT! after a small correction for the measured decay: T- -> 1(-1('° 11" is 
[31]: 0.2;)16 ± O.OOH . The CVC expectation is [32]: 0.216 ± 0.011 (with which a 
recent careful re-evaluation by ILJ. Sobie is in essential agreement) so that the ratio 
of experil.lental to exp,!cted hranching ratios is: 1.0:12 ± 0.050. Although this T-decay, 
re-writl.en as the physically-inaccessible: rr+ -> rroT+ liT, is crfectively the same aq pion 
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IH:t«-(kc<ty, til(: olH:ratiollal lillk tu cye IS very dillcn:llt in tlw two cases. 
AltlLOu!',h 01((' all,lIl(lolis with reluct«lIce the rol,: of the super-idlowed I":rllli t'«I1­

sitiolls ill [(:stillg eyC it seelllS, «t this jUlicture alld ill view of the stroll!', otlwr slipport 
for eye just «ddu((:d, i.Jest to do so ill order to gaill lIlore collfidellt acu:ss to (fl)u 
alld IWII((: to IV"" I illld to the t(,sting of the ullitarity of the CKM IIlatrix. 

Appendix D. (;A and IGA/GvI 

We lIIay extract (lA from the data f.lrescnted ill tlllt,,: WilyS: (i) frolll thl, IIt'lItlOIi 
tbta alulI!:: our provisiollally-favoured solutioll, reprcselllt:d i.Jy collliJill«tioli I, Eq. (:\7) 
yields: GA,/(hc)J = (1.15;)(j ± U.UUI(j) X IU- 5 CcY-\ (ii) the I(":,/Gyllatiu of 1-:". (:\;)) 
plus th" (Jy·vaIIJe of Eq. (28) yield: GA/(iuV = (1.15JJ ± O.001li) x IU-" CeY-~; 
(iii) tlw IIcutroli lifetill'" of Eq. (:IJ) plus the Gy·value of Eq. ('28) yield: (l;"/(/uY = 
(IA;){j'2 ± U.UUI!)) x 10- 5 Ct:Y-~. Tilt"" vidues die wllcordallt IJllt 1I0t, of COlllse, 
illdepelldellt; we adopt: G;"/(iui) = (1.15:i7 ± UUUI:i) x IU- 5 Ct:Y-·;. i"lolli (iii) 
ahove we extract I(;A/(lvl = 1.'2(i1(j ± U.0019, when: tile error allows for tilt, <:0111111011 
1lI1t: of (ly, ill good «ccord with Eq. (:15) with which it lIlay I", coillhilit'd to glvt:: 
I(;A/(;yl = I. '2 li1 I ± U.UUI7. (The lIulllt:rical reductiolls here alld III Sectioll (j liSt: II", 
f.lrou:durt:s alld reCOIllII","datioIiS of ltd. [1'2]). 

1:\ 

Nol<: addl'd K l)en:llli.Jcr 1991 

After this piLl.wr hau i.Jeell prepared for puhlicatioll Chalk Itiver [1')1 aIiIlOUII((:d 
a rl'IIIMkab": illIjJl'OVellH'lIt ill the dderlllillatioll of the stn:lI!',th of tllc sllper-allowed 
I"'illilhill!', ill lUe-decay thitt WitS discllssed ill detail ill SectiOIl :\.1 ahove. TII(:ir n:sllit 
for the I,r<tllchill!', ratio, Blt=( 1.1(j25 ± U.UU25)% lIIity i.Je collillilled with earlier [:\/1,501, 
collcord<tllt, IIleitSllrt,,"elits to yield Blt=(IA(i31l ± U.OU22)% itt q(X·;II/)=U.;17. Usill!', 
(.11-:<: = I!H)7.7:I ± U.U!) keY (ltd. [5Ij), reduced i.Jy 9U ± (iU cY 011 accoullt of atolllie 
l'xeit«tioll ill till' (p,lI) n:actioll UpOIl which this (h-:c-vahll: is haSl'd [I,IU] we hitve: 
I = '2.2')1)(i ± 0.0012. The IIleitSun:d lifdillle of lOe is [;)'21: I!J.'2!JO ± U.UI2 St:c; tl", 
correctioll for t'it-ctroll capture raises the lifdillle a!',aillst i.Jda-decay hy O.'2K9% while 
itlOillic excitatioll [I] dfectively shortells it hy 0.0'21% so that thl' corrected lifdill'" 
of tilt' sllpcr-<tllowed i.Jralich i.Jecollws: 13'21.:1 ± '2.'2 sec ali(I: II = :1U:l1l.;) ± 5.:.1 sc... 

Applic<ttioll of I,:". ((j) with eNS('!') = -1.35; CNS(H) = -1.1:1; C( I) = U.(j9 folluwill!', 

tlw n'f"n'lI('es alld discussioll «s above, alld with IJ( W, Wu) = 1'2.(;:17; o,=U.1 K;)%, leads 
to (II)· = :.115:1.1 ± 5.:.1 sec followillg ltd. [Ill] allu (II)" = :l15'2.K ± 5.:\ sec 
followill!', Hd. [Hil, tl", latta IIlOdilit'd for '1uellchill!', as ill Sectioll '2; tl",se values lII«y 
be (,()lIlparl'd with the previsiolls of Figs. I(a) alld 1(i.J) n:spectivt:ly, lIillllt'ly :.1119.1 alld 
:1117.1 sec. This shows tllat lOe falls ill lille with the expcctatioll of the allalysis of this 
p,lpt'r; ill particul«r, it ellh«lIces (oll(idcllee ill the 14 0 poi lit, thc illlportallt:<: of which 
IVas stn'ssed ill St:ctioll J.I Whell the ahove (l1)"-v«lues for IOC arc illeorpor«tt:d illto 
tl", "lIadratic lits displayed ill Fig. I WI: lillu: (I I)~ = :1111.:1 ± 1.7 Sl:C ,It Q(X li//) 
= U.I;) 1.0 COlllp<tn' with 1':'1. (1:1) alld (l1)~ = :\137.3 ± 1.7 st:c at q(x';lv) = 0.'2:\ to 
tOIIIPMt· Wlt.h Eq. (11); the cllilll!',CS ar~ sillall alld Me ill lillc with till: expectatiolls of 
Figs. II alld I '2. It is 1I0t possihle to CdJ'ry out the allalyses h,lsed Oil tht: theordical 
bc alld tl", b('1 ill the sallie way as ill St:ctioll :j hecallse tl", appropri'llt: Illatcrial is 

lIot ilVi,I!;I"I". IItlw,~vtT, it is likely that OCI for lOe would ht: "uilt: siliall 011 accoullt of 
Its low Z-value so we IIlay t«ke oel=U alld rept:«t the all«lysis that kaus to Eq. (IK) 
lilldill!',: (f1)1~ = Jt:\(j.8 ± '1.7 sec iit Q(Xllv)=UA7 ill close agrct:IIlt:llt. with tilt' "iulit:r 
ligllrt:. Wt: Iliay also carry out a cOllstrailled lit lIsilig 1:"",.. ='2:\.:\'2 whi ..h dcrivt:s fro II I 
t.l", IIIt'ilil of tlIP 11 1:"",,. values of th" illdividual 0(.'1 corrt:cled data sds ,LS disCllsst'd 
ill II", Illalil It'xt; thiS yields: (f I)~ = J 1:l7.H ± J.:.I sec at q(x';lv) = U.70. If we mlllhilW 
tilt' alHlVl' (fl)~ valllt:s as Iwfore, with ai/a'; wei!',htill!'" we lilld: (fl)~ = :\1:17.9 ± :\.:\ 
SCI ill ,uttlld with Eq. ('21). III arrivillg at a lIew lillal (fl)e vitille we 1IIIIst have 
rl'g,lrd for til" Ilt'u:ssarily ilicolllplett: lIatlire of the «lIalysis that illcorpur,llt:s IOC; we 
ildopt: (fl );, = :\1 :Hi.8 ± J.J set:. TI", 1I11t'tTtaillty is raised to ±:I.K ,t:C Ily syslt:llliltic 
IlIlItTlililltics itS ill St:uioll /1; this leads to: IV"dl l = O.9:i11 ± U.OUII ,llld so to 1.1", 

IllIililllty tl'st of lV"dl; + Wu,l'; + JV"bl~ = I.UUUU ± U.OUI<1. 
We Ilave st:ell that illciUoioli of the lIew rt:sult for lOe [191 stlelll!,thelis tilt, cOllclll­

siolls of t.his p,lper lIalllr:iy tllat olle sholiid look to the datil thelllst:lv.:s to dclt:rlllilic the 
III«glllt IIdc of til" Iluclt:<tr IIlislilatch alld th«t, whell this is dOl"', t'xn:llellt cUllSislt:IICY 
IS flllilid I",twet'll allel'llative IIwthods of Il,lIldlillg tllOse data to n'vt'al tllis Illislllatdl 
,lIld tllilt tilt: rt:slllt, ilS to IV,d!, is Itself ill clost: accord with IIl1itarity of the ChM 
1Il'ltrix. 

'21 



References 

[1J 	 D.H. Wilkinson, NucL Instrum. Methods 335 (1993) 201; 335 (19!J3) 172; 335 
(1993) 182. 

[2] G. Lopez Castro and J. PestiealJ, Phys. Lctt. n 203 (1988) 315. 


[3J J.F. Donoghuc and D. Wyler, Phys. Lett B 241 (1990) 213. 


[1] N. Paver and Riazzudin, Phys. Lett B 260 (1991) 421. 


[5J A. Denner and T. Sack, NucL Phys. B 347 (1990) 203. 


[6] 	 A. Sirlin, Rev. Mod. Phys. 50 (1978) 573. 
W.J. Marciano and A. Sirlin, Phys. Rev. Lett. 56 (1986) 22. 

[7] Particle Data Group, Phys. Rev . D 50 (1994) 1173. 


[8J W.J. Marciano and A. Sirlin, Phys. Rev. Lctt. 61 (1988) 1815. 


[9] 	 A. Sirlin, Phys. Rev . 164 (1967) 1767 . 

[10] D.H. Wilkinson, Z. Phys. A 348 (1994) 129. 


[I Ij L.A. Ahrens, S.H. Aronson, P.L. Connolly, B.G . Gibbard et al., Phys. Rev. )) 35 

(1987) 785. 

1I2J S.K. Singh and E. Oset, NucL I'hys. A 542 (1992) 587. 

[13J S. Weinberg, Phys. Rev . Lett. 18 (1967) 507. 

[11] W. Jaus and G. Rasche, Phys. Rev. D 41 (1990) 166. 


[IS] LS. Towner, Nucl. I'hys. A 540 (1992) 178. 


[16] F.e . Harker, B.A . Urown, W. Jaus and G. Rasche, Nucl. Phys. A540 (1992) 501. 


1I7J B.A. Brown and H.B. Wildenthal, Ann. Rcv . Nucl. Part. Sci . 38 (1988) 29. 


[18] I.S. Towner, Phys. Lctt. B 333 (1994) 13. 


[Iq] M.A. neg, J. Bcrnstein and A. Sirlin, Phys. Rcv. D 6 (1972) 2597. 


[20] 	 IU . min-Stoyle, Isospin in nuclear physics, ed. D.II . Wilkinson (North-llolland, 
Amstcrdam, 19(9) p. 115. 

[21J 	 J. Damgaard, Nucl. Phys. A 130 (1969) 233 . 

[22] 	 SA Fayans , I'hys. Lett. 37 B (1971) 155. 

[23] 	 A.M. Lane and A.Z. Mekjian, Advances in Nuclcar Physics. vol. 7, cd. E. Vogt 
and M. Uaranger (Plenum Press, New York, 1973) p. 97. 

[21] 	 I.S . Towner, J.C. Hardy and M. lIarvey, Nucl. Phys. A 284 (1977) 269. 

[2S) 0 .11. Wilkinson, Phys. Lett. 65 B (1976) 9. 

126] I.S. Towner Symmetry violation" in subatomic phy"ics, I'roc.. of fi,h Slimmer I n­
st.itllte in Theoretical Physics , eds. U. Castcl and 1'..1 . O'Donncl (World Scientific, 
Singapore, I!J8!)) p. 211; 
I.S . l()wncr, J.C. lIardy, E. Hagberg anel v:r. Koslowsky, Int. Symp. on Weak 
anel Electro· magnetic Intcractions in Nllclei (WEIN-92) J)"hna 1992 . 

[27) 	 W.E. Ormand and ll.A. llrown, Nllc!. I'hys. A 110 (I(JRS) 271; I'hys . Rev . Lett. 
62 (1989) S{jr. . 

')e".) 

[28) 	 E. lIagherg, VT. Koslowsky, J .C. lJardy d al., Phys. Rev. Lctt. 73 (1991) 396. 

[29) 	 F.C. Barkcr, unpublished following Nucl. Phys. A 537 (1992 147. 

[:1OJ 	 W.K. McFarlane, L.B. Auerbach , F.C. Gaille et al., Phys. Rcv. D 32 (1985) 517. 

[31) 	 M. Artuso, M. Goldbcrg, D. lie et al., Phys. Rev. Lett. 72 (1991) 3762; 
It Akcrs , G. Alexander, J. Allison et al., Phys. Lett. B 328 (1994) 207. 

[32) 	 Quoted by J. U rhcim at the 81h Meeting of the Division of Particles and Fields, 
Albuquerque, NM, August 1994, following J. Kijhn and A. Santamaria, Z. Phys. 
C 48 (1990) 143 and W.J. Marciano, Proccedings or 2nd Workshop on Tau·Lepton 
Physics, ed. K.K. Gan, (World Scicntific 1993). 

[33) 0 .11. Wilkinson, NucL Phys. A 511 (1990) 301. 

[31) M.A. Kroupa, S.J. Freedman, P.H. Barker and S.M. Ferguson, NucL Instrum . 
Mcth. A 310 (1991) 649; Y. Nagai, K. Kunihiro, T. Toriyama et al., Phys. Rcv. C 
1:1 (1991) R9. 

[35) S . .l. Freedman, Commcnts NucL Particle Phys. 19 (1990) 209. 

[3fi) J. Byrnc, P.G. Dawber, J.A. Spain et al., Phys. Rev . Lett. 65 (1990) 289. 

[:17) V.I'. Alfimcnkov, V.E. Variamov, A.V. Vasil'ev ct al., JETP Lctt. 52 (1990) 373; 
JETI' 75 (1992) 405. 

[38) W. Mampe, L.N. Bondarenko, V.1. Morozov et al., JETP Lett. 57 (1993) 82. 

[39) E. Klemt, P. Bopp, L. Hornig, J . Last et al., Z. Phys. C 37 (1988) 179. 

[10) B.G. Erozolimskii, LA. Kuznetsov, LV. Stepanenko et al., Phys. Lett. B 263 (1991) 
33. 

[41] F. Gliick and K. Toth, Phys. Rcv. 046 (1992) 2090. 


[12) D.I-I . Wilkinson, Nucl . Phys. A 377 (1982) 474. 


[1:1) W.E. Ormand, B.A. Brown and Il.R. Holstein, Phys. Rev. C 40 (1989) 2914. 


[11) A.S. Carnoy, J . Deutsch and P., Quin, NucL Phys. A 568 (1994) 265. 


[45) J.C. lIardy and I.S. Towncr, Nucl . Phys. A 254 (1975) 222; 

L. Szybisz and J. Silberglcit, J. Phys. G. 7 (1981) L201; 
J.C. lIardy, J.S. Towner, V.T. Koslowsky et ai., Nucl. Phys. A 509 (1990) 129. 

[16] 	 M.M Nieto, Rev . Mod . Phys. 40 (1968) 140. 

[17] 	 L· M. Chounct, J-M. Gaillard and M.K. Gaillard, Phys. Rep. 4 (1972) 199. 

[18] 	 F. Scheck, Phys. Rep. 44 (1978) 188. 

[19] G. Savard, A. Galindo- Uribarri, E. Hagberg et al., TASCC-P·94-23 (unpublishcd). 

[;)0] D.C. Robinson, J.M. Freeman and T.T. Thwaites, Nucl. Phys. A 181 (1972) 615. 

[51) S.C. Bakcr, M.J. Brown and P.H. Barker, Phys. Rev., C 10, (1989) 910; G. Auoi 
and A.II. Wapstra, NucL Phys. A 565 (1993) I. 

[52J 1'.11. Barkcr and G.D. Leonard, Phys. Rev. C41 (1990) 216. 

26 



--

Table I. The It are the experimelltal values corrected for brallchillg, for orbital elec­
troll capture and for atomic excitations; they derive from a great number of sources, 
largely as detailed in Itef. II], most importantly A.KIt.E. lIarwell (mi1!lses alld life­
tillles), Munich and A uckland (masses), Urookltaveu National Laboratory (lifetimes) 
and, especially, Chalk River (masses and lifetimes); they are as quoted in Rd. [10] with 
very small corrections for wMn and 54CO 011 account of weak Gamow-'feller branches 
recently reported from Chalk River [28) . The stated uncertaiuties ill these It-value~ 
include not only those due to the experiments themselves but also those stemming from 
the reduction of the experimental data (chiefly in respect of the rfactors [I] . C(I) is 
the nominally I-llucleon contribution to the axial radiative correction in Eq. (6) follow­
illg Towner [15,Hl]. CNS(T) is the associated 2-nucleon contribution followillg Towner 
and CNS(Il) that following Ref. [16) moderated by the factor 0.S3 represellting the lIIean 
of the quenching factors as suggested by Towner [18]. t::.T and t::.H are the total ra­
diative correction~ independent of Z given in Eq. (6) incorporating CNS(T) and C NS (Il) 

respectively. C, is the total Z-dependent radiative correction following Rd. [I) alld ± 
the estimated uncertainty in C,. (t::.'f, t::.H, h, and ± are in percent) . 

Body It sec C( I) CNS(T) CNS(B) AT t::.lJ h, ± 
14 0 3039.H 2.0 0.6G -0 .88 -1.18 3.510 3.439 0.:.!35 O.OOG 

26Alm 303!:! .4± 1.2 0.64 0.20 0.35 3.578 3.614 0.346 0.011 
J4CI 3050.0± 2.2 0.61 -0.13 -0.11 3.382 3.3tl6 0.418 0.0 lti 

JMKJIl 3049.1± 3.4 0.59 -0.09 -0.08 3.347 3.350 0.451 O.OIS 
42SC 3045.8± l.3 0.62 0.40 0.51 3.446 3.472 0.4S7 0.0:.!2 
46y 3046 .0± 1.9 0.G2 0. 14 0.26 3.34S 3.377 0.513 0.025 

50Mn 3044 .4± 1.6 O.GI 0.14 0.2G 3.316 3.345 0.540 0 . 02~ 

54CO 30499± 1.7 O.GO 0.17 0.30 3.293 3.324 0.56(i 0034 

Table :.! . Theoretical estimates of the lIuclear misl1latch ce = heM +hm;; under CCM the 
column he~ded T is frolll I{ef. [24) for 140, 26Alm and J4CI, by private collllllunication 
frolll Dr. IS Towner for 4JSC and from Ref. [28J for the remainder; the coluillu headed 
o is from Ref. [27J for the first five entries alld by private comlllunication frolll Dr. 
W .E. Ormand for 42SC the entries in brackets being taken fronl the T coluIIIll following 
discussion in Ref. [2SJ ; under hH£ the column headed W is from Ref. [25J updated for 
140 by the use of currellt parameterization for the Saxon- Woods potelltial employed 
and for 5uMn and 54Co by the use of present more extensive experimelltal data on the 
relevant parent states; the column headed T is from Ref. [24J and that headed 0 is 
from l{ef. (27). The COIUlllll headed B is from Ref. [29). 

Body CeM hlJE he 
T 0 W T 0 II 

110 0.00 0.01 0.29 0.28 0.18 0.12 
2uAI"' O.OG om 0.35 0.27 0.23 0.05 
J4CI 0.02 0.06 0.57 0.62 0.42 0. 11 
J8Km 0.10 0.11 0.34 0.54 0.3S 0.10 
4"SC 0.05 0.11 0.31 0.35 0.28 0.12 
4by 0.09 0.09 0.31 0.36 0.20 0.05 

5uMu 0.07 ( 0.07) 0.41 0.40 0.2S 0.05 
54CO 0.05 (0.05 ) 0.47 0.56 0.34 0.05 
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Tahle:1. Analysis or the [t-values or Tallie I reduced to (ft)".vailles following Eq. (~)) 

using sllell·modcl sources or the bc . The first letter or the group of three under Sd, 

when W, T or 0, signifies the use or the corresponding col limn under liRE or Tahle 
2; the second letter, when T or 0 indicates the use or that column under bCM ; when 
both first and second letters are B column bc or Table 2 is implied ; the third letter 
indicates the use or the associated column under eNS or Table I in constrllcting t:,.1i. 
The columns headed Constant refer to the direct averaging or the (ft)"-values rrom 
the 8 Z-values ror each set with the associated confidence level Q(x 2 Iv); the columns 
headed Linear and Quadratic refer to fits to the (ft)" - values linear and quadratic, 
respectively, in Z (or the daughter nucleus) with the (ft)~ the extrapolations to Z = 0 
and the Q(x 2 Iv) the respective confidence levels. (x(-y) signifies x x IO- Y ). 

Set Constant Linear Quadratic 

(ft)" Q(x 2 lv) (ft)~ Q(x 2 lv) (ft)~ Q(x 2Iv) 
WTT 3148.9 1.6( -6) 31-10.5 6.2(-3) 3131.4 0.013 

WTB 31-19.5 4 .3( -8) 3139.9 5.0(·3) 3127.0 0.039 

TTT 31-18.5 4.7(-3) 3143 .9 0.029 3135.0 0060 

TTn 3141).1 1.0(-4) 31-1:1.1 4.4(-3) 3130.2 0.037 

OTT 3152.0 5.3(--1) 31-13 .9 OA6 :1140.3 0.39 

OTn 3152.6 1.6(-.1) 31431 0.37 313.19 0.51 

WOT 31~8.8 1.3(-3) 3141 .8 0.18 313.1.0 0.23 

WOI3 3149.3 2.3( -5) 3141.0 · 0.063 3130.3 0.21 

TOT 3148.4 0.049 3145 .2 0.088 3138.3 0.11 

TOn 3149.0 7.3(--1) 3144.3 5.0( -3) 3133.6 0.018 

001' 3151.9 0.020 31-15.0 0.89 31-13.6 0.82 

0013 3152.5 5.0( -4) 314~ . 2 0.50 3139.2 0.,10 

BBT 3159.9 2.1 (-10) 3146.9 0.29 3138.2 0,10 

BBB 3160.5 1.1 (-13) 31~60 0.068 :1133.8 0.:17 

29 

Table -I . A nalysis of the [t - values or Table I reduced to (ft)" -values rollowing Eq. (5) 
hilt llsing (ft)" = [t(1 + t:,.R)(1 - bCf). The notation is as ror Table 3, the first two 
letters indicating the respective origins or the bBE and bCM from the nuctuations, bCf , 
in whose bc = bHE + bC M the (ft)" are derived. The columns headed Unconstrained 
result rrom a rree quadratic fit in Z; the columns headed Constrained require the 
qlladratic fit to peak at Zma. = 22.25 as detailed in the text. 

Set Unconstrained Constrained 

(ft)~ Q(x2lv) (ft)~ Q(x2lv) 
WTT 3135.3 0.14 3136.3 021 

WTB 3130A 0.25 31.12.7 0.33 

TTT 31378 0.27 3137.6 0.38 

'ITO 3132.8 0.14 3134.0 0.20 

OTT :11 -I 1.7 0.54 3135.9 0.39 

OTn 3136.7 0.63 3132.2 0.57 

WOT 31:10.7 0.'16 3137.5 0.58 

WOB 3131 .5 0.42 3133.7 0.50 

TOT 31:19.5 0.18 3139.0 0.26 

TOn 313-1.3 0.033 3135.2 0.058 

001' 31-13.3 0.82 3137.2 0.58 

000 3138.4 0.54 3133.6 0.46 

BOT 3137.8 0.61 3138.0 0.73 

Blm 3132.7 0.13 313-1.3 0.,1-1 

Tallie ,1. Results or treating the experimental It-values or Table 1 using different 
methods or extrapolation to (ft)~ at Z = 0 a.9 described in the text using various 
shell-model oe-values. The column Eq. gives the equation reference to the result in 
the text. The letter U means that the fit is all unconstrained quadratic in l; e means 
that the fit has been constrained by Zma.-values variously derived as explained in the 
text. 

Method Eq . (ft)~ sec 

No bc-correction (ll) 15 3137.4 ±5.7 

Full theoretical bc (U) 16 313.1.1 ± ,1.1 

bCf individual (U) 17 3136A ± 5.1 

bCf averaged (U) 18 3131.7 ± ,1.2 

bCf individual (e) 19 3135.5 ± 3.7 

bef individual (C) 20 3 t:!0.8 ± 1.0 
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Tallie 6. Allalysis of the ft-values of Tallie I reduced to (ftJ"-values following Eq. (5) 
using hybrid harmollic-oscillator-shell-model sources for the bc . The llotatioll ullder 
Set follows that described for Table 4 except that the first letter refers to the source of 
the harmonic oscillator mismatch used for deriving the analogue of b8E as described ill 
the text: D = Ref. [211; P = Ref. [22[; L = Ref. [23]; T = Ref. [24] . The entries are the 
(ftJo-values ill seconds . The column headed bc refers to the use of the full theoretical 
bc in Eg. (5); that headed bcl(U) refers to the unconstrained quadratic fit in Z of the 
(ft)"- values derived from the use of the bCI in Eq. (5); that headed bcl(C) derives 
from the same (ftJ"-values as for bcl(U) but with the quadratic fits cOllstrained by 
the Z""",-value given by the fit to the average of the 16 sets of (ft)"-values for each 
Z-value. 

Set be bCj (U) bel (C) 
OTT 3142.8 3140.6 31:.19.9 

DTB 3138 .3 :.1135.6 31J7 .2 

DOT 3146 .2 3143.0 :.I1J7.1 

DOB 3141.6 3138.0 31:.14 .5 

LTT 3141.5 3140.3 :.1139.2 

LTU 3137 .0 3135.2 31:.1(j5 

LOT 3144.9 3141.5 3140.7 

LOU 3140.3 3136.6 31:.18 .0 

FTT 3141.7 31:.19.4 31:.185 

FTB 3137 .1 3134.3 31J5.9 

FOT 3145.0 3140.5 :.1140.3 

FOU 3140.5 3135.4 :.11:.17.6 

TTT 3144.6 3141.6 :.11:.193 

TTB 3140.1 3136.6 :.I1:.I(j6 

TOT 3148.1 3144 .2 3141.2 

TOU 311:.1 .5 31:.19.1 31 :HU 

Table 7. As Table 5 but using the hybrid harmonic-osciliator-sitell -Illodcl bc -values 
as described ill the text. (The first of the constrained entries refers to constraillt by 
the Zmax- value derived from the average of the bCj-corrected values ; tlte second of the 
collstrained entries derives from the 240 separate fits using tile 16 values of Z"",x as 
described in the text for the shell-model-based treatmclIt .) 

Method (f1)0 sec 

Full theoretical bc (U) 3142.1 ± 5.2 

bel illdividual (U) :.I1:.I9 .U ± :'>.:.1 

bel averaged (U) 31JS.9 ± 5 (j 

bCI illdividual (C) 31J8.'2 ± :.1 .7 
lJc I individual (C ) :.I1 :n2 ± 1.2 

:.11 

Figure Captions 

1. 	The experimental ft-values of Table 1 adjusted only for the radiative correction, 
/:).R = /:). + b" taken from Table I : (ft)" = ft(1 + /:).R). For Fig. l(a) /:).T, with 
CNS(T) in Eqs . (6) and (10), is used for /:). in /:).R; for Fig. l(b) CNS(B) takes the 
place of CNS(T) to give /:).8. The curves are free quadratic fits in Z resulting in 
the (ftJo intercepts at Z = 0 given in the text. (Z refers to the daughter body.) 

2. 	 The intercepts (ftJo at Z = 0 of fits freely quadratic in Z to the values (ft)" = 
ft(1 + /:).H)(I -bc ) where the shell-model bc , /:).R_ sets are as described in the text 
alld in the heading to Table 3. 

3. 	 The mean lIuctuations bC I resulting from fitting the various sets of bc , derived 
from all combinations given by Table 2, individually to the form bc • = aZ +bZ l 

so that bCj = bc - bc•. 
4. 	As for Fig. 2 but using (ft)" = ft(1 + /:).R)(I-bc/ ). 

5. 	Free quadratic fitting in Z to the averages of the 14 sets of (ft)" = ft(1 +/:).R)(I_ 
bc I) for each Z -val ue. 

6. 	 As Fig. 4 but constraining the quadratic fitting by Zmu: = 22.25 from the fit 
sllOwn in Fig. 5. 

7. 	The UtJo- Xl distribution for the 182 constrained quadratic fits given by imposing 
the Zm... derived from each bc , /:).R-set upon the other 13 using (ft)" = ft(1 + 
/:).R)(I - bc/ )­

B. 	As Fig. 2 but using hybrid harmonic-oscillator-shell-model bc , /:).R - sets. The 
labelling is as described in the heading to Table 6. 

9. 	 As Fig. 4 but using hybrid be, /:).R - sets as in Fig . 8. 

10. 	 As Fig. 6 but using hybrid bc , /:).R- sets as in Figs . 8 and 9. constrained by Z""", 
from the hybrid analogue of Fig. 5. 

11. 	 The effect 011 the accuracy, ±(ft)o, of the extraction of the (ft)o-value by uncon­
strailled quadratic fitting in Z , as in Fig. 5, of adding a toe (ft)"-value to the 
presclIt data- set, of accuracy ±Ioe and falling on the lille of Fig. 5. The da.shed 
lille shows the accuracy afforded by the present data-set of 'fable I. 

12. The effect on the inferred (ft)o- value of a determination of the (ft)"-value for 
lUe of all acc uracy given by the numbers (±sec) labelling the lines . /:).Ioe is the 
allIount by which the (ft)"-value for IOe exceeds that correspolldillg to Z = 5 
on the line of Fig. 5 (3147 .5 sec); /:).(ft)Q is the amount by which (ft)o is raised 
by such a determination. 

1J. 	 Comparisoll of the Gv- value from the presellt analysis of super-allowed Fermi 
decay (the vertical band) following Eq. (28) with the ellipses of ullcertaillty ill 
the GA- Gv plalle resultillg from the four combinations of neutron lifetime and 
decay-asymmetry data defined in the text by Eqs . (37) through (40) . (The ullits 
for tlle ordillate are as for the abscissa.) 

14. The mean charge, Q, of the ferlllionic fields between which beta-decay takes place 
illferred a.s fUllctioll of the axial mass niA of Eq. (42) . The full lilies derive from 
a free quadratic fit to the (ft)'-values from super-allowed Fermi decay together 
with tlte constraillt Ut)o of Eq. (41) implied by unitarity of the eKM matrix . 
The dashed lilies are at the la- values of the axial ma.ss rnA as adopted in Eq. (9). 
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