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Abstract

The differential cross sections for the elastic and inelastic scattering of protons
on deuterinm have been measured for scattering angles less than 14° at 198.5, 297.6
and 456.6 MeV. These quantitics were deterinined relative to do/dS) for pp elastic
scattering with a precision of typically 2%. The range of excitation encrgies for the
(p.1') reaction was chosen to emphasize the region near the np threshold dominated
by the final-state interaction in the 'Sy channel. Particular attention was given to
the dependence on excitation energy of the spectra at 198.5 MeV to examine the
sensitivity to the 'Sy scattering length, aqy. In this paper all data are compared with
a new, general formulation of a simple model of the reaction mechanism based on the
impulse approximation. The experimental results differ from the predictions by typi-
cally 10% and the differential cross sections exhibit a sensitivity to the intermediate-
onv;gy nucleon-nucleon amplitudes. If the impulse approximation is nsed to estinate
., from the data at 198.5 MeV a value of —24.7 £ 0.4 fin is obtained.

NUCLEAR REACTIONS: ZH(p, o), H(p,p'), E=198.5, 207.6, 456.6 McV;
measured o( E; E,, ). Enviched target.
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1. Introduction

The scattering amplitudes which define the nucleon-micleon (NN) interaction
at intennediate energies are sensitive to both spin and issspin. This sensitivity is
exploited in studies of nucleon-nucleus (NA) scattering to achieve a better under-
standing of the simple modes of nuclear excitation particularly those involving a
change in spin or isospin of a single nucleon in the target. This goal is most read-
ily achieved when the NA measurements can be most directly related to the known
properties of the NN interaction.

This paper describes the results of precise measurcinents of the differential cross-
sections for the scattering of protons of three energies (E, = 198.5,297.6 and 456.6
McV) at small angles (3° < O < 14°) froin the lightest nuclear target, deuterium.
The spectra of the scattered protons are recorded as a function of the energy loss
(w = E;— Ej) over an energy range that includes elastic scatterig (p, po) and inelastic
scattering (p,p’) to unbound states in the final np continuwn at excitation energies
(¢) up to 5 MeV above the energy of the deuteron ground state (¢ = 0). These
conditions should ensure the simplest possible interpretation of the data in terms of
the NN amplitudes at these incident energies, and the well-studied properties of both
the deuteron and the np scattering states at low values of .

The deuteron is known to have quantum numbers J*, T = 1%, 0 and the largest
component of the wave function is 25+'L;=35;. In addition, the np scattering states
just above the threshold at € = 2.2245 MceV are strongly influenced by the final-state
interaction in the 'Sy, T = 1 channel. The consequence of these simple configu-
rations is that the limited range in € includes both the elastic scattering and the
simplest nuclear Gamow-Teller transition (AL = 0,AS = AT = 1). The deuteron
offers a unique opportunity to relate precise data on both these processes to the NN
amplitudes. It should be noted that the Gamow-Teller transition investigated in the
(p,p') reaction is the analogue of that involved in the fundamental reaction in nuclear
astrophysics, p+p = d + e~ + v [rel.!)].

In the spirit of testing a simple inodel of the nuclear reactions observed, the
experiimental results are compared with a new, detailed formulation of the unpulse
approximation (IA) defined explicitly in sect. 4. This approximation?) relates di-
rectly the elastic®) and inelastic!) scattering of protons from denterium to the NN
aniplitudes at the same values of E; and O measured in the laboratory frame. It is
well known that the 1A is not a complete theory of NA scattering but unless data
exist which quantitatively define the failure of the simplest model it is difficult to
assess the significance of the success of the refinements which address the physics
“beyond” the simplest imodel. The conditions chosen for this experiment are almost
ideally suited to the application of the 1A.

Measureinents at 158 MeV of the elastic and inclastic pd scattering for the pur-
pose of conparison with the predictions of the TA were published 30 years ago by
Stairs et al*). Their results for the differential eross sections for the d(p, py) reaction
at © < 15° were generally consistent (within £10%) with the predictions of the TA
based on the then existing partial wave analysis of the NN data. Their incasurenents
of %o [dULE for the d(p,p') reaction, however, exceeded the corresponding predic-
tions of the TA by between 15 and 50%. The (p, p') results were, however, challenged
by those of Kuroda «t al”) for the d(p,p') reaction at 150 MceV which agreed with
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the predictions of Crower®) within the experimental uncertainty of hetween 5 and
10%. These existing, dita suggest that the predictions of the 1A e possibly valid at
the level of £10% under the condition investigated in the present experiment.

To be sensitive to any of the processes not included i the 1A (such as maltiple
scattering or off-shiell effects) measureinents with a precision of at least 2% arc
clearly required. To achieve this precision the present experiment utilizes a magnetic
spectrometer with a broad, carcfully-calibrated monientuin acceptance and a unique
technique involving a mixed target of liquid hydrogen and deuterium. Also of crucial
importance is the dispersion matching e momentin of the incident proton beam and
the spectrometer to achieve a resolution in cnergy loss (w) of typically 90 keV. This
resolution combined with exeeptional care i the energy calibration of the spectra
are also essential clements in achieving the additional goal in this experiment which
is a precise measurement of the shape of the d(p,p') spectra near the np threshold
and the interpretation of these results in terms of a,, the np 'Sy scattering length.

The neutron-neutron scattering length g, and the corresponding value of the
effective vange 1. are defined by the behavior of the 'Sy phase shift 8 at the lowest
values of &, the relative momentin of two nucleons:

1 .
L’(‘()L()u:—l/a-fr—)!‘,k’-f-... (1)

A comparison of «,, and “CL (the corresponding value for the pp interaction
after corvections for the influenee of the clectromagnetic interaction) is an nnpor-
tant measure of the charge synunetry breakiug in the strong interaction”). A di-
reet meastrement of «,,, has not been performed. Conscequently, much experiien-
tal and theoretical effort has been devoted to the detenmination of this quantity
from reactions mvolving imore than two particles. The presently recommended value
of a,,, = —18.52 £ 0.34 fin®) is based mainly on a single d(7~,v)2n experiment®)
supported by the results using the saume reaction in a kinenatically complete con-
figuration'?). Au independent confinmation of this result by a completely different
techuique would he very desivable.

Many attempts have been made to estimate g, on the basis of detailed studies
of the d(n, p)2n reaction at neutrou energies between 14 and 50 MeV. The results,
even when analysed using exact three body caleulations, produce very scattered re-
sults for a,,,, ranging from -15 to -24 fin®). It has been suggested that these results
wmight be reconciled with those of the d(77, )20 experiments if one includes effects
of the three nucleon force. However, owr knowledge of the three nucleon foree is far
from adequate.

It s argued®) that at cnergies above 60 MeV the effects of the three nucleon
force are small. 1t is certainly tue that at interediate energies the d(n, p) reaction
in the forward divections and for swall values of & populates the 'Sy states of the
e systenn by asimpler and more seleetive reaction wmechanisin than is in effect at
lower neutron energies. The contributions from multiple scattering are reduced and
the relative streugth of the isovector, spiu-Hip part of the NN scattering amplitude is
lavger. These efects are illustrated by the prominent peak attributed to the final state
interaction i the YSy chiannel for the data o the d(p, 0)2p reaction at 160 MceV*'')
atdd the snecesful mterpretation of these data in tenns of the 1A, The possibility
of using the d(u, p)2n 1eaction at intenmediate energies to provide an independent
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estimate ay, is cuhianced by the prospect of vigorous three body caleulations using
realistic NN forees at energics up to pion production threshold'419).

Before undertaking the techuical challenges that must be addressed to obtain
a precise estimmate of a,,, using the d(a, p) reaction at intennediate cuergies it would
be very desirable to have confinnation that the reaction mechanisim is adequately
understood. I the present experiment very precise data are obtained for the d(p, p')
reaction at E; = 198.5 McV which then can be used to obtain an estimate of a,,
for comparison with the value —23.748 + 0.009 fin'*) known from low cuergy np
scattering. In this paper the analysis is presented in terms of the simple [A but
future refinenicuts of these calculations are expected. The enrrent experimental value
am — Gnn = 1.5 2 0.5 fin is in excellent accord withs theoretical predictions based on
estimates of the mass difference of the d and u qnarks'®'%7). To be of significance in
this context requires an analysis of the d(p, p’) data which determines a value of a,,,
within 0.3 fin of its known value.

The remainder of this paper is organized in the following fashion. A detailed de-
scription of the experiment appears in sect. 2 including the results of the several tests
and calibrations designed to establish the precision of the final data on the elastic
and inclastic pd scatteriug. In this connection some of the specific details regarding
the eryogenic target, the energy calibration and respouse of the spectromneter and its
acceptance are described i appendices A, B, C, aud D. The complete experimental
results on the d(p, po) reaction together with a sample of the d(p,p’) data are pre-
sented in sect. 3 The explicit formalism used in the analysis of the data in the A
appears in sect. 4 with some of the technical details being prescuted separately in
appendix E. Scct. § contains the comparison of the data from this experiment with
the predictions of the TA. These comparisons provide a convenient form for a more
complete presentation of the d(p,p’) data than appears in sect. 3. A discussion of
the results of this experient and a comparison with other related data is in sect. 6
followed by the conclusions presented in sect. 7.

Throughout this paper the energy of the wucident proton (E;), the energy (£y)
and augle (0) of the scattered proton as well as all differential cross sections are ex-
pressed in the laboratory reference frame. For the unbonnd states populated in the
d(p,p') reaction, ¢ is the excitation energy measured in the centre of mass of the nn-
obscrved np system relative to the deuteron bound state. The following abbreviated
notation is used:

0,,(0) = ZTUI((')) (2)
for the p(p, po) reaction,
5,(0) = {2 (0) 3)
for the d(p, po) reaction,
o,0(0,¢) = (;(l;%(@,i) (4)
for the d(p,p’) reaction and
0,(0) = /:U ‘[%:?((-),s)ds (5)
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for the d(p, p') reaction populating J*, T = 0%, 1 final states. The latter is a quantity
derived from ., on the basis of the 1A as discussed in sect. 5. The quantities are
expressed in units with b and ¢ = 1.

2. Experimental Details

In the present experiinent the differential cross sections 0,4 and 0,4 were mea-
sured relative to a,, at the same values of E; and 0. The ratio 0,4/0,, was measured
using a cryogeuie target containing liquid with very nearly equal concentrations of
hydrogen and denterium. The ratio ope /0,e was measured as a function of € nsing
the same target filled with pure liquid deuterimin (LDgz). The experimental advan-
tage of measuring these ratios instead of absolute cross sections is that the results
are free froni uncertainties in the determination of integrated beam intensity, target
thickness, the clectronic dead tiine correction, the spectrometer solid angle and the
efficiencies of some of the wire chambers involved in the detection of the scattered
protons. The measurements were done with protons incident at 198.5, 297.6 and
456.6 MeV using, the Medinmn Resolution Spectrometer (MRS) in the angular range
from 3° to 14°. The energies span the range available from the TRIUMF cyclotron
and the angles are those conveniently aceessible in the small-angle configuration of
the spectrometer. The most precise measurements of the dependence of o,4 on ¢
were made at 198.5 MeV to facilitate future comparisons of the data with rigorous
three body calenlations.

2.1, EXPERIMENTAL CONFIGURATION AND DATA ACQUISITION

The proton beam was extracted from the TRIUMF cyclotron into bean line
43 (BL4DB), dispersed vertically in momentwin by 11 em/% (Ap/p) and delivered to
the target mounted in the T2 scattering chamber on BL4B. The essential features of
the configuration of the target and the MRS are shown in fig. 1.

The targets were mounted on the vertically-movable ladder. The cryogenic
target containing the liquid denterinm or the liquid denterium-hydrogen solution was
mounted at the top of the ladder imnniediately below a cooling head. The construction
of this target and the procedure to mix the LD, and the LH; are described in subsect.
2.2. The other targets mounted on the ladder were a 215 scintillator, an aluminum
foil and a grapliite sheet. The targets rotated with the spectrometer always having
the target plane perpendicular to the axis of the spectrometer.

The trajectory of the scattered protons was sampled at a distance of 107 cn
from the target by a front-end chamber (FEC0) comprised of four inulti-wire drift
chambers. The drift chamnber is filled with isobutane at low pressure 30 kPa (0.3 Atin)
to minimize multiple scattering, and the spacing of the 16 anode wires in each plane is
5 min. Two staggered planes of horizontal wires determine the coordinate X0 with a
precision of ~ 0.5 nun and Y0 is determined in a similar fashion by the other two wire
planes. In order to ensure that the acceptance of the MRS was very nearly constant
over the range of momenta sampled in the experiment, FECO was used to restrict
the analysed data to o rectangle defined by AX0 = 1.5 em and AY0 = 4.5 ain. In
order to reduce the effeet of high count rates in FECO the active arca of each plane
was masked to i area slightly Luger then these software lnits,

The magnetie elements of the MRS are a quadrmpole followed by a dipole which
bends the particles vertically through an average deflection of 60°. The uniform
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magnetic field in the dipole B is mecasured using an NMR probe.  For particles
centred in the momentum acceptance of the spectrometer the strength of the field
in the quadrupole was adjusted to produce a focus in the bend plane at a point
just beyond the exit window of the vacunm vessel of the spectrometer. The full
niomentunt acceptance of the MRS is Ap/p ~ 0.15 and the corresponding focal plane
is inclined at an angle of 45° to the central trajectory.

The coordinates of particles passing through the focal plane are determined by
four vertical drift chambers monnted in pairs parallel to the focal plane and labelled
VDC1 and VDC2 in tig. 1. The chambers X1 and X2 define coordinates in the bend
plane and arc used by extrapolation to the focal plane to define the momentum of the
particle. Because of the length of the focal plane, the transverse coordinates (Y) are
derived using the chambers Ul and U2 which have wires inclined at 30° to those in
X1 and X2. The design of the VDCs together with their inclination at ~ 45° to the
particle trajectories ensures that the ionization from cach track is nonnally sampled
by 4 or & anode wires which are spaced 0.6 cm apart. The drift times to cach wire are
measured with TDCs and used to interpolate to the point at which the track passed
through the wire plane.

The final clement in the MRS detection system used in this experiment was the
hodoscope of plastic scintillators located above VDC2. The individual elements were
oriented perpendicular to the central trajectory and were spaced to ensure that all
particles passed through at least one. The time of passage of a particle through the
hodoscope provided a reference for all the timing measurements in this experiment.
The encrgy deposited by a passing particle in any element of the hodoscope (EHOD)
was also measured using one ADC chanmel for cach element.

All the relevant data from the wire chambers and scintillators were recorded
in event-by-event mode on VCR maguetic tapes on the basis of a hardware trigger.
This requirement included pulses in coincidenee detected in either X0 or Y0, X1 and
a signal in the hodoscope exceeding a preset threshold, as well as a correct time-
of-flight between FECO and the hodoscope.  Althongh the incident beam intensity
was generally < 1 nA the large cross sections for the clastic scattering resulted in
valid trigger rates of typically 400 s™!. The data for each cvent included a TDC
channel for each wire hit in all four FEC planes and in all four VDC planes. As
a conscquence the dead time of the dita acquisition computer was substantial. As
was inentioned previously, the requircment to measure this dead time accurately was
essentially avoided by the measurements of the two ratios 0,4/0,, and 0p4 /0,4

The data written to magnetic tape were subject to several software cuts prior
to the creation of the final spectra. The time-of-Hight of the particles from FECO to
the hodoscope wis examined to distinguish protons from denterons or other charged
particles emitted from the target. Confirmation of this identification was provided by
the signal EHOD. In addition to the minimum reguirement of the hardware trigger
the hit patterus in all the wire planes in FEC0O, VDC1 and VDC?2 were analysed
to ensure that they were consistent with one and only one charged particle passing
through the active region of all the chambers. Events not mecting these requirements
were rejected as “missings™ or “mltiples”. The restriction to accept data over the
limited region in FECO was mentioned previously. In addition a traceback of the
trajectories from the VDCs to FECO permitted a ealeulation of the coordinates X1,
YI at the target. The normal bean profile was ~ 0.3 e wide x 2.0 emn high. Any
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events originating from outside this region, whiclight for nstance have resulted
froin beam hido strikiug the frinne of the cryogeuie target, were rejected.

2.2, CRYOGENIC TARGET

The planan cell of the eryopenic target was formed by two 50 grn thick foils of
Lrdened aluminun glued and bolted to a rectangular copper frame with rounded
corners. The voluine of the cell containmg the liquid was 7.0 ¢ high, 3.0 an wide
with a thickuess that ranged from 0.6 e at the edges to 0.8 ¢ in the central region
due to the bulgiug of the foils. The pressure i the cell during the experinent was
typically 50 kPa. Two additional alininum foils, cacli 1700 thick were mounted
4.0 cm upstream and downstream of the target as part of an 80° I hicat shield. As is
mentioned at the beginning of this section the clastic scattering ratios o,4/0,, were
measured with the eryogenic tavget filled with very nearly equal concentrations of
hydrogen and dentevinu. The filling procedure used to achieve this condition, the
estitate of the actual ratio and its uncertainty are discussed i detal m appendix
A It is concluded that in all the mcasurements withi the LH, /LD, mixture the ratio
of the deuterinu to hiydrogen nuelen i the target was 1.004 £ 0.010

The investigations of the d(p, p') veaction by measureients of the ratio opp /o,
were carried out with the target filled with the pure LD;. For the most eritical
mcasurements with the MRS cenutred at © = 4° and 8.5°, the deuterinm gas used
to fill the target was of @ purity of 99.99%. However, due to some initial difficulties
i flling the target, the LDy data at 6° and 11° was recorded with only 99% pure
deuteriune. The influence on the data analysis of contmmination from the H(p, po)
reaction is discussed in subseet. 5.3,

For the purpose of helpiug 1o determine the energy vesponse of the MRS i
thins experimental contiguration spectra were also recorded with the tavget cell filled
witli LH,. The background originating primarily from the aliinnnn windows aund
the heat shield, was estitated on the basis of ruus taken botly with target cell eimpty
and with the pure aluminin foil as a target.

2.3, ENERGY RESPONSE AND CALIBRATION

The magnetic elements of the primary proton beam line were tuned to provide
motentu dispersion at the target that matched the vertical dispersion of the spec-
trometer. Consequently the spectra at the focal plane accurately represeuted the
cucrgy difference; w = B, — Ey) despite the energy spread in the incident beaw of
typically 1 MeV. In addition to providing the focal plane coordinate XF, the mea-
strements of (XO,Y0), (X1LY1) aud (X2,Y2) were used to empirically correct for
optical abertations and kinematiec broadening vesulting from the finite acceptance of
the spectronneter. These corrections were made using the strong clastic scattering
peaks observed with the thin carbon and aluminmn targets. The vesulting resolution
i w wis ~ 90 keV, nearly independent of the beamn energy.

An important feature of this experiment was the precision required in the energy
calibration of the spectras The wost stringent requireinent came i the analysis of
the data on the d(p, pf) veaction in terms of the scattering length a,, (sce subscet.
5 3). The most critical pavinneter was the displacement in XF between the location
of the dip, py) peak and the d{p, ') threshiold corresponding to an excitation enerpy

e 222405 keV. The precise calibration was also used together with the calealated

kinematic shifts with scattering angle to provide the most accurate estimates of both
thie average scattering angle for.cach spectru and the average incident proton energy
E,.

The relative calibration of the focal plance of the spectrometer was obtained using
the calculated differences i momentun for four peaks observed i the scattering of
protous from carbon. On the basis of the aualysis presented in appendix B, it is
concluded that i the spectra with the LD, target at 198.5 MceV the location of the
threshold at ¢ = 2224.5 keV was determined relative to € = 0 with a precision of
+1.0 keV.

The obscrved peaks resulting from the scattering of protons on the aluminu,
deuterium and hydrogen i the eryogenic target were both substantially broader and
more asynuuetric than those observed with the thin almminmmn and the carbon target.
At forward angles with E; = 198.5 McV the average energy loss of protons passing
thirough the LD; target was 600 keV and the observed width (FWHM) of the d(p, po)
peak was ~ 230 keV. At several stages in the analysis it was essential to have detailed
parameterizations of the peak shapes. They could not be adequately predicted on
the basis of the thin target spectra by including shimple estimates of the effects of the
cuergy straggling and multiple scattering. By analysing the data at several angles
with the cryogenie target filled with LD,, LH; as well as the LH;/LD; mixture an
cpirical representation of the elastic scattering response function was obtained. The
details of tlus procedure are ontlined in appendix C.

2.0 SPECTROMETER ACCEPTANCLE

Accurate weasurements of the ratios 0,4/0,, and opp /0,4 as well as the shapes
of the d(p,p') spectra requived precise imformation regarding the possible variation
of the MRS acceptance as a function of the focal plane coordinate XF. Given this
requirement, the data analysed at cach setting of the MRS was limited to the range
A X0 =15 cu, A Y0 =4.5 cm corresponding to a solid angle AQ = 0.59 wsr.

The meastred coordinate Y0 was used to further subdivide the total solid angle
into 9 nearly equal bins cach with AY0 = 0.5 cmn corresponding to a 0.27° range in
the scattering angle ©. The actual profile for cachi bin was, in effect, a convolution of
this value and a Ganssian function with a width of ~ 0.15° corresponding to the width
of the beam spot on the target. This fine binning of the data made the corrections
to account for the finite size of the bin ucegligible.  For cach of the spectra with
the cryogenic target the mean scattering angle was deternmined with the precision of
about 0.02° frow the measured energy difference of protons elastically scattered from
the ahmninum and deaterinn nucler. With the mixed LH, /LD, target the kinematic
shift of the H(p, py) peak provided confirmation of these estimates. The nominal
setting of the MRS angle agreed with that measured for the middle of the 9 bins to
within 0.25°. The difference between these valiues was sensitive to the steering of the
mcident beamn but was essentially the same for all the observations with the same
bea tune.

The wmeaswrements of a,/0,, with the LH, /LD, mixture were done at each
cuergy with cight nomiual settings of the MRS angle: 4, 5, 6, 7.25, 8.5, 9.75, 11
and 12.5° Sinee, at cach setting, the miue bius in YO spanned a total angular range
of 2.4°, the substanutial overlap provided valnable checks on the consistency of the



results.  Each measurement with the LD, target requived longer running periods
performed at the nominal angles of 4,6,8.5 and 11°.

By wmeasuring the ratios a,4/0,, and opg/o,q one avoids the uncertainties re-
sulting from inefficiencies in FECO and fromn possible variations of the exact size of
cach 0.5 cm1 binin YO0, Any slow variations in the acceptance of the MRS with
XF or possible local variations in the efficiencies of the VDCs, however, conld have
influenced the result.

The slow variation in the acceptance with XF was measured by successive runs
at different values of the MRS dipole fickl using the clastic proton peak from the
aluminum target.  The results, deseribed in detail in the appendix D, spanned a
range in XF much larger than was actually used in the experiinent. It is concluded
that over the limited momentum range samnpled in this experiment the slow variation
in the acceptance was substantially less than 1%.

The efficiency of proton detection in a localized region of the focal plane de-
pends sensitively on the efficiencies of individual wires in the VDCs. There 1s inlicrent
redundancy in the data from each VDC plane which arises from the number of adja-
cent wires normally triggered by a valid event. By a technique described in appendix
D this redundancy was exploited to hoth estimate the efficicncies of individual wires
and to recover ~ 80% of the data that would have been lost because of any incfhi-
cicncies. As a direct test of the effectiveness of these techmiques the (p, p') continuum
at large values of the energy loss w was examined with the LD, target at E; = 456.6
MeV. The results, again presented in appendix D, indicate that the effect of any local
variations in the cfficiencies of the VDCs is less then 1%.

3. Experimental Results

3.1. THE ELASTIC SCATTERING RATIOS: 0,4/,

Thrce of the spectra used to deterimine the ratios of the differential cross sec-
tions for the elastic scattering of protons from denterium and hydrogen at 198.5 MeV
arc illustrated in fig. 2. In cach case the spectrum is one of the nine recorded si-
multaneously corresponding to equal intervals in the scattering angle A© = 0.27°.
The data were recorded with the liquid target filled with nearly equal concentrations
of deuterinm and hydrogen (appendix A). The three prominent peaks (in order of
increasing channel munber) result from the (p, py) reaction on the aluminum windows
of the target, the denterimm and the hydrogen. At all angles the very small coutri-
butions from the ¥ Al(p, p') veaction were subtracted on the hasis of spectra recorded
with the pure alimminum target. These corrections were always below 1% and in most
cases below 0.9%. In eases sueh as the spectrum at © = 6.2° the ratio g,4/0p, was
derived simply from the ratio of the two integrated peak imteusities corrected for the
(0.4 £ 1.0)% difference in the deuterium/hydrogen concentrations.

At the smaller angles, particularly at E,=198.5 McV, the three peaks over-
lapped as illustrated i fig. 20, Corrections for the contributions of the tails of
overlapping peaks were made on the basis of the cmpirical function chosen to ac-
count in detail for the complicated peak shapes as deseribed in appendix C. The
fitted shapes used in the analysis at 4.2° are shown in fip. 2a. At the smallest angles
vot all the parameters in the empirieal fits to the individual peaks could be vniguely

determined. In these cases the resulting uncertainties in the arcas of the deuterium
and hydrogen peaks were estimated and added to the statistical errors.

At the larger angles (© > 7° at 198.5 MeV) the H(p, py) peak overlapped with
the continum from the d(p,p’) reaction as illustrated in fig. 2¢. The continuum
was subtracted using spectra measured at the smne angle with the pure LD, target.
The d(p,p’) contimuum shown in fig. 2c is derived from the LDy spectrum suitably
shifted and nonmalized to matel the d(p, py) peak. Alternatively at the largest angles
where the d(p,p’) continnum is featwreess, it was fitted with a quadratic function
which was then nsed for subtraction. In these cases the two methods of subtraction
were found to yield consistent values for the integral of the H(p, po) peak. The small
uncertainty in the subtraction of the continuum was included in the error estimated
for this integral.

The results of the measured ratios o,4/0,, are given as a function of the labo-
ratory angle © in table 1 for the three proton energies. The 72 spectra recorded with
cight different settings of the nominal MRS angle provided substantial overlap. In
these regions the measured ratios were consistent within the statistical uncertainties
and the closely-spaced pairs of data points resulting from adjacent settings of the
nominal MRS angle were averaged. The resulting values at 43 angles for cach proton
energy are the entries in table 1 and are plotted in fig. 3.

The tabulated errors for the ratios include thie statistical uncertainties in the
peak integrals together with those attributed to the overlapping peaks at smaller
angles and the subtraction of the d(p,p’) continuun at larger angles. The precision
of the quoted results (in some cases £0.6%) rests in large measure on the technique
of mcasuring the ratio from a single spectrnm using the saine small angular bin.

There are several sonrces of systematic uncertainties that are not included in the
errors quoted i table 1 or plotted in fig. 3. The most significant of these is attributed
to the 1.0% uncertainty in the estimated ratio of the concentrations of deuterium and
hydrogen in the target (appendix A). The measurements of the variation of the MRS
acceptance with XF outlined in appendix D have been used to estimate that the
maximum effect on the results quoted in table 11s < 0.5%. Combining these errors
yields a total systematic uncertainty in the measured values of 9,4/0,, of £1.1%. As
indicated previously (subsect. 2.4) the observed kinematic separation of the three
clastic scattering peaks hias been used to determine the mean scattering angles for
cach bin to a precision of £0.02°.

3.2, THE d(p,p') SPECTRA

The inclastic proton scattering from denterimm was analysed in terns of the
quantity o,,(0,¢) defined in eq. (3). The values were measured relative to o, at
the same angle. The data were derived from spectra recorded with pure LD,y i the
target cell as itlustrated in fig. 4. The data in fig. 4. arve plotted as a function
of w = E, = E;. The spectrum is dominated by the peaks corresponding to the
clastic scattering on aluminnm and deaterimm together with the broad contimmm
from the d(p, p') reaction. An indication of how siall are the contributions fromn the
H(p, po) and Al(p, p') reactions is the near absence of events in the mterval between
the d(p, py) peak and the d(p,p’) continnum.

The enevgy calibration of the focal plane was a crucial factor particularly in the
detailed analysis of the shape of the d(p, p') at E, = 198.5 McV which is discussed in

10


http:I.o,.:;d.hn
http:11l('.an
http:indicat.ed
http:IlIol.ed
http:n'sult.iu
http:p<tr<tllwt.ns
http:lilllit.ed
http:d;~~l.ic

subseet. 5.3, The procedure involving the anadysis of ¥ C(p, p') spectra is discussed
in detail i appendix B. The transformation of the energy scale to the np exeitation
energy € was hased on relativistic kinematies. In order to veduce the sensitivity of the
results to local vartations i the efficiencies of the VDCs, the spectra at E, = 198.5
MeV were recorded for several (usually six) values of the spectrometer magnetic field.
The several spectra corresponding to the same angolar bin were added together using
the € calibrations and the well determined locations of the two elastic scattering
])(.’L\ks.

The results of the measurements of the d(p, p') spectra at two angles for each
of the three proton ineident energies areallustrated i fig. 5. The cross sections have
been normalized relative to the deuteron clastic scattering peak observed in the same
speetra. The mcasurenmients of the a,,/0,, deseribed i subsect. 3.1 were then used
to relate the d(p, p') spectra to elastic pp scattering at the same angle. Finally the
absolute scale on the ordinate i fig. 5 was derived by asswning g, is given by the
Arndt SMO0 pliase shifts'™). The errors welude the statistical uncertainty of the data
m cach energy bin (A = 20 keVy, a very small contribution frowm the corresponding
uncertiinty in the tegral of the d(p, po) peak and the statistical uncertainty esti-
mated in table 1 for the vatio 0,4 /0, Siuce all the detailed analysis of the results of
this paper is i tenus of the cross sections measured relative to o, the uncertainty
i the clastic pp dati s not mcluded.

At cach encrgy (E)) spectra siilar to those llustrated o fig. 5 were derived for
35 angles m the range 2.8° < © < 12.1°. The dependence of o, on two finely-binned
variables (O and ¢) and the seusitivity of the results near the up threshold to the
experimental energy response function preclude a sinple tabulation of all the data
m a form sinilar to table 1. The most importaut features of the d(p,p’) data are
presented i the form of comparisons with detailed predictions based on the TA in
subscct. 5.2 and 5.3.

4. Predictions of the Impulse Approximation

The clastic and inclastic scattering cross sections were caleulated in the nupulse
approxunation with plane waves in the incoming and outgoing channels. The proton-
deuteron scattering amphitudes were constructed from the free NN amplitudes and
the form factors represeuting the structure of the deuteron and final state syste.
The effects of the reaction dynamies, such as distortions of the mcident and exit
waves, double scatteriug and off=shell effects, were ueglected. Outlined below is the
formalisiy used in the caleulations.

The differential cross section for elastic scattering is expressed by the equation:
1 T
0,.4(0) = 5 : Z {7, /l AII' 0)* (6)
( JI + 1)(_b| + 1) LT HRIVRITH
and i the IA3) the pd scattering amphtude is:
iy (gl o .
Thipa, (©) = 50 HO) < @ yynig, (Mg | expleq 7/2) || Rupar, (), > +
{rdinym o
’u’t‘uu ‘ ‘(()) < q)Jpl”' r’){m “ (.\l’(ﬂl‘l /-)') “ q’-‘ul\h)(f‘)énn > (7)
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with ¢ = p7 — p; the momentum transfer to the denteron. The &, is the spin part of
the wave function.
The deuteron wave function is expressed in the form:

q)JDMD(F) = Z < Iunlodl_)lllg,“)l.];)]\[u > < spgsyiglspinsp >
lpmpmgmy

flu(r)},lumu(ﬁr)émuéln, (8)

hn these formulae 1y, sp and Jp are the orbital amgnlar momentum, spin and
total angular momentum of the deuteron. The spins and magnetic quantin nuimbers
of the struck nucleon, the spectator nucleon in the denteron, and of the energetic
proton are sy, niy,s3, 1y, and sy, my respeetively. The guantities of the final state are
primed. The tf,:‘:,),:"”"‘(()) and ts::'):."”"'(O) are the free nentron-proton and proton-
proton scattering ‘unplltmk:. In all these formulac © is the scattering angle i the
laboratory system. €, is defined as 7/|7], where 77 is the relative position vector of
two nucleons.

Eq. (6) can be written in the forn:

541, . ) -
0u(©) = 4m(ZZ) 3 | N (SR Py, () B (©)
SESL Ay lplpau,
W(stuo‘s;5250)-\’(15-],IDSDJU,I'L)SDJU)

< 101010 >< s JJM > |? (9)
In ¢q. (8) [ = lf, - 17) 1s the orbital angular momentin transferred to the
deuteron. 5§ = o) — 53 is the spin transfarred o the struck nneleon which, siuce
the spectator nucleon is not mvolvcd m the >L.1Ltumg,, 15 the same as the spin
transferred to the deuteron § = ) — sp. J = JD — Jp is the total angular mo-
mentumn trausfer. Woand X arve Racali and 9 — j spin coupling coefficients, and
Fuye (q) =[5 11111(1—)]10(1)f,n (r) is the form factor. The B:':.:.m"((')) are irre-
ducible tensors constructed from the NN se atu-mu, mnplntmh-g using the formulae
presented in appendix E. The standard notation 3 = /235 + 1 1s nsed.
To calculate the inelastic scattering cross sections the wave functions of the final
state are expressed in the following form:

)
¥, (K (i) = - > < Luptysupttisup| Jup Moy, > < sanlyssntlysyyiiisuy, >
bugtti g in
g.l..,.l..,.(A'r))'l,.,,,m“,(( v ))].‘,.“.,,(Qk )f,,‘;éms (10)

Heve gy, (k1) is the wave function and J,p, Moy, Ly by, sy and s, ave the

quanitunt munbers of the final state unobserved 1p system. The \[ normalization

factor 1s the same as is used in vef'®). With this factor the integral of the 'S,
contribution to the bhreak-up spectrm at small momentum transfers becomes equal
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to the cross section obtained fron the sun of the NN spin-fip scattering amplitudes
for non-interacting target nucleons.
The (p, p') cross sections can then be written in the forn:

ope(0) = g

LD S B W G0 1 T 0 AR (VW

SIS2 g M il

HIUJ..PI..,,(ka (I)Bml " ((-'))"V(-""')-‘np-‘.'l; "'2~"l))-\‘(1"’}v 1”“[7'101 Inysny-]np)

s,

< p0I0|L,,0 >< lnsmi JJM > |? (11)

where ks the relative momentum of two nucleons in the final unbound state.
The form factor for the bhreak-up cross sections is defined as:

Fitp bt ki) = [ 121 fip (1)1 () (12)

The expressions for g, (8) and g4 (9) represent extensions to all partial waves of
the formulation of the 1A developed by Cromer?). In the limit that the denteron
gromnd state is pure S the expressious for the elastic seattering and for the inclastic
scattering to the 'Sy continuun are identical. The elastic seatteriug cross section at
small angles is dominated by the spin independent NN scattering amplitude 4(Q), as
the spin dependent amplitudes of the proton-neutron and proton-proton scattering
have ncarly opposite phases and their sums arve small. In the TA the cross section
apa+ for the reaction populating the 'Sy scattering state depends only on the spin
dependent amplitudes C(0), M(0), G(0) and H(O).

The deuteron wave function and the final state wave functions were calculated
from the Paris potential'). Since the Paris potential does not include terms breaking
isospin symnetry the strength of the spin-singlet, isovector part of the potential had
to be adjusted to reproduce the scattering length a,,. To reproduce exactly ay,
known from low encrgy experiments the Vsogroy potential was scaled by the factor
1.043. The sums over 1, Jn, and 1, i cquations 8 and 9 extended up to three.
Contributions from the higher orhital imgular momentuim teansfers, and higlier final
spins were negligibly small becanse of the small values of ¢ and k. As evidence of this,
at 198.5 McV the contribution from the final states with 1, = 3, in the excitation
rimge below 5 MeV | is caleulated to be lower than 1% of the total yield.

5. Comparison of Data with IA Predictions

5.1 ELASTIC SCATTERING RAVIOS a,4/a,,

The measured ratios 6,4/a,, ave compared in fig. 3 with two predictions of this
quantity based on the A in the form presented in seet. 4. The solid enrves are based
on the intermediate energy NN scattering mmplitudes (at E£,=198.5, 297.6 and 456.6
MeV) fitted by Arndt ct al. and designated SM90 in the computer program SAIDY).
The dashed enrves result from the amplitudes listed in the same program but derived
using the Bonn potential??). In both cases the deateron wave function was that
derived nsing the Paris potential'™). In the lower pinels of fig. 3 the corresponding
predictions of o, and g,; are shown separately. These panels illustrate the strong
infuence of the Conlomb interaction at the smallest seattering angles and the extent
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to which some of the differences between the two sets of NN amplitudes eancel in
predicting the ratio a,,4/a,,. It should he ecmphasized that the comparisous between
data and the predictions based on the simple 1A shown in the upper panels of fig. 3
involve uo arbitrary paramcters or normalization.

A more detailed comparison between the extensive data given in table 1 and
predictions based on several different sets of NN amplitudes is presented in fig. 6.
The data pomts in this figure represent the measured ratio o,/ 04, divided by the
ratio g,4/0,, predicted using the SM90 amplitudes. Comparisons of the data are
also wade with the predictions based on other intermediate energy NN amplitudes;
specifically FA91, V350 and the local pliase shift solutions of Arndt, and of the Bonn
and Paris potentials. In each case the enrves are calenlated using the amplitndes
listed in SAID and dividing the predicted ratio o,4/a,, by the corresponding ratio
predicted nsing SM90. It is evident from both fig. 3 and fig. 6 that, at E, = 198.5
MeV the data for angles © > 5° lic consisteutly helow the predictions of the TA.
At the higher encrgies the data are typically within 5% of the predictions over the
complete angular range. It should be noted that at these higher energies the ratios
0pa/0pp predicted using the Saclay and BASQUE phase shift solutions tabulated in
SAID differ from the data by substantially more than the predictions included in fig.
6. The influence of the bound state wave fuuction was also imvestigated. The values
of 0,4 predicted nsing the Boun potentials A, B and C#) differed from these obtained
with the Paris wave function by < 2%. Further discussion of these results s deferred
to subscct. 6.1.

5.2. DEUTERON INELASTIC SCATTERING: a4 fa,,

Adopting the formalisin outlined in scet. 4, the vatlue of 7,4(0,€) can also be
predicted in the TA from the NN amplitudes at intermediate-cnergies and a model of
the low-cnergy NN interaction which defines the properties of the deuteron and the
low energy np phase shifts. The results of such calenlations fitted to the experimental
data using oue normalization parameter for each spectrum are shown in fig. 5.
The detailed shapes of predictions shown are hased on eq. (9) using the SM90
NN amplitudes and the Pavis potential modified slightly as disenssed in sect. 4 to
reproduce exactly the known 'Sy scattering length a,,,. The theoretical predictions
have been convoluted with the experimentally measured shape of the denteron elastice
scattering peak. The convolution of the experimental response function is of crucial
importance to the analysis of the break-up speetra near the np threshold. At the
smaller angles the procedure referred to in subsect. 3.1 and discussed in detail in
appendix C was nsed to subtract the tail of the Al(p, po) peak from the measured
shape of the d(p,py) peak.  The subtraction of the tail of the elastic peak from
alimmnmn also permitted an accurate estimate of the integral of the d(p, po) peak in
cach spectvinn. This integral together with the measired ratios g, /0, allowed the
measured intensity in cacli energy interval of the d(p,p') spectra to be related to oy,
at the same scattering angle.

The single free parameter used in cach fit to the data shown in fig. 5 is a
normalization of the predicted spectrum at cach angle. This parameter is fitted on
the basis of the data in the mterval ¢ < 3.9 MeV. The swue JA ealenlations used to
predict the shapes of the spectra have also heen used to predict a4/, In fig. 7
is plotted the amount by which the enipirical normalization of the data differs from
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the nonmalization predicted i the 1A with the SMO0 amphitudes. The errors shown
for the experimental points include those arising from the statistical precision of the
(p, p') spectra, the uncertanty in the integral of the d(p, po) peak, the error of the
ratio g,y/a,, obtained from table 1 and an uncertainty of between 1 and 2% which
is the variation that would result if the upper limit of the value of ¢ used to define
the region of the fit were varied o the range from 2.9 to 4.9 MeV. As is the case
fig. G for o,4/0,,, the experimentally detennined ratios 0,0 /0, are also compared
with predictions in the TA using other NN amplitudes.  This is achieved by also
comparing in fig. 7 the values of [2MY g,0(¢)de Jo,, for these amplitudes with the
values derived with the SM90 amplitudes.

The break-np spectra just above the threshold are dominated by the 'Sy(d*)
resonance particularly at the smallest values of the momentum transfer ¢. This result
is llustrated by the 1A predictions shown in fig. 5. The contributions to the total
spectra from all final states exeept the 'Sy is the smooth lower curve i cach seginent
of the figure. The generally exceellent agreement between the predicted shapes of the
(p, ') spectra and the data presented o fig. 5 indicates that the 1A accounts very
well for the relative contributions of the 'Sy and all other final states. An analysis
of the success of the TA ju predictions of the detaled shape of the 'Sy resonance at
E, =198.5 MeV s included in subsect. 5.3.

The observed strength of the Gamow-Teller transition between the deuteron
pround state (11,7 = 0) and the d° resonance (01, T = 1) has been estimated by
subtracting the component given by the lower curves shown i fig. 5. The high energy
tail of the d° resonance extends well beyond botl ¢ = 3.9 MeV, the upper linit of the
data included m e fit to the 1A and the maximum energy of the data analysed in
this expernment. ‘The fitted shapes predicted by 1A were therefore used to estimate
7,4+-(0), the integral of the 'Sy cross section over all values of £, The resulting values
of the ratio 0,4 /0, are listed in table 2 and plotted i fig. 8. In addition to the
uncertainty assigned to the ratio op /o, the ervors quoted e table 2 clude the
variation that wonld result from a £5% change i the relative contribution of all
the final states except the d” o the range ¢ € 3.9 MeV. This uncertainty becomes a
domnnant component at large values of the momentum transfer.

The values of g,y /0, derived from the present experiment are plotted in fig.
8. Also shown i thus figure are the corvesponding ratios predicted using the TA on
the basis of the SM90 and Bonn NN amplitudes. As i fig. 3 for the ratio o,4/0,,,
the lower pancls i fig. 8 show the dependence on © of the predicted values of g4
and o, scparately.

5.4, THE (') DATA AND a,, AT E, = 195.5 MeV

AL £, = 198.0 MeVothe d(p, p') data were vecorded with apreeision intended to
provide a critical test of the seusitivity of the shape of the d* resonance to the vidae
of wyy,, the 'Sy scattenng length In this section the anadysis is i terms of the 1A as
expressed i eq. (9 with the NN canphtades given by thie SM90 solution.

As in o subseer 5.2 the mitial analysis assumes a final state interaction defined
by _lh(' Paris potential modified to reproduce the value a,, = —23.748 £ 0.009 fin
derived from the analysis of low-cnergy up seattering'™). The sensitivity of the result
to the tail of the Al(p, po) peak s discussed i appendix C.o AL angles © < 3.82° it

was concluded that the nneertainty in the d(p, po) lneshape precluded a meaningful
analysis of the (p, p') datain terms of a,,,.

The weasured and caleulated break-up spectra for three scattering angles 4.08,
6.50 and 9.09° are compared i fig. 9. For cach of the solid curves, the only free
parameter is the overall normalization of the spectrum which is determined by a fit
to the data in the region ¢ < 3.9 MeV. The location of the np threshold (e = 2.2245
MeV) is fixed by € = 0, the observed location of the d(p, po) peak and the measured
encrgy calibration of the spectrometer (appendix B). The difference between the
individual data points and the solid curves are plotted in the lower segimnent of cach
figure. The quality of the fit for cach of the three spectra i fig. 91s defined by the
values of x? and the degrees of freedom shown in the upper third of table 3.

In ovder to asses the sensitivity of the d(p, p') spectra to the value of any, separate
calculations of o,p were also made using the strength of the Vi—gr=1 component of
the Paris potential adjusted to give a,,=-22, -24 and -26 fin. Over this limited range
cach value of 0,4 was expressed as a quadratic function of the “parameter” a,,. On
this basis a second fit was made to cacli of the observed spectra in which both the
normalization imd a,, were free parameters. Although these two-parameter fits arc
also shown in fig. 9 the best indication of the improvewents in the quality of the
fits are the values of 3 listed in the middle seetion of table 3. As is mdicated i
this table substantially improved fits are obtained at cach angle with values of a,,
more negative than the aceepted value, The statistical errors of the fitted values of
dyy, listed in table 3 correspond to the limits for whichi y? would be increased by 1
from its quoted mininmm value. The potential systematic errors in this analysis are
discussed below.

The one and two-parameter fits referred to above rely on a calibration of €
defined by the location of the d(p, pu) peak and precise measurement of the dispersion
of the spectrometer. As a result of the analysis outlined in appendix B it is estimated
that the uncertainty in this dispersion corresponuds to a 1.0 keV uncertainty in the
calibration in the region of the up thueshold.  As a test of the seusitivity of the
results to this estimate, a third set of fits was made in which the location of the
threshold was also o free parameter defined i terms of Ae = em(fitted) — 2.2245
MeV. The results of these 3-parameter fits to the spectra in fig. 9 are sunarized in
the lower seetion of table 3. In sharp contrast to the improvement in the fits achieved
by making @,, a paramcter, no substantial rednction in x? results from the use of
a fitted Ac. Morcover, because of the strong correlation between ayy, and Ae the
statistical nneertainty in @, is substantially increased.

The procedure outlined above was carried out for cach of the spectra recorded
in the angular vange from 4° to 1290 In addition, for cach spectrn the imfucnce
of the vange of excitation cnergies included in the fit was ivestigated by adopting
three different upper limits ¢ < 2.9,3.9 and 4.9 MeV. All the vesults for the fitted
values of a,,, are shownin fig. 10. Several of the speetra recorded at Ops = 11° were
contaminated in the region & > 2.9 MeV by the presence of the H(p, py) peak resulting
from the use of the lower purity deutevimn at this angle. In these cases the absence
of values plotted in fig. 10 indicates that no fits to a,, were attempted. Although
the high pwity deateriim (> 99.99%) was used at Oaps = 4 and 8° the erratic
hehaviour of the fits at 7.49, 7.76, 8.02 and 8.29° is also attributed to the presence of
a very weak H(p, po) peak located n the region most critical to the measureiments of
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tny (€ ~ 2.3 MeV). The points plotted in this vegion illustrate the value of making
the measurements of a,,, over a wide range of conditions and the use of the fit with
a variable Ae as o dingnostic. The fits at these four angles were not included in
further analysis. The H(p, py) peak seen at Oups = 4 and 8° represented a 0.1%
contamination of the LD, target and was attributed to vapors containing hydrogen
frozen on the windows of the cryogenic target.

The results obtained from this analysis of @, in terns of a,,, are essentially
insensitive to the particular choice of the wtermediate energy NN amplitudes. In
eq. (9) the dependence of 0,4 on & (or equivalently ) is defined by the forin factor
Fity gty (K1 q) given qu eq. (10) For small values of & and ¢ the shape of o,4(e) 1s
essentially determined by Fyom(k, q), the forn factor for the 35, — 'Sg transition.
The contributions artsing from all values of Jy,, # 0 are shown separately in fig. 9. If
one used a set of NN amplitudes other than SM90 the effect would be a very small
change in the relative amplitude of the J,, # 0 contributions.

The sensitivity of the results obtained in this section to the shape of the NN
potential at low energies hias been investigated using the effective range formalisin
(1). The Paris potential used to caleulate the final state wave functions predicts
a value of the 'Sy cffective range r, = 2.88 fin, whereas the recommmended value
is 2.75 £ 0.05 fin®). The correlation between the fitted valnes of «,, and r, was
estimated using a square well potential. In the analysis of the data with e < 4.9 MeV
a reduction in the effective range by 0.1 fin would change the fitted value of a,, by
-0.1 fm. For the fit to the data with ¢ < 3.9 MceV the corresponding change is Ad,,,=
-0.05 fm, and for £ < 2.9 McV the effect is negligible.

The fits to an, at different angles were independent, and since in many cases
the statistical precision of a fit was better than 0.3 fin (with Ae = 0) it is evident
that systematic uncertainties played a dominant role. The miost obvious of these is
the effect of the £1.0 keV precision estimated in appendix B for the calibration used
to locate the np threshold relative to ¢ = 0. As noted carlier, the fitted value of an,
is strongly correlated with this quantity and a 1 keV shift changes a,q, by typically
0.27 fm. The effect of small differences in the experimental lineshape at € ~ 2.3 MeV
compared to the measnved response at ¢ = 0 has also been investigated. A 3% change
of the width parameter w (appendix B) would alter the fits with € < 3.9 MeV by 1
fin and those with ¢ < 2.9 McV by 2 fin. Dircct measurcments of the change in w
for different locations of the d(p, py) peak on the focal plane, for the different values
of E, and consideration of the known variation of the dE/dz with Ej indicate that
a reasonable upper lhmit on the change in w at ¢ = 2.3 MeV is 0.6%. At this limit
the change in a,, 1s 0.2 fin for € < 3.9 MeV and 0.4 fn for ¢ < 2.9 MeV. Further
discussion of the results presented in fig. 10 is deferred to subsect. 6.3.

6. Discussion

6.1. opgfay,,

The results of the present experiment to measire the elastic scattering ratios
0paf0pp for the three energies and in the angular range 3° < © < 14° are presented in
different forms in fig. 3, fig. 6 and table 1. The errors presented for cach value of the
ratio arc generally < 1% for © > 4° and acconnt for all the known uncertainties in the
experiment exeept for the overall systematic crror estimated to be £1.1% which is
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dominated by the uncertainty in the vatio of hydrogen and denterimn concentrations
in the LH,/LD, target. The vesults in fig. 3 and fig. 6 are presented in the form
of comparisous with predictions of the 1A deseribed in sect. 4. These comparisons
arc made knowing that the TA is certainly an incomplete theory and that as far as
the reaction mechanisin is concerned the interesting physics lies “beyond” this shnple
model.

A geueral couclusion that can be drawn from fig. 6 is that under these restricted
experimental conditions the net effect of the physies beyond the simple model is
modest. At 198.5 MeV and all but the smallest augles the experimental ratios are
typically 10 to 15% below the predictions of the TA. The agrecment at the lugher
encrgies is cvent better and the systematic deviations of the data from any of the
predictions are of the saune magnitude as the differences in the 1A that result from
the use of varions NN amplitudes.  Empirically it appears that in the TRIUMF
cnergy range the net correction to the 1A varies smoothly with E, and changes sigu.
Without invoking a inodel of the expected correctious to the IA one shonld not use the
comparison between the data and individual predictions in fig. 6 to draw conclusions
with regard to the validity of any specific formulation of the NN amplitudes. The
quality of the data and the observation that the swns of all corrections are modest
suggest that if the size of these correctious can he predicted to within 10% meaningful
conclusions i this regard can be drawn on the basis of the existing data.

The original data on o,y at E, = 158 MeV?®) was also compared with the predic-
tions of the 1A. Although it is difficult to make detailed comparisons with the data at
198.5 McV presented in fig. 6, a similarity is noted. At the smallest angles the data
at 158 McV agreed with or exceeded predictions but at @ = 15° the data was lower
than the prediction by 15-20%. Surprisingly, there is no other high precision data
on pd elastic scattering at small ¢ suitable for comparison with the present results in
the TRIUMF energy range.

There are, however, several extensive studies of o, at scattering angles © < 14°
in the energy range from 582 to 991 MeV2' ') I all these experiments the recoil
deuteron was detected with the intention of excluding possible contributions from
inclastic scattering. Only iu the case of the data at 582 McV?') are there results
reported for @), recorded in the same experiment. In this case the measured ratio
OpafOpp at © = 12° is consistent with the ratio predicted in the 1A (8) using the
NN amplitudes of SM90 within the experimental accuracy of ~ £8%. All of the
data at higher encrgies??"?') have been compared with predictions that include the
effects of multiple scattering. Good agreement is obscrved. In particular the mnore
recent data at 793 MeV24) appear to be in excellent agreement with hoth the data
of Irom et al®) at 796 McV and calculations iucluding double seattering following
the preseription of Alberi et al #2%)

6.2, O )Ty Tpaefay,

Fig. b illustrates good agreement between the measured shapes of the d(p, p')
spectra and the predictions based on the TAL Tn pacticulin the relative contribution
of the d* and the su of all the other states of the nnobserved np system seems to be
adeguately acconnted for over the limited vange in momentam transfor and excitation
encrgy saunpled in this experiment. This agrecment makes meaningful a comparison
in fig. 7 of the amount by which the predictions of the TA must be scaled to mateh
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cach expernnental spectiunm.

Generally the comparisons bhetween the datiacand the predictions of the 1A for
the denteron incliastic seattering (g 7) are very similar to those discussed in See
6.1 for the d(p, po) reaction (fig. 5). At E, = 198.5 McV the data for © > 4° he
to 15% below the predictions. Once again the discrepancies appear to change sign
or become smaller in magnitnde at the Ligher proton cnergics. A very cousistent
picture emerges of data determined with aprecision of 1-2% differing from the very
simple predictions by typicaly 10%. These data therefore provide a finn basis for a
proper evaluation of the physies beyond the simple model.

A quantitative teatent of the refinements to the 1A s heyond the scope of
this paper. The 198.5 MeV data is the object of a rigorous three-body calculation
using realistic NN forees'™) . This caleutation is valid only below the pion production
threshold and does not iuclude the Coulomb interaction?). The apparent success of
wodels for 0,4 including the effeets of double scattering at ~ 800 MceV is noted 1
subsect. 6.1 Similar calenlations are nuder way to investigate whether such a inodel
can account for the simall corrections needed to deseribe the present data at all three
cnergies. 1t should be noted that analyses of pd elastic*™) und inelastic'™) scattering
i a relativistic framework suggest that these effects ave siall w the kinematic regine
sumpled by the present data.

The experimental vesalts presented in fig. 8 and table 2 sunmarize the nforma-
tion derived regarding the strength of the trausition to the d° (*Sy) final state. This
transition is uniquely AS = 1, AT = 1 aud cousequently depends on a very different
combination of the NN amplitudes thau that involved in g,y [ref?)]. These data are
the most precise available for this, the simplest pure Gamaow-Teller transition for
which very detailed models exist of botl the nitial and final nuclear states. Fig. 8
illustrates the sensitivity of the predictions of the [A for two different sets of the NN
aplitudes.

Recently there has been cousiderable interest i using the (d, *He) reaction
{where the two protons ave in the 'Sy state) as a probe of nuclear structure?®).
The adequacy of the TA in deseribing the g,y data is divectly related to sunilar
wodels®@ ) used to analyse the data®®-) for the clementary proeess p(d, *Hehu. lu
this couneetion the previous data most direetly comparable to those presented in this
paper are those of Nox et al*) at £y = 350 MV owhich have been compared with
the predictions of Carbonedl et al*®). Within the quoted experinental uncertainty of
20% the weasured differential cross sections agreed with the predictions over a range
i kinematie variables ¢ and ¢ wider than that sipled e the present experiment.

63 o, AT E=1955 McV AND a,,

A detailed analysis of the slape of the d(p, p') spectracat E,=198.5 MV near the
np threshold veveals asiatl but consistent deviation between the distacand predictions
based on the 1A (fig. 9, table 3). It Lias been empirically detennined that one can
account for these deviations alinost completely by adjusting the strength of the fiual
state up nteraction in the § = 0,7 = 1 channel. The changes can be expressed in
ters of values of the 'Sy scattenug length shightly diferent from the value g, =
—23.748 £ 0.009 fir derived from low energy np scattering. The data i each angular
bin have been used to provide mdependent estimates of a,, as indicated i table 3

19

and Hlustrated in fig. 100 1t should be noticed that a1 fin change in ay,,, vesults from
a 0.5 % change i the strength of Vioypey.

Because of the scusitivity of the derived values of a,,, to the energy calibration
of the spectra independent analyses was perforied with the calibration as a fitted
paramcter free to assumne differcut values for cacli angular bin. Thie main conclusion
for this unrcahstically velaxed analysis is that the results would appear to coufinm
the estimate that the calibration at ¢ = 2224.5 keV is accurate to the estimated
precision of £1.0 keV. This independent analysis also Lad the benefit of Lelping to
reveal the presence of a very weak contaunination of the d(p, p') spectra from pp clastic
scattering.

As ndicated previously, a proper analysis of the smadl deviations between the
predictions of the 1A and the datallustrated in fig. 10 must include a more complete
wodel. Suel amodel would presumably account for a possible dependence on © of
the value of a,,, fitted on the basis of the IA. Empirically it is observed in fig. 10 that
the fitted values are alimost independent of © over the measured range. Consequently
the independent estimates at eacli angle have been averaged (ignoring the four angles
ncar © = 8°) and the results are presented in fig. 11 plotted as a function of the
maxinunn value of ¢ included in the fit to the (p, p') speetra. It should be noted that
although the aualysis presented in appendix C indicates that at © = 3.82° the shape
of the d(p, po) spectru is most seusitive to the subtraction of the tail of the Al(p, po)
peak, the fitted values of a,,, at this angle are completely cousistent with the values
at larger angles.

It is evident from the analysis presented in subsect. 5.3 that systematic er-
rors will dominate any average of the “empirical” values of a,, to be derived from
this experiment. The cross-hatched region shown in fig. 11 corresponds to a,, =
—24.7+4 0.4 fin. The central value corresponds exactly to the fitted average with
the calibration fixed and either ¢ < 2.9 or ¢ < 3.9. The largest known systematic
crror in the estimate of a,,, with fixed calibration is £0.27 fin whicl arises from the
1.0 keV umecertainty in the calibration. I fig. 11 this estimate has been increased
by a conservative fuctor 1.5 to account for possible systematic errors associated with
the use of the shape of thie d(p, po) peak in convoluting the theoretical predictions
and the uncertainty associated with contributions to the spectra of final states other
than the d*. The differences between the empirical fits to a,,, and the value -23.748
1+ 0.009 fun represents a challenge to more complete theories such as the Faddeev
calenlations currently in progress'3).

The present results would be relevant to the interpretation of data from the
d{1,p)2n reaction at wmtermediate energies to determine the value of g,,,. The fact
that the sinple 1A does not account for our d(p, p’') data precludes the use of the
reaction d(u, p)un at 200 MeV o to extract a,,,, nntil we understand the origin of the 1A
fatlure. 1t 1s huportant to keep inmind that the two processes d{n, p)un and d(p, p’)up
cven ab these relatively ligh cnergies differ at small angles because of the presence
of the Coulomb force. If these theoretical chiallenges can be met, a measurement of
(y nsing this reaction at a neatron energy in the viciity of 200 MeV should be
seriously considered. The experimental cliallenges that would be posed by such an
undertaking ave formdable, particulanly that of obtaining the best possible resolution
i the excitation encrgy <.

20


http:IIlIt.il
http:tn�II!!,I.11

7. Conclusions

The most important. consequence of the present experiment is that high pre-
aision data now exist for the elastic seattering of protons from denterium at three
energies (198.5, 297.6 and 456.6 MeV) in the forward directions (O, < 14°) and
under the same conditions for inclastic seattering involving low excitation energices
(e < 5 MeV) in the unohserved np system. These data must be amongst the most
amenable to theoretical predictions becanse they involve simple nuclear reactions at
low ¢ and ¢, minially-interacting uneleons, and the lightest nuclear target for which
both the initial and final states are well-known. Much of the data are presented in
their most precise form (typically £2%) as ratios of the differential cross sections
for elastic and inclastic scatbering measured relative to the pp scattering. Detailed
measurements of the shape of the d(p, p’) contimuun are related to the strength of
the 'S, final state interaction.

Predictions of the measured quantities hased on the impulse approximation -

provide an excellent veference for the presentation of these data. This very simple
model has heen developed in sufficient detail to accommodate varions models of the
initial and final nuelear states as well as a wide range of the intermediate energy NN
amplitudes. The general level of agreement between these predictions and the data
is typically 10%.

The shape of the d(p,p') spectrum has heen investigated with the greatest
precision at E, = 198.5 MeV. At low values of the excitation cuergy (<) this shape is
particularly sensitive to the final-state interaction in the 'Sy channel. If the nodel
of this interaction is adjusted to exactly reproduce the known value of a,,, the 'S
scattering length, the 1A provides reasonable predictions of the measured shape.
A significant improvement in the quality of these fits, however, can be obtained
cmpirically by inereasing the strength of the final state interaction by (0.5 + 0.2)%
in the § =0,T = 1 chanuel which would correspond to a value of a,, = —24.7+ 0.4
fin.

The data that is preseuted is sufficieutly precise to he sensitive to the physics
beyond the simple IA and therefore represents a significant challenge to more detailed
theoretical models. If there is significant progress in this regard, then these data pos-
sibly augiiented by future measurements with greater precision or of other variables
could have a significant impact on our understanding of the basic NN interaction.
In particular the data exhibit a sensitivity to the intermediate-energy isoscalar NN
anplitudes and, as mentioned above, to the low energy scattering length a,,,. In this
regard an adequate theoretical model would be needed to justify new measurements
of the nentron-nentron scattering length, a,,,, using the d(n,p)2n reaction in the
intermediate energy region.,

Appendix A. LH,/LD, target

The LH, /LD, target was produced by liquefying a gas mixture which had been
prepared very carefully to make sure that it contained equal coneentrations of hoth
gases. The gases (0.99999 pure Hy from @Linde and 0.999 pure D,y from @lsotec)
were transferred from high pressure supply bottles to two 3 liter sample eylinders,
Initially 400 kPa of the H, gas was loaded to one cylinder and 400 kPa of D, to the
other. The pressure difference hetween the eylinders was measured with a mercury
manometer and did not exceed 1 kPa. In the second step 400 kPa of hydrogen was
added to the eylinder with denterimm and viee-versa. The final pressures in bhoth
cylinders were 800 kPa, and again they were equal within 1 kPa. Small differences
in the volumes of the two cylinders and in the pressures added in each step canceled
m the first approximation, and henee the total concentrations of the hydrogen and
denterium gases i the two cylinders were very close to equal.  After the filling,
the two cylinders were left for 6 days to allow the gases to mix. Since the mean
path length of the particles in this time was a factor of 15 greater than the height
of the cylinders, mixing was nearly complete. This was verified by a Monte-Carlo
simulation code. The gas for liquification in the target was taken simultancously
from both cylinders. Owing, to the very symmetrie procedure of mixing the gases
the numbers of deuterimn and hydrogen atoms in the mixture were detennined to
be cqual, within an error generously estimated to be < 1%. This ratio in the Liquid
was slightly different due to the difference in the fractional vaponr pressures of the
two gases in the filling and safety tubes above the target. The final number for the
D/H concentrations in the target eell was 1.004 £ 0.010.

Becanse of the importance of this parmeter it was checked in two independent
ways. Mass spectroscopy analyses of two gas samiples taken during the filling provided
a D/H ratio 0.955£0.03, which wonld correspond to a ratio of 0.9630.03 in the lignid.
The other method of checking the vatio of D/H coneentrations in the target consisted
of comparison of the ratios of clastic scattering peaks from runs with the LH, /LD,
target, as well as with the smnoe target filled with pure LD, and pure LHp. The ratio
of the number of connts in the peak from seattering on the hydrogen isotope to the
peak from the scattering on the almminum windows provided a divect measure of the
amount of this isotope in the target. The analysis was done using 198.5 MeV data at
6°, where the three seattering peaks were separated, and at 11°, where the deuterinm
break-up conthmnun under the hydrogen peak was smooth. The measured D/H ratios
were 1.022 4 0.044 and 1.040 £ 0.044, and their average deviates by 2.7% from the
expected value 1.004. The method of peak ratios deternined the D/H atomic ratio
directly in the target, and its result provides an important independent confirmation
of the absolute normalization of our data with 4% accuracy.

The ratio of the peaks from the proton scattering on deuterimn and hydrogen
atoms was measied several times through the run at E, = 198.5 MeV and O = 6°
to momnitor possible chianges of the target composition. All the results, inelnding the
one obtained at the end of the measurements, after the runs at 297.6 and 456.7 MeV,
were consistent within a statistical error of 0.75%, conficming that the D/H atomic
ratio in the target did not chimge i tine, As a final cheek the number of counts
from scattering on the hydrogen atoms from the water and ol vapour deposited on
the eryogenic target was ineasured inediately after emptying the target. Less than

(3%
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0.25% of the counts in the scattering peak rom hydrogen with the LHy target could
be attibuted to these contaminants,

Althougli the two mcaswrements of the ratio of D/H concentrations in LH, /LD,
wixture are less precise than the estimate based on the filling procedure the three
vidues are mutually consistent. The adopted value of this ratio is 1.004 £ 0.010.

Appendix B. Energy calibration

The encigy calibration of the focal plane (XF) was deteniined using the clastic
and inclastic peaks from the scattering of the 198.5 McV beam on a 25.3 mg/em?
thick carbon target. The four praks correspouding to the cnergy levels in 2C at
excitations 0.0, 4438.9 % 0.31, 7654.2 £ 0.15 amd 15110 £ 3.0 keV were used. The
measurcinents were done at @ ~ 6° where the yields from the first and second excited
states are about equal. The yicld from the grouud state trausition was reduced to
mateh the yields from the two first excited states by pre-scaling this peak by a
factor of 1000. The pre-scaling was realized i the trigger using pulses from a thi
scintillator positioned i the focal plane such that only elastically scattered particles
were passing through it. To reduce the counting rate, only the part of the focal plane
corresponding to excitations up to ~ 8 MeV was activated by including iu the trigger
ouly those wires from the corresponding region of the VDC X1, Particles from higher
excitations were registered with very suall efficiency, only by accidental comcidences
in the trigger. The eross section for the state at 15110 keV was so large that the
number of counts i this peak was ouly ten thmes smaller than the munber of counts
i the three main peaks. The peak cortesponding to this state supplied useful data
for a consisteney test of the calibration, becanse of its Lwge distance from the ground
state peak. The width of the peaks from the inclastic scattering was ~ 90 keV,
but the elastic scattering peak was broadened to about 105 keV by the pre-scaling
scintillator situated i front of the VDC chambers.

The positions of the peaks were measwred for several magnetie fields of the
spectrometer. In the three mcasurements of the calibration curve doue during the
experiment the munbers of different values of the magnetic field (Nag) were 17, 12
and 9. The positions of the peaks were caleulated by o program fitting their shapes
with a formula assuming a Gaussian fonn close to the centre, and asynunetrice tails.
The peak positions were determined by the central, Gausstan parts. Uncertainties
of the positions, caleulated from the corvelation matrix of fitted parimeters, were of
~ 0.7 keVofor the main peaks and 2 keV for the fourth peak. The peak at 7654 keV
overlapped with the contimmn vesulting from the decay of *C into three o particles
above 7280 keV. This continum was included i the fit, with its shape given by the
penetrability of « particles through the Coulomh barrier. In the central region of
the 7654 keV peak the contimnunn was strongly suppressed by the barrier and hence
its impact on the peak position was very small. The angular distribution of the
scattening to the first exeited state was dramatically ditferent from the distributions
to all the other states. This produced a small shift of this peak relative to other
peaks, which vesulted from an nuperfect compensation for dependence of XF on the
scattering angle. This shift was introdaced as a free pavameter n fitting the peak
positions, and the value of ~ 3 kel obtained from the fits agreed with the estimate
of the change of the XF position with the angle.
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The 3Ny positions of the peaks (excluding the 15110 keV peak ) obtaaned for Ny,
magnetic ficld values were fitted withh Mg+ 3 parianeters including: three parameters
defining quadratic dependence of XF on the proton momenta (p), Ny — 1 values
of the maguetic ficld, and the one parameter correcting the position of the peak
corresponding to the first excited state. The proton momenta were caleulated from
Kinematies including energy losses in the target, which changed shightly with the
proton cnergy. The values of the magnetic ficlds obtained from the fit were different
from the read-outs of the NMR probe by less than 0.04% which corresponds to an
cuergy difference of about 180 keV.

The x* per degree of freedom obtained from the fit for the three calibration
curves were 9.72, 6.75 and 3.50 indicating that the X F(p) dependence was more
complicated than quadratic. In fact the results of the first, most precise, measure-
ments of the calibration curve shown in fig. 12 indicate systematic deviations Aw of
the points from the fitted curve of the order of 1 keV. The data are not precise enough,
liowever, to determine a more complicated dependence of the XF position on proton
momentun. Possible luctuations of the true calibration curve around the calculated
curve, suggested by the data, should not change the energy difference of two points
separated by 2 MeV by more than 1 keV. Because the d(p, p') spectra were measured
at several positions on the focal plane, and added together after transformation to
the deuteron excitation energy, these deviations were in large part averaged out. The
slopes of the three calibration curves measured in the course of the experiment were
counsistent within 0.4 keV for an mterval A XF corresponding to Aw = 1 MeV. The
arror i the distance between the elastic scattering peak and the threshold of the
break-up spectra for denterinm target determined using this calibration is estimated
to be < 1.0 keV.

Appendix C. Energy response

At suall angles the peaks from scattering on deuteriun, hydrogen and alu-
i nuclei i the target overlapped and were separated using a program which
fitted the spectra. lu the spectra measured with the LH, /LD, target three peaks, and
in the spectra from the LD, target two peaks had to be separated. The separation of
the peiks measured with the deuterinm target was more demanding, as not only the
mtegral of the peak from scattering on deuterinm had to be deternimed, but also its
shape.

The asynnneuic shapes of the peaks were deseribed by a formula different for
the two sides of the peak, but converging to the sine, Gaussian form at the centre.
The right side of the peak (smaller momenta, kurger excitations) was parameterized
i the following way:

(& —ay)? s Ly
ey =hexp| - — - — + atan{ ——
Pl LOxP ( w? + bylo — o)+ cpla — .ru)'-"‘) (1 ¥ /‘“('Z +at m( wy )))
(C.1)

The formula used for the left side was:

P(e) = hexp ( - (e = o)’ ) (C.2)

Wt + by o — o] + cp]e = wgt?
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The parameters T (height), vy (position) and o (width) (l('ﬁll('(] the Gaussian
shape, and all the other parameters described the shapes of the tails, Tll(' last factor
in eq. (C.1) was necessary to reproduiee the shape of the low energy tail of the peaks
as illustrated in fig. 13.

The pavameterization of the peaks was determined using the spectra measured
with the deuterium target around 6°, where the two peaks from scattering on the
aluminnm and denterinm nnelei were well separated and measured with lhigh statis-
tical acenracy. The shapes of the peaks were reproduced very well, and the spectra
with a very large munber of counts were fitted with a 7 per degree of freedon of
between one and two. The procedure of fitting the spectra was also tested using the
well separated peaks from seattering on aluminumm and hydvogen, measured with tl‘lC
LH, target. The parameters o, i, rroon and ¢, were the same for all the penlfs in
the spectrim, and for all the angles with the same beam tune. They were determined
at angles where the peaks were well separated, and were kept ﬁxv(l at angles where
the peaks overlapped. The parmmneters by and by, were treated in several ways: they
were fixed or allowed to vary both with the augle and for the peaks in the spectrom.
The differences between the results obtained in the different methods of separating
the peaks were used to estimate the uncertainties introduced by the peak separation
procedure.

Appendix D. Acceptance’

The slow variation of the detection efficiency results fromn the spectrometer op-
tics, in particular from the change of the detection solid angle with mouentum. The
typical MRS acceptance is lincar in the middle of the focal plane, and qlufkl.y falls
at the ends. In the present experiment this slow variation was essentially climinated
by the very small entrance window of the spectrometer defined by software Will(l()\\fﬂ
on the X0 and Y0 positions in the FEC chambers. Nearly all the protons from this
entrance window were detected above the focal plane of the spectrometer. The de-
pendence of the detection efficiency on p = p/ B was checked using protons clastically
seattered from the aluminum target at 11°. The magnetic field of the spectrometer
was changed to shift the elastic seattering peak through the focal plane. ’.I‘llc number
of protons registered in the MRS, corrected for the dead time measured witl a pulser,
divided by the nnmber of counts from the beam integrator provided a measure of the
spectrometer acceptanee. The acceptance was found to be independent of the mag-
netic induction B. amd henee independent of XF to within 1%. The beam current
monitor, detected i coincidence two protons from the proton-proton scattering in
the CH; target. Fowr pairs of proton detectors were nsed (left, right, up and down)
which redueed sensitivity of the counting rate to the heam position. The results of
the acceptance curve measurenients are shown in fig. 14.

The experimental results were based o the comparison of the proton yields at
different momenta, so the local variations of the detection efficiency across the focal
plane were very important. Such variations could be produced by lower efficiency of
particular wires of the VDC chambers, especially in the X1 chamber situated close
to the foeal plane. The 6w inter-wire spacing in the VDC chambers at E, = 198.5
MeV corresponds to a 380 keVoenergy step whicl is nmportant for analysis of the
shape of the d* resonance.

Information from the VDC chambers wis amalysed in o way which largely re-
duced possible irregnlaritios of the response functions due to incHicient wires. Parti-
cles passing the VDCs at an angle of ~ 45° typically produce signals in 4 to § wires.
The timing of pulses fiom the wires is nsed for the precise determination of the hit
position. The software used for analysis of the data identified cases with one wire
in the cluster missing and caleulated it positions using timing information from the
active wires. The program also provided spectra of the mefficiency of each wire in
the VDCs. On the other hand it rejected cases for which the time pattern from the
wires indicated production of & rays, which could result in an incorrect determina-
tion of the hit position. With this software the VDCs inefficiency was about 2% per
chamber practically independent of the position. The total inefficieney for detection
in the focal plane was about 4%, because information from the two X chambers but
only one of the U chambers was required.

The homogeneity of the MRS response function was checked by measuring a
siooth continuous spectrim from high excitations obtained by bombarding the LD,
target at 456.0 McV. The spectrum was measured for ten values of the MRS field B to
average over possible variations of the (p, p') cross sections. The sunmed spectrum is
shownin fig. 15 with a fitted quadratic function of XF. Only few points measured with
the statistical error of 0.35% deviate from the curve by more than 0.5%. The origin
of the small structure around position 520 1 is diffienlt to explain, as the programn
did not indicate any unusually inefficient wires in the VDCs. This structure did
not disturb the precise measurements of the shape of the d° resonance sigmificantly,
because the o,y spectra were measured for six values of the magnetic field and less
than a third of the data overlaps the affected region. Morcover, becanse of the
kinematic shift of the spectra with Q, the effect of the structure in the response
function on their shape partly averages out even for the rans for which overlapping
takes place.

Appendix E. NN scattering amplitudes

The nucleon-nueleon scattering amplitude can be expressed in ters of the
scattering matrix in the total spin representation:

t::;::;((—)) = Z < spy s |SM > < spnamy)|SA >< SM || )| SM' > (E.1)
S
wliere S s the total spin of two nucleons involved in the seattering.
Ou the other hand this seattering amplitude can be developed as a sum of the
itreducible tensors B, (O ):

(o) (E.2)
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t"ME) = Z < spmpsi sl > =D

5 )

where the s is the spin trausferred to the struck meleon.
The nreducible tensors can be obtained from the seattering matrix elements
using the formula:
: ’
B;',',:_:"'((')) = Z < .\'»ﬂn';s:ll_,l.\'zmll” >< .\,111,51/:1';]5:‘/ >< sy \SM >
e

< SM |t SAM > (E.3)
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A standard and shaplest way to express the nucleon-nucleon scattering ampli-
tude is to use the Wolfenstein ') sunplitudes:

HO) = A(O) + M(O)ay,02, + C(ONo + o)
+G(ONo 1,02, + 01,02,) + H(O)(01,04, — 01,02) (E.4)

where the directions of 17, 7 are defined by the veetors py x pr by — poand py + o,
and subscripts 1 and 2 denote two nucleons involved in the scull('l'il.lg. Frow the
nucleon-nueleon amnplitudes are constructed the reducible tensors which flcpcnd on
the spin magnetiec numbers of a scattered nucleon iy and 1, and Ll}c spin u:a.usfur
and its magnetic mmuber. Relations between elements of the scattering matnix and
the Wolfeustein amplitudes are given in vef.?!), '

The explicit fornlae for the irredueible tensors B Q) as fnm'ligus of the
Wolfenstein® ) amplitudes of the nucleon-nicleon seattering are the following:

!
2z

BEHO) = Bt HO) = 2A(0)
L S W | 2 : o
B (O)y= -B, HO) = -\—/3.((,((—)) + H(O) cos(Q))

1l ] 1 2 ¥
DBLHO) - B2 1(0) = —\/;(H((-))sin((')) +:C(9))

i Ll 2 A ;
BiO) = Ul—lf—Z((‘)) = \/;(H(('))sln((‘)) -:1C(0))

B O - B H(0) = =20(0)
. = A0 2 !
Bi, HO) = B1(O) = 7§H(('))sm((-))

[ L R
B (0)=DB,0) = \/;(G((—)) — M(Q) — H(O)cos(0))

BiTHO) = B 4H(0) = \/g(—/u((—)) — G(O) + H(Q) cos(0)) (E.5)

The wanplitndes used in this equation are suws or differences of the protou-
proton aud proton-nentron scattering aplitndes: A(O) = A,_,(0) 1 A, _,(0) and
so o1 The relative sign with which these amphitades are added is given by the factor
(—)'=22 =20 derived Tron the syunmetry properties of the sphenical harmonics and the
C-G codtticients. T elastic scattering, for which Lis an even nunber and oy =35 =1
amplitudes ave added with the sane sigu, and inmclastic scatteriug leading to the
o resonance (=0, 57,=0) the signs ave opposite.
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Table 1. Ratios of differential cross sections for elastic scattering

198.5 McV 297.6 McV T 456.6 MeV
0 il Ty o Tt [ O o Tpd/ Tpp
3.13 0.837 £ 0.060 2.96 1.286 % 0.050 2,88 2.042 + 0.024
3.40 0.946 + 0.040 3.23 1.389 £ (L.040 3.15 2.142 4 0.024
3.66 1.101 % 0.030 3.50 1.499 + 0.035 342 2.176 4 0.025
3.93 1.285 + 0.015 3.76 1.641 £ 0.030 3.68 2.215 4 0.026
4.18 1.442 3+ 0.014 4.01 1.731 £ 0.016 3.92 2.218 4+ 0.020
4.44 1.535 + 0.016 4.28 1.808 £ 0.016 4.19 2.296 4 0.021
4.71 1.695 + 0.018 4.55 1.836 + 0.016 4.45 2.297 4 0.021
4.97 1.743 £ 0.019 4.82 1.882 + 0.016 4.71 2.158 + 0.021
5.13 1.867 + 0.013 5.00 1.908 + 0.013 4.90 21754 0.018
5.24 1.819 4 0.020 5.08 1.891 + 0.016 4.99 2.128 + 0.021
5.42 1.933 £ 0.012 5.30 1.950 £ 0.011 5.19 2.132 4 0.016
5.69 1.989 4+ 0.012 5.57 1.933 £ 0.011 5.46 2.093 + 0.014
5.96 2.010 £0.012 5.83 1.924 £ 0.011 5.72 2067 +£0.014
6.23 2.007 £ 0.012 6.10 1.914 £ 0.011 6.00 1.977 + 0.014
6.43 2065 + 0.012 6.27 1.894 £ 0.012 6.17 1.945 + 0.015
6.70 2.026 £ 0.012 6.54 1.863 + 0.013 6.44 1.880 + 0.013
6.96 2.003 + 0.012 6.80 1.831 £ 0.014 6.71 1.821 4 0.013
7.23 2.011 4+ 0.012 7.07 1.796 + 0.017 6.98 1.788 + 0.013
7.62 1.947 + 0.017 7.49 1.757 £ 0.013 7.17 1.780 + 0.022
7.92 1.967 + 0.015 7.76 1.693 £ 0.013 7.40 1.708 + 0.012
8.18 1.920 + 0.015 8.03 1.651 £ 0.013 7.66 1.661 4 0.013
8.406 1.864 + 0.015 8.30 1.621 £ 0.013 7.94 1.586 + 0.012
8.69 1.818 + 0.016 8.53 1.601 £ 0.015 8.20 1.557 4 0.012
8.93 1.812 4 0.013 8.73 1.522 £ 0.013 8.43 1.485 + 0.012
.19 1.788 + 0.013 8.80 1.545 + 0.014 8.66 1.455 £ 0.010
9.46 1.736 + 0.012 9.03 1.498 £ 0.010 8.93 1.420 4 0.010
9.75 1.680 £ 0.015 9.26 1.473 + 0.010 919 1.374 £ 0.010
9.96 1.679 4 0.020 9.57 1.420 £ 0.010 9.46 1.333 4+ 0.009
10.18 1.650 £ 0.011 9.80 1.383 £ 0.012 9.67 1.255 4 0.013
10.44 1.655 + 0.010 10.00 1.387 + 0.008 9.91 1.256 4 0.010
10.71 1.575 + 0.010 10.28 1.310 £ 0.008 10.18 1.190 £ 0.008
10.98 1.529 + (1L.O10 10.54 1.296 + 0.008 10.45 1.149 4+ 0.008
11.20 1.500 £ 0.011 10.82 1.237 £ 0.008 10.72 1.096 1+ 0.010
11.54 1.449 + 0.009 11.04 1.229 4 0.009 10.95 1.057 £ 0.010
11.81 1.395 £ 0.009 11.25 1.192 £ 0.007 11.28 1.014 £ 0.008
12.00 1.358 £ 0.011 11.52 1.168 + 0.006 11.55 0.974 + 0.008
12.21 1.351 £ 0.010 11.79 1.119 4 0.007 11.82 0.944 1+ 0.007
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Table 1 o™t Table 2. Derived ratios of the inclastic scattering populating the 'Sy up states to
the clastie pp scattening.

198.5 McV 297.6 McV o 456.6 MeV
0 ol O ooy, 8 Opa/ Ty 198.5 MoV 307.6 MoV 456.6 McV
1242 1330 £0014 1205 1.090£0.008 1209  0.907 + 0.007 3 P 5 — o —»
1260 127540013 1228 LO4B£0.008 1243 0.879 + 0.010 e e e — R At G0 it 005
1206 126240013 1254 102540.008 1269 0.823+ 0.009 558 OSaiibid L4 DAILEdBid 84%  6.346.L HO0E
1322 121140018 1281 LOGM£0009 1206 0.779 £ 0.009 wEn  GASLbiL LA D4GEine 950 05574 0060
1340 LIG£0.012 1308 095440009 1322 (.752+ 0.009 585  (SEGEBONE S OSOSAOBLY 886 084140007
1876 LISgH0001 21354 092040009 1349 07114 0.009 408 061340008 393  0533+0011 413 0.34140.007

4.35 0.646 %+ 0.008 4.21 0.532 £ 0.011 4.39 0.323 + 0.007
4.62 0.671 + 0.009 4.47 0.535 % 0.011 4.66 0.302 £ 0.007
4.88 0.669 + 0.009 4.74 0.518 + 0.011 4.93 0.291 £ 0.006
4.90 0.670 = 0.009 4.63 (0.525 £ 0.011 4.84 0.297 £ 0.007
5.16 0.681 + 0.008 4.89 0.514 £ 0.011 5.10 0.291 £ 0.007
5.43 0.679 £ 0.008 5.16 0.502 £ 0.010 5.37 0.278 £ 0.007
5.70 0.667 4 0.008 5.43 0.492 £ 0.010 5.04 0.267 £ 0.007
5.96 0.646 £ 0.007 5.69 0.471 £ 0.010 5.90 0.254 + 0.007
6.23 0.623 + 0.007 5.96 0.457 £ 0.010 6.17 0.249 1+ 0.007
6.50 0.606 = 0.006 6.23 0.442 + 0.010 6.43 0.223 £+ 0.007
6.77 0.579 £ 0.006 6.50 0.427 £ 0.009 6.70 0.222 + 0.007
7.03 0.595 % 0.006 6.76 0.410 + 0.009 6.97 0.209 £ 0.007
7.22 0.546 + 0.007 7.08 0.399 + 0.010 7.29 0.205 £ 0.007
7.49 0.523 £ 0.007 7.35 0.380 + 0.010 7.56 0.197 + 0.007
7.76 0.499 £ 0.007 7.62 0.365 £ 0.010 7.83 0.188 + 0.007
8.02 0.488 £ 0.007 7.88 0.351 £+ 0.010 8.09 0.183 + 0.007
8.29 0.469 £ 0.008 8.15 0.340 £ 0.010 8.36 0.176 £ 0.007
8.56 0.449 £ 0.008 8.41 0.327 £ 0.010 8.63 0.162 £ 0.008
8.82 0.436 %+ 0.008 8.68 0.307 £ 0.010 8.90 0.165 + 0.008
9.09 0.422 £ (.009 8.95 0.301 £ 0.010 9.16 0.157 £ 0.008
9.36 0.408 £ 0.009 9.22 0.289 £+ 0.010 9.43 0.154 + 0.008
9.90 0.379 £ 0.010 9.65 0.276 £ 0.010 9.83 0.146 + 0.008
10.17 0.365 x+ 0.009 9.92 0.272 1+ 0.010 10.09 0.140 £ 0.008
10.43 0.373 + 0.009 10.18 0.261 £ 0.010 10.36 0.133 £ 0.008
10.70 0.347 £ 0.009 10.45 0.252 + 0.010 10.63 0.131 £ 0.008
10.97 0.342 £ 0.009 10.72 0.244 £ 0.010 10.89 0.126 + 0.008
11.23 0.331 £ 0.010 10.99 0.241 + 0.010 11.16 0.123 £ 0.008
11.50 0.322 1+ 0.010 11.25 0.231 £ 0.010 11.43 0.117 £ 0.008
11.77 0.308 £ 0.010 11.52 0.238 £+ 0.010 11.70 0.113 + 0.008
12.04 0.295 £ 0.010 11.79 0.218 £ 0.010 11.96 0.112 £ 0.008
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Table 3. 12 nualysis of 1A fits to the data of fig. 9.

© 4.08 6.50 9.09

tyy (fi) —23.75" -23.75" —-23.75°
Ae (keV) 0° 0 0
D. of F. 85 85 85

v 92.4 77.44 102.68
dyp (fm) -24.59 + 0.24 -24.64 £ 0.24 ~25.13 £ 0.44
Ac (keV) 0 0 0"
D.of F. 84 84 84

x% 79.88 62.12 91.98

a,, (fin)

—24.27 £+ 0.34 -24.85+10.36 —25.90 + 0.85

Ae (keV) -1.3+10 09+1.1 32430
D.of F. 83 83 83
\f 79.01 61.50 8§9.64

*parameter is fixed at given value
Figure captions

[}

. Schematic view of the experimental confignration.

Portions of typical spectria used to determine 0,4/a,, with the mixed LD, /LH,
target.

The measured ratios a,4/0,, (data and non-systematic errors in upper panels).
The predictions of the IA are shown based on the NN amplitudes given by
SM9I0 (solid lines) aud the Boun potential (dashed lines). The lower pancels
show predictions of apy and o, separately.

. Typical proton spectrum recorded with the LD, target.

Typical results for g,0 i the region of the np threshold. The solid curves fitted
to the data with one normalization parameter are the predictions of the TA (see
subscet. 5.2). The lower curves are predictions for all final states exeluding the

(l- (,Su).

Data are ratios of the measived vatios a,,/a,, to the ratios predicted in the
1A using the NN amplitudes of SM90. The curves correspond to predictions
with other NN amplitudes: FA91 global solution (solid), Bonn potential (long
daslies), Paris potential (dot-dash), Arndt V350 (short dashies) and local Arndt
(dots).

. Data are normalization factors required to fit observed a,0(¢)/0,, to IA pre-

dictions with SMN90. The predictions hased on other NN amplitudes are repre-
sented as in fig. G.
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8.

10.

13.

14.

Upper panels: estimated vatios g, /0,, compared with TA predictions with
NN interactions given by SM90 (solid lines) and Bonn potential (dashed hnes).
Lower pancls: separate predictions of g, and g,4..

Upper pancls: examples of the d(p,p') data used in the analysis of a,,. The
solid curves are IA fits with variable normalization but with a,,=-23.748 fin.
As in fig. 5 the lower enrves in these panels are for all final states except d*.
Lower pancls: ludividual points are the differcnces between the data and solid
curve above. The results of fits to the data achieved with ag, as a vanable
parameter (sce text) are indicated by the dashed (Ae = 0) and dot-dashed (Ae
variable) enrves. The sipnificance of these refinements can be best assessed
witlt reference to table 3.

Values of the scattering length fitted using the IA to g,p(c) for three values of
the upper limit on <. Solids points with Az = 0; open cireles with Ae variable.
Solid lines represent the known value of a,,, and the vertical dashed lines enclose
the fitted values rejected on the basis of a weak contamination from the H(p, po)
reaction (see text).

. Average values of a,,, derived from the data of fig. 10 plotted as a function of

the maximum valne of € included in fit. Solids points with As = 0; open cireles
with Az as a free paramcter at each value of @, The double line represents
the known value a,,, = -23.748 fin. The cross-liatched region shows the a,, =
24.7 £ 0.4 fin valne obtained from this analysis.

. Calibration of the MRS focal plane at E, = 198.5 MeV. Aw is the difference

between the measured and fitted positions of the peaks. Points corresponding
to population of different. inal states in "C are: solid diamond (0.0 keV), solid
trinngle (4438.9 keV), solid cirele (7654.2 keV) and open cirele (15110 keV).

Measured and fitted lineshapes for the elastic seattering on the aluminum win-
dows and deuterium in the LD, tarpet. The dotted curve shows the result of
the fit with the last factor in eq. (C.1) set to 1.

MRS aceeptance measured by elastie scattering on alimminum at different values
of the magnetic field i the dipole.

. Loecal variations of the MRS acceptance measured with the (p,p’) continuum

at w ~ 260 MceV. The data at each point on the focal plane (XF) represent the
sium of 10 measurements taken at different values of the magnetic field in the
dipole.
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