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Abstract 

These lectures are an introduction to phenomena in electro weak physics, 
which require a non-perturbative analysiB: the baryon and lepton number vio­
lation and processes involving many interacting bosons. 

1. Introduction 
The SU(2) xU(I) electroweak interactions in the Standard Model provide a typical 

example of a theory with weak coupling, where the perturbation theory anaiysis is 
perfectly applicable to aU thus far observed processes. If also the yet unknown Higgs 
sector of the Standard Model is weakly coupled, which implies that there are no 
heavy Higgs bosons with masses of order 1000 GeV, the whole electroweak sector 
faUs into the realm of perturbation theory. The perturbation theory, as applied to the 
electroweak interactions, however is known to be incomplete in at least two aspects: 
at very short distances and in very high order. 

The incompleteness at short distances arising from the Landau - Pomeranchuk 
pole due to lack of asymptotic freedom in aU of the couplings is a problem of energies, 
which are exponentially large in the non-asymptotically-free coupling g2: ELP ..., 
exp(const/g2) and can be possibly remedied by merging our Standard Model into a 
larger 'new physics' theory, like it is the case for the U(l) gauge coupling in grand 
unification models. In this sense this difficulty can be termed as fundamental or 
principal, since its resolution requires principally new knowledge of the Nature. 

The other difficulty of the perturbation series expansion, first pointed out by 
Dyson 1, is that the expansion in fact never converges and the series is asymptotic. In 
other words, in large order n of the expansion the asymptotic behavior of the terms 
in the series is in general given by n! (cg2)" with c being a constant. Thus starting 
from n ..., 1/(cg2 ) the successive terms in the expansion grow in magnitude and the 
perturbation theory looses its predictive power. This behavior, weU known in QED, 
is mostly of a purely theoretical concern for the quantities, which receive contribu­
tion in low orders of perturbation theory, like the anomalous magnetic moment. The 
inability in principle to calculate such quantities with arbitrary precision is certainly 
somewhat disappointing, however it does not have phenomenological implications, 
since few first orders deliver precision sufficient for all practical purposes. The situ­
ation changes considerably for the processes, which involve n > 0(g-2) interacting 
particles. An application of the lowest-order perturbative estimates suggests that the 
cross section for such processes may be large, since the growth of n! overcomes the 
high power of the coupling constant g2" . However for these processes the lowest­
order amplitudes already are beyond the applicability of the perturbation theory, 
which thus does not offer any credible estimate of the magnitude of the amplitudes. 
For the electroweak W, Z bosons this domain of essentially non-perturbative behav­
ior starts at energies at which 0(100) bosons can be produced, which corresponds 
to conceivably accessible range of few tens or hundreds TeV. Thus the problem of 
calculating multi-particle amplitudes is an internal technical problem of the Standard 
Model, and it is undoubtedly a challenge to our theoretical understanding of the field 
dynamics to find working methods for calculating these amplitudes. 

The problem of multiparticle processes is closely related to the intriguing subject 
of the baryon B and lepton L number violation by the electroweak interaction. This 
property of the Standard Model arising2 from the chiral anomaly has practically no 



significance in few -body processes, however it may become significant in processes 
involving O(const/g l ) '" 0(100) weakly interacting particles3-7. Such processes were 
the ones contributing to the evolution of the baryon and lepton numbers in the early 
Ilniverse at high temperatureS. Also they give rise to instability9 of dense cold plasma 
of quarks and leptons. In the laboratory conditions the only possibility of observing 
the electroweak Band L non-conservation arises if the cross section for the B + L 
violating processes associated with production of multiparticle states is sufficiently 
large. Therefore only by understanding the multiparticle electroweak dynamics at 
the non-perturbative level one might be able to assess the feasibility of observing the 
Band L violation in future accelerator experiments. 

2. 	 Baryon and lepton number violation 
2.1. 	 Anomaly in the B + L CU1Tent 

The baryon and lepton currents in the Standard Model 

I 	 _ 
BI'=Li(nI'Q), LI' =L(/1.. 1) (1 ) 

9 	 I 

are conserved at the classical level, i.e. ol'BI' = 8.. L.. = 0 as a result of the classi­
cal field equations. However already at the one-loop level, due to the fact that in 
regularized theory it is impossible to maintain both the gauge invariance and the 
conservation of these currents, the divergence of the baryon and the lepton current 
receives a non-zero contribution l : 

gl • _. gil _) 
8..B.. = 8.. L.. = N, 3211"2 w.._w.. _- 3211"l V"v V..v , (2)( 

where 9 (g') is the SU(2) (U(I)) coupling constant, W:v (Vl'v) is the corresponding 

gauge field strength tensor, and VI'V = tt..v~~ V~~ . The factor N, in Eq.2 is the 
number of quark-lepton families, for which we have all reasons to believe that in 
reality N, = 3. In what follows, we shall consider for simplicity the limit, where the 
U(I) interaction can be neglected, i.e. the limit of sin l Ow = o. 

Equation 2 can be rewritten in such a way that its right hand side takes the form 
of divergence of a (gauge non-invariant) topological current: 

o.. B.. =8.. L.. =N,o.. K.. , 	 (3) 

where in the limit g' -+ 0 the current K.. is given by 

K.. = 1~:2 tl'_~~ (W:8~W: + ~t'bC W:WtW:) (4 ) 

1 Here moot of the point. related to the chiral anomaly and to topological properties of gauge 
theoriea are only briefly mentioned. There are many good detailed reviewl of theae topiCB. One of 
rather detailed discussions can be found in the book 10. 
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Figure I: The dependence of minimal energy of the electroweak gauge field on its 
winding number in a theory without fermions. 

Integration of Eq.3 over space-time leads to the final conclusion that the change in 
the total baryon and lepton charge is determined by the change in the Chern-Simons 
number Ncs = J Ko tPx: 

t:..B = t:..L = N, t:..Ncs . 	 (5) 

The latter equation reveals that in the Standard Model the baryon and the lepton 
numbers are not conserved in the same amount. This can be formulated that their 
difference is conserved, t:..(B-L) = 0, while their sum is not: t:..(B+L) = 2N, t:..Ncs. 
However from the definition of the topological current K one may see that in order 
to have It:..NcsI ~ 1 a process should involve configurations of the gauge field with 
amplitude A proportional to IIg, which clearly makes such process a non-perturbative 
one. The typical energy of the gauge field of the required amplitude is given by 
mwAl '" mwlaw. 

As mentioned, the current K.. is gauge non-invariant. By a non-singular gauge 
transformation one can shift the definition of the Chern-Simons number Ncs by an 
integer number. Therefore in purely bosonic theory the energy of a field configuration 
should be periodic in Ncs with the period equal to one. If one fixes the value of Ncs 
and minimizes the field energy with respect to other degrees of freedom of the bosonic 
fields, one gets a periodic behavior 'of the energy vs. Ncs as shown in Figure 1. The 
overlap between the wave functions of the field located in two neighboring minima, 
the "tunneling amplitude" , is described by the instanton solution 11 to the Euclidean 
space field equations and the field configuration l2, corresponding to the top of the 
barrier between two minima, is called sphaleronl3, 14. 

In a theory with fermions, like the Standard Model, one should make a clear 
distinction between the two ways in which Ncs can be changed: 

• gauge transformation, which changes only Ncs without changing B + Lj 
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Figure 2: The dependence of minimal energy of the electroweak gauge field on its 
winding number in a. theory with fermions (Standard Model). The envelope of the 
minima corresponds to the energy of produced (anti)fermions. 

• dynamical variation of Ncs, which changes B+L in such a way that Ll(B+L) = 
2N, LlNcs. 

The latter variation is ca.lled dynamical, since only this can occur in the evolution of 
the system, since the "charge" (B + L) - 2 N, Ncs is conserved (commutes with the 
Hamiltonian). The energy is periodic with respect to only the first type of variation 
and is not periodic under the latter. Considering the one-particle fermion states in 
the gauge field one may wonder what the difference is, since one can follow a path 
in the field space connecting two gauge copies of the gauge field with the winding 
number differing by a.n integer, then the energy levels of the fermions should be the 
same for both copies. The answer is that the occupation numbers for the one-particle 
levels are different, corresponding to different values of B + L. Production or ab­
sorption of the fermions changes the energy, hence the energy is not periodic in Ncs. 
The behavior under the variation of the second type is illustrated in Figure 2 for the 
Standard Model with three fermion families . The envelope of the energy oscillations 
corresponds to the energy of fermions. 

2.2 B + L violation at low energy 
At energies much smaller than the height of the barrier (- mwlcrw), separat­

ing the local minima in Figure 2, the only possible mechanism for B + L violating 
processes is by the quantum tunneling through the barrier. Neglecting the difference 
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in the energy of two neighboring local minima one can approximate the tunneling 
path by that in a theory without fermions, i.e. by the instanton configuration of the 
bosonic field in the Euclidean space-time. Thus the tunneling amplitude contains a 
huge exponential suppression exp(-Sr), where SI = 87r11g1 = 27r/crw is the instan­
ton Euclidean action. Therefore the probability of the process is suppressed2 by the 
factor exp( -47r1crw) '" exp( -170), which makes completely impractical any discus­
sion of phenomenological implications of the anomalous (B +L) non-conservation at 
low energy in the Standard Model. The situation however significantly changes under 
extremal conditions: high density, high temperature and, arguably, at high energy in 
particle collisions. 

2.S. Instability 0/ dense quark-lepton matter 
Due to the Pauli exclusion principle, if there is a high density of fermions, it costs 

a large energy: chemical potential II, to add a fermion to the system, or, conversely, a 
large energy II can be gained by removing a fermion from the system. Therefore the 
envelope in the Figure 2, if continued to very high values of IB +LI will eventua.lly 
become steeper than the slopes of the bosonic energy barrier. Clearly the condition 
for this behavior is that II should be larger than'" mw1crw, which corresponds to 
fermion density larger than'" (mwlcrwJ3. For such and larger densities there are 
no local maxima on the curve of energy vs. (B + L). Thus the system classically 
rolls down to smaller values of the density of fermions. In other words, the qua.rk­
lepton ma.tter with chemical potential II larger than - mw1crw would be absolutely 
unstable9. 

2. ~ B + L violation at high tempemture 
In thermal equilibrium at a. temperature T, the transitions between two minima. of 

the energy a.t neighboring values of Ncs can proceed due to the thermal fluctuations 
rather than due to the quantum ones8. If the temperature is lower tha.n the height 
of the barrier, the probability of a thermally activated transitions is given by the 
standard formula 

1 d(B + L) -Es.IT 
fB+L == - ex e (6)

B+L dt 

where Esp is the energy at the top of the barrier. The new element in the stan­
dard model is that the sphaleron energy itseU is a function of temperature: Esp = 
ESp(T) = const . v(T)1g, with v(T) being the temperature-dependent vacuum mean 
value of the Higgs field. The Higgs system however is known15 to undergo a phase 
transition at a critical temperature Te , so that the v.e.v. vanishes at T > Te. Thus 
the exponential barrier sUjPression in Eq.6 is not present at such temperatures, a.nd 
a different consideration 1 of the rate fB+L should be applied. 

At a. temperature above To the gauge bosons are massless, and the energy of the 
barrier between local minima at different values of Ncs is determined by the size 
of the field configurations. In order to have LlNcs '" 1 at a distance scale L the 
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gauge field should have amplitude W '" (9 Ltl. The energy of such configuration 
can be estimated as E '" (w1, kl) W1 L3 '" W1 L '" (91 Lt 1 , where the characteristic 
frequency wand momentum k are of order L-I. To have the rate of fluctuation of 
the field to such configuration to be of order one, one needs the energy E to be of 
the order of the temperature: E '" T . Thus one finds that the characteristic size of 
the (B +L) violating fluctuations is L '" (aw T}-I. Therefore the number of (B +L) 
violating transitions per unit time per unit volume can be estimated as16 

d(B +L) '" L-~ '" (aw T)~ (7)
d3xdt 

2.5. Baryon asymmetry of the universe 
The rate given by Eq.7, though smaller than a typical unsuppressed thermal rate 

of T~, is high enough to completely change the baryon and lepton number history of 
the early universeS. During the time, when the temperature of the universe is above 
the EW phase transition, two scenaria are possible: 

• 	If an asymmetry in B - L has been generated by the Grand Unification inter­
actions, the B - L is conserved by the EW interactions. The only effect of the 
latter interactions is that they make B = -L, which minimizes the free energy 
of fermions. 

• 	If there is no B - L asymmetry generated at the GUT scale, or if the asymmetry 
is small, e.g. due to an inflation period, any possible initial baryon asymmetry 
has been washed out by the EW interactions, and it has to be regenerated to 
the presently observed value at the EW phase transition. 

The mechanism, which is currently deemed viable, for the baryogenesis at the 
EW phase transition is operative if the transition is of the first order. The first order 
phase transition proceeds through nucleation and subsequent expansion of bubbles 
filled with the phase with non-zero v.e.v. of the Higgs field. Outside the bubbles in 
the unbroken symmetry phase all particles are massless and the (B + L) violating 
processes go at high rate given by Eq.7, so that any asymmetry is quickly washed out 
outside a bubble. Inside the bubble the (B +L) violation is exponentially suppressed, 
as described by Eq.6. Thus if when traversing the bubble wall there are more quarks 
getting inside the bubble than antiquarks, the baryon asymmetry inside the bubble 
would be "frozen" and eventually it will be carried over to the whole volume of the 
universe by the expansion of the bubbles. The main dynamic ingredient in this picture 
is the mechanism by which the bubble wall transmits more quarks than anti quarks 
from outside. Any such mechanism requires the presence of a sufficiently effective 
CP violation in the theory. In particular, the minimal Standard Model with only 
one Higgs doublet and the only source of CP violation being the Kobayashi-Maskawa 
pha.se in the quark mixing matrix does not provide sufficient CP violation for creating 
the necessary bias in the transmission coefficient between quarks and antiquarks. 
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However a minimal extension, e.g. with at least two Higgs multiplets, allows enough 
freedom for having the necessary CP violation in the EW sectorI7,18. Whatever 
the eventual understanding of the mechanism for the baryon asymmetry may be, the 
Standald Model definitely has the necessary ingredients for baryogenesis, formulated 
by Sakharov l9: 

• 	 non-conservation of the baryon number 

• 	 non-conservation of CP and C 

• 	 non-equilibrium stage in the thermal history of the universe: first order phase 
transition. 

Therefore one may expect that a reliable quantitative understanding of the baryon 
asymmetry can be found with an appropriate extension of the minimal Standard 
Model. 

3. B + L violating scattering 1 
9.1 Ringwald- Espinosa calculation 

The previously discussed extremal conditions of high density or high temperature 
can not be directly studied in laboratory experiments. However the absence of the 
WKB suppression in the probability of B + L violation under those conditions tells 
us that there are at least some high-energy microscopic processes in which the B +L 
violation is not suppressed. This observation legitimizes the question whether such 
processes can be induced with an observable cross section in high energy collisions of 
two particles. 

As follows from Eq.5 the minimal process, corresponding to t:.Ncs = 1, involves 
the change by three units of the baryon and lepton number. Thus such minimal 
process should involve production (or absorption) of simultaneously 3 leptons and 9 
quarks (one from each electroweak doublet, counting also the quark color). Also the 
anomalous process can be accompanied by emission/absorption of nw electroweak 
gauge bosons and nH scalar Higgs bosonsl . Any two of these nw +nH + 12 particles 
can be counted as incoming and the rest lI.li outgoing. 

A calculation of the scattering amplitude for this generic process can be started 
with considering the multi-point Green function in the coordinate space 

G(XI,"" Xll, 111,·.· dlnH' W., ... ,Wnw) == 

(OIT (1I>(xd ... 1I>(xu) 0'(1/.) .. . O'(l/nH) W:: (wd ... W::: (w"w)) 10), (8) 


where 11>, 0' and W the fermion, the Higgs boson and the W field operators respectively. 
The Green function is an analytical function of its arguments, therefore the calculation 

2BeIe we .,ain restrict tbe discuaaion to pure SU(2) tbeory, i.e. to tbe Hnut g' ::: 0, tbus tbe 
, .. u,e b060WI are ,enerically referred to &8 W b06OWI. 
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can be done in the Euclidean space using the path integral representation: 

G( {x}, {y}, {w}) = JTI t/J(X i) TI u(Yi) I)W(Wk) e-slw.g.~l VW Vu Vt/J V~ . (9) 
, , . 

The classical bosonic field configuration with ANcs = I in the Euclidean space 
is given by instanton . Therefore, as a starting point, the path integral in Eq.9 is 
calculated in terms of the expansion around the saddle-point configuration given by 
instanton. In the leading saddle-point approximation the field factors in the path 
integrals are replaced5,6 by their values in the instanton solution. The fields of W 
and u are replaced by the classical values and those of fermions by the amplitudes 
of the fermionic zero modes3 . The integral then also involves the integration over 
the instanton size p, over the gauge group measure dl'g and over the position of the 
instanton z: . 

Go = Je-S(p) D(p) dp Jdl'g JTI t/Ji(Xi - z) TI u(Yi ­
, , z) I) W::(Wk ­. z) (10) 

with the p-dependent action 

8 11'2 
S(p) = ­ + 11'2 v2p2

g2 
. (II) 

The on-shell scattering amplitude is obtained from the Green function by per­
forming the Fourier transform to the momentum space in all the variables and then 
applying the standard reduction formula, i.e. finding the residue of the on-shell pole 
in simultaneously all the external momenta squared. In doing the Fourier transform 
the integral over the position z of the instanton results in the factor (211')4 O(4)(E. P.), 
which, as usual ensures the energy-momentum conservation, while the rest of the 
expression splits into product of individual Fourier transforms of each of the field 
functions. Since at the Euclidean infinity these functions fall off as free fields , their 
Fourier transforms display the on-shell poles witb non-vanishing residues. thus the 
final structure of the scattering amplitude is5,6 

J 11 2nH ( )nw
A ex e-S(p) D(p)dp (pF,(m}») (_Vpl Fg(m!») : Fw(m~) ·K, (12) 

where the factor K contains a group and kinematical structure and the factors F(m2 ) 

are the on-shell residues of the respective individual Fourier transforms. The most 
important feature of this structure is that the form-factors F depend only on the in­
dividual momenta squared and there is no non-trivial dependence on the correlation, 
like (Pi' Pi), of the external momenta. In other words the multi-particle instanton­
induced amplitude in this approximation is equivalent on the mass shell to a point-like 

3For " tutorial on calculation. in tbe instanton background Bee e.g. tbe review 20. 
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amplitude. Moreover, the p integration in Eq.12 introduces a factorial dependence 
on the boson multiplicity nw, nH. As a result, the amplitude in this aproximation, 
taken literally, gives rise to a rapidly growing with energy cross-section ,associated 
with production of high-multiplicity states. This growth not only compensates the 

4w/awWKB suppression factor e- , but also violates unitarity bounds at energies of the 
order of Esp - mw/aw, where it is dominated by the final states with multiplicity 

n - I/aw. 

S.!! Beyond the Ringwald-Espinosa approximation 
The described leading approximation at the instanton saddle-point configuration 

in fact is very poorly applicable. The subsequent terms arise, when one expands the 
field factors in Eq.9 into the classical and quantum parts, e.g. u(y) = uc(Y) +u,(Y) , 
and keeps the quantum parts. In the discussed approximation only the classical part 
is retained. The next step is to replace for any pair of the field factors their classical 
fields by the correlator, say (u,(Yi)u,(Yi» , in the instanton field. The higher terms in 
this expansion correspond to taking into account higher correlators of the quantum 
parts in the instanton background. It turns out that at E - Esp all terms of this 
expansion are equally important, so that any truncation of the series is not justified. 

The problem gets a more organized formulation if one uses the optical theorem and 
considers the total cross section due to the instanton-induced processes in terms of the 
imaginary part of the instanton-antiinstanton contribution to the forward scattering 
amplitude of two particles21 , 22. The contribution of the instanton-antiinstanton 
pair to the forward scattering amplitude at energy E is also found in the saddle-point 
approximation by extremizing the expression for this contribution: 

A,..... ex exp (-SI1(T) + ET) . (13) 

Here T is the separation between the instanton and the antiinstanton and SI1(T) 
is the Euclidean action for the configuration. In general the I j configuration is not 
well defined, however if T is much larger than the size of either I or j the instantons 
only weakly deform each other and the problem is tractable. Moreover those are the 
effects of the mutual deformation, which correspond to the higher-order correlators 
in the direct calculation of the instanton-induced amplitudes. Thus the method is to 
fix the separation T and to minimize the action with respect to all other variables, 
leaving in Eq.13 only the T dependent minimized value of the action (the so-called 
"valley method"4). 

One of the application of this method is that it provides a straightforward deriva­
tion of a scaling law for the discussed total cross section. Indeed, introduce dimen­
sionless coordinates x and field variables (fi, a and W as 

x=gvx, t/J(x)-+gtvt(fi(x) , u(x)-+va(x) , W(x)-+vW(x). (14) 

4For a review of tbe valley metbod see e.g. 23 . 
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Then the action can in general be written as 

(15)s = :' JL[W(i), a(i), tP(i)j ~] cri , 

where>. is the Higgs boson self-coupling and L is the dimensionless Lagrangian func­
tion. In the dimensionless variables it is obvious that the instanton-antiinstanton 
action has the following scaling form 

SIl(T)=~4>(9VTj ~) (16) 

with a dimensionless function 4>. The extremum T" in T of the expression in the 
exponent in Eq.l3 is then found from the equation; 4>'(g v T"j 1» = E, where 4>' 
is the derivative of ell with respect to its first argument. This implies the following 
scaling law for T": 

T" = ,],.,. I (E g . ~) (17)
9 v v ' g' 

with I being also a dimensionless function . Thus the energy dependence of the 
extremal value in Eq.l3 is given by the following scaling behavior24 , 25 

(18)atot ~ exp [~: F (~p j ~)] , 

where, to remind, Esp ~ mw/cxw '" v/g. The function F is referred to in the 
literature as the 'holy grail' function. Indeed, the whole issue of the feasibility of 
observing B + L violation in a high energy scattering amounts to the problem of 
whether the function F, starting at the value -1 at E = 0, ever approaches zero at 
E/Esp = 0(1). 

Unfortunately the valley method in principle can not provide a clue to the behav­
ior of the holy grail function at E '" Esp: the separation T" between the instanton and 
the antiinstanton becomes comparable to their size, so that the notion of an 11 config­
uration becomes ambiguous. Thus far this method has resulted in calculation of few 
first terms in the expansion in E/ Esp (more precisely in powers of (E/ ESp )'/3 )26-30: 

9 4/3 9, 3 ( 8/3 Imh)F = -1 + Sf - I6 f - 32 4 - 3 mlv f nf +... , (19) 

where f = E/ Eo with Eo = y'671' mw /CXw ~ 18 TeV. At the level of these terms there 
is no dependence on the initial state in the scattering. This dependence however arises 
in the next ,10/3 term3I , 32. 

It has been advocated33-35 that the holy grail function is in fact bounded from 
above by the value -I /2 due to the so-called ~premature unitarization". The argument 
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e-SJ B(E)e-sJ 

a,IX = Im[JZ@:!X + 

Figure 3: Unitari~ation in the s-channel according to the model of premature unita­
ri~ation. 

is based on considering the interplay in the s-channel unitarity of the processes lew 
-+ many and many -+ many. The former processes are argued to be still weak 
(exponentially suppressed) when the processes many -+ many are at the unitarity 
limit, which effectively shuts off the further growth of the lew -+ many cross section. 

A somewhat simplified picture of this behavior is shown in Figure 3. According to 
the model of ~premature unitarization"35 the total amplitude is given by summation 
over instanton - antiinstanton chains iterated in the s-channel, i.e. where all the 
total energy Bows through the additional (anti)instantons. Each additional I - 7 
pair brings in the factor e-1SJ B(E), where the ~bond function" B(E) is the multi­
boson enhancement of the one-instanton-induced cross section observed in 5-7. The 
summation over the 1-7 chains (Figure 3) gives 

B(E)e-sJ ]
atot '" e- sr 1m , (20)[1 + 'dB(E)e- SJ )' 

where '1 = 0(1) is a rescattering factor. If given by Eq.20, the cross section reaches 
its maximum when B(E)e- sJ = 0(1) and its value at the maximum is of order e- sJ , 
which corresponds to the upper bound of -1/2 for the function F. The presented 
reasoning is however oversimplified: it assumes that all the (anti)instantons in the 
chains have same fixed size. Relaxing this assumption leads35 to an upper bound for 
F, which is generally different from -1/2. 

At still higher energies the formula in Eq.20 gives a falling cross section. However 
this regime is unphysical: initial particle can shake off energy by emitting one or few 
hard bosons, so that the energy in the collision gets back to the one corresponding 
to the maximum. (Emission of hard bosons suppresses the cross section by a few 
powers of the coupling constant, while the gain in the non-perturbative amplitude is 
exponential.) If indeed the ~holy grail" function has a minimum at some energy, this 
would imply that above that energy -the process can not be described by semiclassical 
methods, since emission of hard quanta becomes essential. 

It turns out however, that the ~premature unitariution" and thus the simple pic­
ture of the s-channel iteration of instanton-antiinstanton correlations is not manda­
tory and apparently depends on specifics of the theory. The known examples of 
simplified models, where the ~holy grail" function is indeed bounded from above by 
-1/2 are the Quantum Mechanical problem with a double well potential36,37 and 
the soft contribution to the scattering through a bounce38, 39 in a (1 +1) dimensional 
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Figure 4: Contour in the complex time plane and boundary conditions for a classical 
solution, describing the scattering of a semiclassical initial state into multiparticle 
final states. 

model of one real field with metastable vacuum40. (It has been pointed out41 , 42 that 
in the latter model there is also a hard contribution to the bounce-induced scattering, 
for which the "holy grail" function goes to zero at the analog of the sphaleron en­
ergy.) Another example, where the ~holy grail" function is bounded by a value, larger 
than -1/2, namely -0.160, is the problem of catalysis of false vacuum decay in (3+1) 
dimensions by collision of two (or few) particles43. In this problem the semiclassical 
probability reaches maximum at the top of the energy barrier. 

9.9. Rubakov - Tinyakov approach 
The main difficulty in developing a semiclassical approach to the few ...... many 

scattering is the presence of hard quanta in the initial state, which state is thus 
not a semiclassical one. It has been suggested44 ,45 to circumvent this difficulty by 
considering a scattering, where a finite smaU number of particles in the initial state is 
replaced by ni("i'io/) = v / 91 , where 9 is the coupling constant in the theory and v is a 
parameter. For a finite v the initial state of this kind can be treated semiclassically, 
and in the end the limit of the probability at v ...... 0, or v -+ const . 91 is to be 
considered in order to relate to the process few ...... many. Within such setting the ~holy 
grail" function depends on v: F(e,v) and it is conjectured that its limit at v -+ 0 is 
smooth, which conjecture is supported by high-order perturbative calculations around 
the instanton46. The central point of this approach is that the function F(e, v) is 
determined from a solution to a welI-defined boundary value problem47 for classical 
field equations, although in essentially complex time. 

The classical solution that describes the path of largest probability in a model with 
one real field ¢ is evolving along the contour in the complex time plane shown in Figure 
4. At Ret ...... +00 the solution is required to be real, thus its momentum components 

ishould be of the form ¢(k) = ~ e- i ",.' + b~k e ",.', while at Re t ...... -00 the positive 
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i ifrequency part is rescaled by the parameter e': ¢(k) = fk e- ",.' + e' f~k e ",.'. The 
parameter (J in the boundary condition and the parameter T of the contour (d. Figure 
4) are Legendre-conjugate of respectively the multiplicity ni and the total energy E 
of initial particles. Namely, if is is the classical action on the whole contour (thus S 
is defined in the way that it is real in the Euclidean space), one finds47 

as E =2 asni = 2 a(J , (21)
aT' 

Furthermore the ~holy grail" function, entering the WKB estimate of the total cross 
section as 0".' - exp (-9-1 F(e, v)) is given by the Legendre transform of the action: 

1
2 F(e,v)=2S-ET- n i(J • (22) 
9 

Quite naturally, the formulated classical boundary value problem is not eMily 
solvable, and a sufficiently good approximation to the solution is known only in a few 
models48,49. In particular the model, considered in 49, describes one scalar field in 
(1+1) dimensions with the potential 

1 1 

m m1v
 [(¢ )]
V(¢) = T¢l - -2-exp 2,\ ~ - 1 , (23) 

where v and ,\ are dimensionless constants, which both are assumed to be large. 
The parameter l/v is the small coupling constant of the perturbation theory in the 
vacuum ¢ = O. The negative sign of the interaction term implies that the energy 
is unbounded from below at large ¢, thus the vacuum ¢ = 0 is metastable, and is 
separated from the decreasing part of the potential by a barrier located at ¢ ::::: v, 
provided that ,\ > L Beyond the maximum the potential ra~idlY goes down, so that 
the potential essentially is a quadratic well with a ~cliff"4 . The metastability of 
the perturbative vacuum at ¢ = 0 does not show up in calculations of the scattering 
amplitudes to any finite order of the perturbation theory, and it only arises through a 
non-perturbative effect: unitary "shadow" from the false vacuum decay40,50, which 
makes this contribution analogous to instanton-induced scattering amplitudes in a 
Yang-MiUs theory. The analog of the sphaleron energy is the height of the barrier 
separating two phases: Esp = const . mv1. 

At large ,\ the potential in Eq.23 contains a sharp matching of the quadratic part 
(free field) and a steep exponential "cliff", which enables49 one to solve the bound­
ary value problem in the leading order in 1/,\ and also to clarify the contribution of 
multi-instanton (multi-bounce) configurations. It has been found49 that the multi­
instanton configurations in this model are still not important when the one-instanton 
contribution becomes large. As a result the "holy grail" function, as shown in Fig­
ure 5, reaches zero at finite energy, which energy increases when the semiclassical 
parameter of the initial state multiplicity v = ni v1 decreases. In Figure 5 is also 
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Figure 5: The Uholy grail" function in the (I +I) dimensional model with exponential 
interaction. 

.,hown the behavior corresponding to the periodic instanton, which maximizes over ni 
the rate of tunneling through the barrier in the processes ni ....... nJ at given energy E 25 

4. Multi-boson processes in topologically trivial sector 
The growth with energy of the rate of the instanton-induced processes is associated 

with production of multiboson states until at high multiplicity n '" I/g l the final state 
becomes not tractable perturbatively. The same dynamic complexity is inherent51, 52 
in the processes without the B +L violation, arising in the topologically trivial sector 
uf the theory. Therefore it makes perfect sense to study the riddle of multiparticle 
states for such processes, which are of interest on their own and for which some 
.-;implification may be expected due to absence of the non-trivial topological structure. 
For the most part we will use a further simplification and consider a model of one 
scalar field t/l with a At/l4 interaction, i.e. with the potential 

l 

V{t/l) = m t/l l + ~ t/l4 • (24)
2 4 

If ml is positive the field has one vacuum state at (OIt/lIO) = 0 and the symmetry under 
, ign reBection: t/l ....... -t/l is unbroken, while at negative m2 there are two degenerate 
vacua (OIt/lIO) = ±v with v = Iml/vA, which situation describes the spontaneous 
:;ymmetry breaking (SSB) . 

{I. Solvable case: Multiboson amplitude at zero energy and momentum 
The simplest problem concerning multi boson amplitudes is, perhaps, that of calcu­

lating connected n-boson off-shell scatterin~ .arntitudes An, in which all the external 
particles have zero energy and momentum 3,5 . The amplitude An can be written 
in terms of the connected part of the Euclidean-space correlator: 

J(I O'{x) cJdxr exp{ -S[t/lj) 'Vt/l 
(25)Jexp{ -SIt/lJ) 'Vt/l 
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where O'(x) is the deviation of the field t/l from its vacuum mean value O'(x) = t/l(x)­
(OIt/lIO), and the integral JO'(x)ddx is understood as the p ....... 0 limit of the Fourier 
transform JO'(x)eiP%ddx. Furthermore the connected part of the correlator in Eq.25 
is conveniently given by the n·th logarithmic derivative of the generating functional 
Z(j) = Jexp( -S[t/lJ +JiO'(x) cJ4x) 1N with a constant source i: 

An = (26)(f.) nIn Z(j)I . . 
:] J=O 

Introduction of a constant source is equivalent to replacing the original potential V( t/l) 
by V{ t/l) - i u. Furthermore, for a constant source In Z(j) is related to the energy 
density of the vacuum E{j) in the presence of i: In Z(j) = - VT E(j), where VT 
is the normalization space-time volume. Thus according to Eq.26 the asymptotic at 
large n behavior of the amplitudes An is related to the position ic of the nearest 
to i = 0 singularity of E(j) in the complex i plane: An '" n!i;n. At the classical 
level the position of the singularity is determined by the value of i, at which two 
solutions of the equilibrium equation dV/dt/l = i coincide. For the potential in Eq.24 

this happens at ic = ±i 'i.4/27A m3, which determines the asymptotic behavior53,54 
of the tree-level amplitu es An: 

27 A )n/3 
(27)IA~""I '" n! ( 4' ImlS • 

In a theory with unbroken symmetry the quantum loops modify E(j) according to 
the Coleman-Weinberg potential55 thus shifting and modifying the singularity in the 
j plane. However these corrections neither eliminate the singularity nor bring it to 
j = O. The shift of the position can be absorbed in normalization of Aand m, while 
the modification of the type of the singularity only affects sub·leading in n factors, 
so that the leading behavior in Eq.27 is not modified by quantum corrections in a 
theory with unbroken symmetry. 

The situation with quantum effects in a theory with SSB is drastically different: 
non-perturbatively the point i = 0 is in fact a branch point of the vacuum energy 
E(j) for either of the vacua. Indeed, if, for definiteness, one choses to consider the 
amplitudes An in the 'left' vacuum: (OIt/lIO) = -v with v = Iml/v'X', and follows the 
dependence of its energy on i, one finds that this state is stable for real j < 0 and is 
metastable at arbitrarily small positive j. Thus at j > 0 the energy E(j) acquires an 
imaginary part given by the decay rate of the metastable vacuum. In this situation 
the Taylor expansion of E(j) is asymptotic and the coefficients are determined by the 
decay rate in the presence of an infinitesimal positive source term. In this situation 
the calculation56 of the false vacuum decay rate in the thin wall approximation is 
applicable exactly. Thus one can readily find the exact non-perturbative asymptotic 
behavior of the amplitudes An at large n in a theory in d space-time dimensioDs54: 

nd) (CdA)~( A )~ (28)An '" ( d _ 1 ! Imls Iml4- d 
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with 
3· r(d/2)] ~ nl 

Cd = [21.- 1 dd-I '/f.1l . 

The factorial behavior in Eq.28, if interpreted in terms of loop graphs in perturbation n1 
theory, corresponds to contribution of graphs with n/(d - 1) loops. ~ =1:"1,"2 .: 

The considered off·shell amplitudes An are not physical. However one can draw 
from the described exercise at least two, possibly important, theoretical conclusions 

~n A 

n - nl - n1 
about multi boson amplitudes: 
• the n! behavior suggested by the tree-level analysis is not necessarily eliminated 
and may even be enhanced in the exact result, and 
• the large n behavior of multiboson amplitudes does not have to be universal and Figure 6: Graphic representation of recursion equations for tree amplitudes in ). ~4 
may in fact be very sensitive to details of the theory. theory without spontaneous symmetry breaking. The circles correspond to the sum 

of all tree graphs with the specified number of external particles. 
r2. Tree-level amplitudes for production of on-shell bosons at threshold 

More physical, than the previously discussed off-shell amplitudes, are the ampli­ of the recursion equations is shown in Figure 6 and their algebraic form is 
tudes of processes, where non-shell bosons are produced by a highly virtual field 
t/J (1 -+ n process): an = (nlt/J(O)IO). (These e.g. can be related to the reaction (n1 _ 1) a(n) _ A L a(nl) a(n1) a(n - nl - "1) 

(29) 
e+e- -+ n H, in which the Higgs-electron coupling is considered to be small, thus it n! - odJ. nl,ft3 

nl! n1! (n - nl - n1)! ' 
is not iterated. Then the process is considered as going through one virtual Higgs · 

where the sum runs over odd nl and n1 as well as n is odd, since due to the unbroken particle: e+e- -+ H" -+ n H.) As will be explained, it turns out that one can explic­
sign reflection symmetry the parity of the number of particles is conserved. Alsoitly find the sum of all tree graphs and all one-loop graphs for these amplitudes at 
the mass m in Eq.29 is set to one, since it can be restored in the final result from any n, provided that the final bosons are exactly at rest in the c.m. system. Also the 
dimensional counting. The solution to Eq.29 reads as54 

summation oftwo- and higher- loop graphs is in principle possible for this kinematical 
arrangement, however a calculation with a finite number of loops is inevitably plagued a(n) =n! (A/8m1 ),,? . (30)
by the breakdown of the perturbation theory at large n. Thus far three methods have 
been used in calculation of the threshold amplitudes of the 1 -+ n processes: the The solution in Eq.30 to the recursion equations 29 can be found by applying 

Landau WKB method, the recursion equations, and the functional technique. the regular method of generating functions63. The generating function f(z) of an 

Landau WKB method57, 58 is used in Quantum Mechanics for calculating transi­ auxiliary variable z is related to the amplitudes a(n) as 

tion matrix elements between strongly different levels. (For a field theory derivation 00 zn 
of this technique see 59.) In the tree graphs for the threshold 1 -+ n amplitudes f(z) = L ,a(n) , (31) 

n=O n.all the external and internal lines carry no spatial momentum. Thus the problem is 
reduced to dynamics of only one mode of the field with spatial momentum p =0, i.e. so that a(n) = (d/dz)n f(z)I.~o. Eq.29 is then equivalent to the n-th term of the 
to a Quantum Mechanical problem. This approach yields the result60 for the sum Taylor expansion in z of the differential equation 
of the tree graphs at the threshold with accuracy up to terms 0(I/n1) at large n. 

1 dl d(Application of the Landau WKB technique in the problem of multiboson amplitudes z dz1f(Z)+zdJ(z)-f(z) = Af(z)3 . (32) 
is also discussed in 36, 37,61,62.) 

Recursion equations54 for the amplitudes a(n) arise from inspecting the construc­ The Cauchy data for this equation are determined by the relations a(O) == (Olt/J(O)IO) = 
tion of Feynman graphs. For the simplest case of tree graphs in At/J4 theory without o and a(I)(IIt/J(O)IO) = 1 (one-particle state normalization), which in terms of the 
spontaneous symmetry breaking there is only a quartic vertex, and the graphic form generating function imply 1(0) = 0 and 1'(0) = 1. The solution to Eq.32 satisfying 

these initial conditions reads as 

z 
(33)f(z) = 1- (A/8)zl ' 
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which generates the expression for the amplitudes in Eq.30. (Notice that Taylor 
expansion of J(z) contains only odd powers of z, as it should.) 

For the theory with SSB the recursion equations are modified by the presence of 
cubic vertices. The result for the generating function in this case is 

J(z) = 
1 +.!.. 

-v 1 _ '1 ' (34) 
1. 

which generates the tree-level amplitudes in the theory with SSB as63 

a(n) = -n! (2 v)l-n (35) 

The recursion method can be extended to other theories64 as well as to loop 
graphs65,66 and to an analysis of higher 100ps67. However a more convenient method 
for further analysis is the one suggested by Brown68 and is based on a functional tech­
nique. Before proceeding to discussing this method and its further applications we 
will briefly discuss the estimates of the tree amplitudes above the threshold and thus 
of the total probability of the processes 1 --+ n at a high energy E. 

4·S. Lower bound on tree graphs above the threshold 
The tree graphs for the processes I --+ n in a Ar/J4 theory all have the same 

sign51 ,52. The decrease of the amplitude above the threshold is thus determined by 
the increasing virtuality of the propagators in those graphs, which depends on the 
kinematics of the final state. One can thus find a lower bound on the tree amKlitudes 
above the threshold in a restricted part of the final-particle phase space69, 7 ,which 
gives a lower bound on the total probability of the process. In particular, if the 
kinematical restriction is chosen69 as the condition that the c.m. energy of each 
individual particle in the final state does not exceed w, then in this region of the 
phase space the virtuality of each propagator can be bounded in terms of w. Indeed, 
for a virtual line, which gives rise to a subtree terminating in k final particles all being 
at rest the denominator of the propagator is completely fixed in terms of the physical 
mass M of the bosons: Sk - M2 = M1(P - I). Above the threshold, when the final 
particles are allowed to have non·vanishing momenta, the invariant mass squared Sk 

of the same k particles, is bounded from above as Sk < P w1, if each particle has 
energy less than w. Taking into account that the minimal number kmin of particles 
originating from a virtual line is equal to 3 in the theory without SSB and is equal 
to 2 in the theory with SSB one readily finds the lower bounds for the propagator 
corresponding to the considered virtual line: 

I I I
---> > (36)sl-M1 k2 w1-M1 cw1(k1_1)' 

where c = k;'in/(k-:"in - I): c = ~ for the case of no SSB (in which case M = m) 
and c = ~ for the theory with SSB (where M = v'2lml). One sees, that the latter 
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expression in Eq.36 is exactly the one for the corresponding graph at the threshold 
with M1 being replaced by cw1• Thus one finds the lower bound for the amplitude 
above the threshold in the restricted part of the phase space: 

A(1 --+ n) > a(n)IM'_c..,o . (37) 

The cut off energy w should be optimized for each value of the total energy E and 
multiplicity n in order to find the largest lower bound on the total probability 

Un = JIA(1 --+ nW dTn (38) 

given by the integral over the w-restricted part of the phase space Tn. As a result the 
lower bound on Un is found69 in the scaling form 

1
4lr c ]un>exp -A-J(f,V) , (39)[ 

where v = n MI E is the ratio ofthe multiplicity n to its maximal possible value ElM, 
f = EIEo with Eo being an analog of the 'sphaleron' energy: Eo = 4lr1 r MI A, and 
the constant c in these formulas is r = 9 (r = 8/3) for a theory without (with) SSB. 
The calculated69 behavior of the function J(f, v) is shown in Figure 7, which thus 
illustrates and quantifies the interplay between the n! and the power of small coupling 
constant discussed in the Introduction. The function J(f, v) displays a normal pertur­
bative maximum at zero multiplicity. However, as energy grows, and production of 
high multiplicity states becomes un~up~ressed kinematically. this function develops a 
second maximum, which at larger energies eventually crosses zero with an apparent 
violation of unitarity. 

It is interesting to notice that the kinematical suppression of multi particle final 
states is quite essential and shifts the energy, at which the tree graphs violate unitarity 
significantly higher than one would guess from a simple estimate Eeril r:= 4lr MIA. If 
applied to a multi-Higgs production in the Standard Model the lower bound in Eq.14 
breaks unitarity at Eeril :::::I 15.5 (32lr1 MHI A) :::::I 1000 GeV (200GeV IMH). 

It should be also mentioned that the scaling behavior (Eq.39) at a given large 
multiplicity n also holds for the actual cross section71-73. The function J(f,V) can 
thus be called differential in n "holy grail" function. Most recently a better lower 
bound for the tree-level total cross section was found74 using the newly developed 
method of singular classical solutions73. 

4.4 Generating field technique. 
A more convenient and more conceptually transparent technique for dealing with 

tre<> '. "01threshold multiboson amplitudes was suggested by Brown68 and was later 
extu.laed to calculation of one-loop75, 76 and higher quantum effects77,78 in these 
amplitudes. The technique is based on the standard reduction formula representation 
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Figure 7: The function f(f, II) vs. II at several characteristic values of energy: low 
energy, no secondary maximum (f = 1), the secondary maximum just developed 
(f = 10), the secondary maximum becomes global and is just above the unitarity 
limit (f = 15.5). 

of the amplitude through the response of the system to an external source p(x), which 
enters the term p~ added to the Lagrangian. 

n . 0 ](nl~(x)lO) = IT lim Jcrxa e'Pa
r '(m2 

- p!) r---() (OouM(x)IOin)Plp=O , (40)U=1 p~-m~ op Xa 

the tree-level amplitude being generated by the response in the classical approxima­
tion, i.e. by the classical solution ~o(x) of the field equations in the presence of the 
source. 

For aD the spatial momenta of the final particles equal to zero it is sufficient to 
consider the response to a spatially uniform time-dependent source p(t) = Po(w) eowl 

and take the on-mass-sheD limit in Eq.40 by tending w to m. The spatial integrals 
in Eq.40 then give the usual factors with the normalization spatial volume, which as 
usual is set to one, while the time dependence on one common frequency w implies 
that the propagator factors and the functional derivatives enter in the combination 

2 2) 0 (2 2) 0 0( (41)m - Po op(x
a 

) -+ m - w op(t) = oz(t) , 

where owl
z(t) = Po(w) e (42)

m 2 - if -w2 

coincides with the response of the field to the external source in the limit of absence 
of the interaction, i.e. of >. = O. For a finite amplitude po of the source the response 
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z(t) is singular in the limit w -+ m. The crucial observation by Brown68 is that, since 
according to Eq.41 we need the dependence of the response of the interacting field tP 
only in terms of z(t), one can take the limit Po(w) -+ 0 simultaneously with w -+ m 

iml •in such a way that z(t) is finite: z(t) -+ ZOe

Furthermore, to find the classical solution ~o(x) in this limit one does not have 
to go through this limiting procedure, but rather consider directly the on-sheD limit 
with vanishing source. The field equation with zero source in >.~4 theory without SSB 
is 

82~+ m2~+ >.~3 = 0 . (43) 

For the purpose of calculating the matrix element in Eq.40 at the threshold one looks 
for a solution of this equation which depends only on time and contains only the 
positive frequency part with aD harmonics being multiples of eiml , which condition 
is equivalent to requiring that ~(t) -+ 0 as Imt -+ +00. This condition implies that 
the energy integral is vanishing } ~2 + V(~) = 0, since energy is conserved over aD 
complex plane of time. This reduces the problem to a trivial integration and the 

68solution satisfying these conditions reads as

z(t) 
(44)~O(t) = 1- (>./8m2)z(t)2 

According to Eq.41 and Eq.40 the n-th derivative of this solution with respect to 
z gives the matrix element (nl~(O)IO) at the threshold in the tree approximation: 

8 )2k+1 I (45)(2k + 11~(0)10)0 = ( 8z ~o .=0 ' 

which reproduces the result in Eq.30. 
For the case of theory with SSB the solution reads as 

J. ( ) _ 1 +z/2v
'1'0 t - -v , (46)

1 - z/2v 

which reproduces the tree amplitudes in Eq.35. In this case z(t) = eoMt, where 
M = v'2lml is the mass of physical scalar boson. Clearly, in both cases the solutions 
for the generating field in Eq.44 and Eq.46 coincide with the expressions for the gen­
erating functions in Eq.33 and Eq.34 for the solutions to the recursion equations. 

5. Quantum effects in multi-boson production 
5.1. One-loop corrections 

In order to advance the calculation within the generating field technique to the 
quantum loop level one has to replace the classical field ~o in calculating the ampli­
tudes from Eq.40 and Eq.41 by the mean value of the full field 

~(x) = ~o(x) + ~q(x) , (47) 
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.pl(t)=~: n 

Figure 8: The tadpole graph in the background field .po for calculating one-loop 
correction to .po. The double lines and the heavy dot represent respectively the Green 
function and the vertex in the background field. 

where .pq(x) is the quantum part of the field. The mean value is subject to the 
condition that it expands in positive powers of z(t). If one writes this mean value as 
(OI.p(x)IO) = .po(x) + .pI (x) with .p1(X) being the first quantum correction, then the 
expansion of Eq.43 to the one-loop order results in the following non-homogeneous 
equation for .pI : 

(a1+ m1+ 3.\ .po(x )1) .p1(X) + 3.\ .po{x)(.pq(x) .pq(x)) = 0 , (48) 

where (.pq{x).pq(x)) is the limit of the Green function in the classical background field 
.po 

G(XhX1) = (T{.pq{X,).pq{X1))) (49) 

when its arguments are at the same point x. Graphically the calculation of the 
one-loop correction .pI can be represented by the tadpole graph of Figure 8. 

The Green function G(x; x') from Eq.49 satisfies the equation 

(a1+ m1 +3.\ .pO(t)l) G(Xj x') = -i 5(x - x') , (50) 

in which the differential operator in the Minkowski time contains explicitly complex 
field .po (d. Eq.44 or Eq.46). A straightforward rotation to the Euclidean time, 
it --+ r, is problematic, since the background field then develops a pole at a real 
r. The acceptable solution is achieved by simultaneously rotating and shifting the 
time axis in Eq.50 in such a way that -.\z(t)1/8m1 --+ exp(2mr) for the theory 
without SSB, and -z(t)/2v --+ exp(Mr) for the theory with SSB. In terms of thus 
defined r the background field has the form .po(r) = iJ2j>.m/cosh(mr) (no SSB) 
and .po(r) = v tanh(Mr/2) (with SSB). In both cases the term .po(t)l in Ref.50 is real 
and non-singular. After applying the standard decomposition of the Green's function 
over the conserved in the background .po(t) spatial momentum k: 

I ') ') ik·(x-x') cPkG(r, Xj r , x = JG .., (r, r e (211')3 , (51 ) 

one arrives for the case of no SSB at the well-known in Quantum Mechanics equation 

1
( - d~l + w - (cos~ r)2) G{r, r') = c(r - r') (52) 
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with w = ~ and the mass m set to one. (For the theory with SSB one gets the 
same equation with a rescaled w 76.) 

The solution to Eq.52 is found in the standard way in terms of solution. for & 

homogeneous equation. These solutions are: 
the solution regular at r --+ +00 

1 1 1 4 4 1 4II (u(r)) = 2 - 3w +w - 8u1 +2w u +2u + 3wu +w u • (53)
u'" (1 + u1)1 ' 

and the solution regular at r --+ -00 
1 1 1 1 4 4 1 4 

!1(u(r)) = II (l/u{r)) = u'" (2 + 3w + w - 8u + 2w u + 2 u - 3w u + w u ) 
(1 + U1)1 

(54) 
with u( r) = eT • The Wronskian of these solutions is given by 

W = J.{r}/Hr) - 1;(r)!1(r) = 2w(w1-1)(w1 - 4) (55) 

Then the Green function is explicitly given in terms of II, !1 and W as: 

1
G",(rl,r1) = W (J.(r.)!1(r1)lI(rl-r1)+J.( r1)/1(rl)lI(r1- r.)) , (56) 

where lI( r) is the step function. 
The partial (in the wave with momentum k) Green function at coinciding points 

is then given by 

1 6~ n~ 
g..,(r) = 2w + w(w1 _ 1)(1 + u1)2 + w(w1-1)(w1 _ 4)(1 + U1)4 . (57) 

In order to calculate the Green function at coinciding points one needs to integrate 
this expression over cPk/{2'K)3: 

J cPk 1 foo 
G{r,xjr,x)= g..,{r){211')3=2'K1 jl g",{r)wv'w1-1dw. (58) 

The first two terms in Eq.57 give rise to a quadratically and logarithmically di­
vergent integrals, which can be regularized in any standard way, the most straight­
forward being the Pauli-Villars regularization. Upon substitution into Eq.48 for the 
mean field with the quantum correction the quadratically divergent part gives rise to 
a term linear in the classical field .po while the logarithmically divergent part results 
in a correction to the term with .\.p~ . Therefore these terms can be dumped into the 
definition of the renormalized mass m and the coupling constant>' according to 

3.\ 
m1 = m1 + _II

2 
_ 9.\l 

13 (59).\ =.\ - 4 ' 
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where 

J.=2~lJ~dwn and J3=_I-J~-.--" . (60)2,..l 

The third term in Eq.57 gives rise to an ultraviolet· finite integral in Eq.58. How­
ever it contains on-shell singularities, which need to be brielly discussed . The on-shell 

l lsingularities correspond to the zeros of the Wronskian (Eq.55) at w = I and w = 4. 
The first of these corresponds 'to the translational zero mode of the classical solution 
¢o and in fact produces no problem in the integral in Eq.58, since the singularity at 
wl = I is integrable. The pole at wl = 4ml (the dependence on mass is restored) 
is dealt with using the Feynman's if rule i.e. by shifting the pole to the negative 
half-plane ml -+ ml - if. The integral then develops imaginary part, which in the 
end corresponds to the dynamical imaginary part of the one-loop graphs, dictated by 
the unitarity. Proceeding in this way one readily finds the regularized inhomogeneous 
term in Eq.48 and that the equation takes the explicit form 

5Ifl 24U l
) . Is u (61 )( drl - I + (I +ul)l ¢. = - zl8Ay)/ (I +ul)5 

with 

F = .j3 (In 2 + .j3 - i,..) . (62)
211'l 2 -.j3 

The condition on the appropriate solution to Eq.61 is that its expansion in u starts 
with the fifth power, since only starting from final states with five particles the thresh­
old amplitudes develop an imaginary part, which in this calculation originates in the 
imaginary part of F. The solution satisfying this condition is 

.3A Is u~ 
(63)¢.(r) = -ITYIF(I +ul )3 . 

Therefore the mean value ofthe field in terms of z(t) with the first quantum correction 
included is given by 

z(t) (3A (A/8ml )lz(t)4) 
(64)¢O+l(t) = I _ (~/8ml)z(t)l 1- TF(I_ (A/8ml)z(t)l)l . 

Thus for the threshold amplitudes the result with the one-loop correction included 
reads as75 

J/l 
(2k + li¢(O)IO) = (2k + I)! (~)k [1 _ k(k _ 1)3 A (I 2 +.j3 _ . )] . (65)8ml 1611'l n 2 _.j3 I 11' 

The corresponding one-loop result 76 in the theory with SSB is 

a(n)=-n!(2u)1-n [1+n(n_I):,..A] (66) 
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Figure 9: The propagator D..(p) with emission of n on-mass-shell particles all being 
at rest. The circle represents the sum of all tree graphs. 

We see that the relative magnitude of the one-loop corrections grows as nl A, which 
quantitatively confirlrul that the standard perturbation theory is of no help at large 
values of n. Namely, the presented results suggest that the loop expansion requires 
the condition n l A ¢: I . However the situation can be somewhat improved by consid­
ering the leading in nl A terms in the loop expansion. As a result of such inspection 
it has been shown 72 that in fact the n l A terms exponentiate. More generally, it has 
been argued71 -73, that the general structure of the amplitude is determined in the 
limit A -+ 0, n A fixed and E/n fixed, by the scaling law in Eq.39. Therefore the 
results in Eq.65 and Eq.66 can be viewed as corrections of order (n A)l to the 'holy 
grail ' function in the limit n A ¢: I . 

5.2. Nullification 
Before proceeding with discussion of quantum effects in multi-boson production, it 

is worthwhile to make a detour and discuss an unusual phenomenon, which is revealed 
by the results in Eq.65 and Eq.66: in spite of the presence of an intermediate state 
with two bosons in one-loop graphs, their contribution to the amplitudes in the case 
of SSB is real, while the factor F in Eq.65 is an easily recognizable threshold factor 
for the 2 -+ 4 process with no indication of presence of other thresholds. Using 
the unitarity relation for the imaginary part of the loop graphs, one immediately 
concludes that this can only be if the tree amplitudes of the on-shell ~rocesses 2 -+ n 
are all zero at the threshold for n > 4 in the theory without SSB75, 9 and for n > 2 
in the theory with SSB76. 

This hehavior can be traced to the special properties of the rellectionless potential 
-6/(cosh r)l in Eq.52 and generalized80,66 to other theories, where the problem of 
the 2 -+ n scattering is reduced to finding the Green's function in the rellectionless 
potential -N(N + I)/(cosh r)l with integer N. In order to illustrate the nullification 
we consider here a somewhat generic case of interaction between two fields ¢ and 
X descrihed by the interaction term in the potential eXl ¢l/2. The processes of 
interest are where a collision of two X particles produce n bosons of the field ¢ . To 
calculate the tree-level amplitudes of these processes at the threshold we consider the 
propagator D..(p) of the particle X with emission of n on-mass-shell bosons of the of 
the field ¢ all being at rest and p being the final momentum in the propagator after 
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Figure 10; The recursion equation for the propagators Dn(P). The filled circle corre­
sponds to the sum of all tree graphs originating from one-fold interaction, described 
by the vertex function V (I/J), of the propagating particle wi th the field ~. 

the emission (see Figure 9). This propagator can be found by the recursion technique. 
The recursion equations for the propagators Dn(P) arise from graph shown in Figure 
10 and can be written as 

Dn(P) = -i d(p +nq) E '( n. 
, 

)' Vn,Dn - n , (p) , (67)n, nl· n - nl . 

where q is the momentum of each of the produced 4rbosons, in their rest frame 
q = (M,O) with M being the mass of the ~ boson, d(p) is the propagator in the 
absence of interaction with the field I/J; d(p) = i/(p2 - mU, with mox being the mass 
of the X bosons in the absence of interaction with I/J, and Vn are the matrix elements 
for production of n bosons at rest by the operator eI/J(X)2; 

Vn = (nle </J(0)210) . (68) 

Notice, that in a theory where the field </J develops a vacuum expectation value v = 
(01I/J10) the "bare" propagator d(p) does not coincide with the propagator 

I 
(69)Do(p) = pl _ m5 - Vox 

since the physical mass of the X boson receives also a contribution from Vo = ev2 ; 

m~ = m~x + Yo. 
The recursion equations (Eq.67) are converted into a differential equation by in­

troducing generating functions V( z) and 'V(p i z) related to the Vn and Dn (p) as 

zn zn 
V(z) = LIVn and P(Pi z) = -i E IDn(p) . (70) 

n=O n. n;O n. 

In terms of the generating functions Eq.29 is equivalent to the n-th term of the Taylor 
series expansion of the differential equation 

(M2Z2 ~2 + (2(P. q) + Ml)Z ~ + l- m~x - V(Z)) P(Pi z) = 1 (71) 
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with the initial condition at z = 0 that P(p i 0) = Do(p) (the consistency of this 
condition is guaranteed by the inhomogeneous term in the right hand side) and that 
the solution has Taylor expansion in positive powers of z. Alternatively one can 
specify the latter condition by calculating explicitly the propagator D1(p), i.e. with 
emission of one particle, which determines the first derivative d1J(Pi z)/dz at z = O. 

At the tree level the generating function V(z) is determined by the generatillg 
function fez) for the matrix elements of the field ~ itself (Eq.33 and Eq.34), V(z) = 
U(zjl. 

Let us first consider the unbroken symmetry case. Upon substitution into Eq.71 
of the generating function V(z) as determined by Eq.33 the equation takes the form 

ez2 
2 2 J2 «(P) 2) d 2 2 ) (. )2 .q +M zdz+ P -mOX -(I_(A/8M2)z2)2 Pp,z =1.( MZ dz2 + 

(72) 
It is convenient to use the notation t = (p . q)/M2 and", = Jt2 - (pl - m~)/M2, 
where the square root of a positive number is taken to be positive. In the rest frame 
of the produced bosons ( is the energy Po of the final particle in the propagator in 
units of M and ",2 is related to :ts spatial momentum p, namely it is p2 +m~x in units 
of M2. Thus the difference (2 - ",2 is the measure of by how much the momentum p 
is off shell. 

The solution of Eq.72 can be sought in the form 

P(Pi z) = ,,-'/2 f(Pi II) , (73) 

where" = ->.z2/(8M2), in terms of which Eq.72 is rewritten as 

2 J2 d 2 e ,,) ",/2 

( 4" d,,2+ 4"d,,-'" +8:\(1+"p f(Pi ,,)= M2' (74) 

For the broken symmetry case, using in the same manner the generating function 
in Eq.34 and seeking the solution in the form of Eq.73 in terms of the variable" = 
-z/(2v), one arrives at the equation essentially identical to Eq.74 up to rescaling of 
some terms; 

2 J2 d _3 e " ) ",/3 (75)( 4" d,,2 +4"d,,-4W +8:\(1+"p f(Pi ,,)=4 M2 · 

where ,,2 = (3 - (p2 _ m~x - ev2)/M3, and it can be also reminded that the expression 
for M in terms of Iml differs from that in the case of unbroken symmetry by factor 
J2. Therefore the solution of the equation 75 is obtained from that of Eq.74 by 
replacing", -+ 2W and by overall rescaling of the solution by the factor 4. 

The operator in the homogeneous left hand side of Eq.74 is related to the well 
known exactly solvable Schriidinger operator with the Poschl-Teller potential. Name­
ly, the substitution" = e2T converts the operator into 

.!:.... _",3 + a(s +1) (76) 
dT 3 (cosh T)2 
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with s(s + 1) = 2e/>... 
The properties of the operator in Eq.76 are well known from Quantum Mechanics. 

In particular, these properties are quite special when the parameter s is integer, 
s = N, and there is no reflection of waves in the one-dimensional Quantum Mechanical 
problem. It is in this special case of integer s that the infinite series of zeros of 
the threshold amplitudes arises and which will be considered here. The solution of 
Eq.72 for V(p j z) can be written explicitly5S in terms of the hypergeometric function 
F( -s, W - s, W + 1, -y), which in the case s = N is reduced to a Jacobi polynomial 
of the N-th power. We therefore define the function 

r{l +w) -w/l( )N+l d
N ( yw+N ) (77)FN(w,y) = r(N + 1 +w)Y 1+y dy'" (1 + y)N+1 

and write the explicit formula for V(p j z) in the unbroken symmetry case in terms 
of the variable y in the form 

V(p,z(y)) = 

:~t~ [FN( -w, y).ro uf-1FN(W, u) du + FN(W, y) f~oo uf-1FN( -W, u) du], (78) 

where y is assumed to be positive. Notice, that FN(w, y) is regular at small y: 
FN(w,y) ~ yw/2, while FN(-w,y) is singular at y -+ O. At y -+ 00 the behavior 
of these functions is switched. Also in its dependence on w the function FN( -w, y) 
develops simple poles at w = I, 2, ... , N due to the factor r(l - w)/r(N + 1 - w) 
in its definition. 

We can now proceed to considering the amplitude of production n cirbosons by 
two incoming particles. In terms of the propagator Dn(P) this amplitude corresponds 
to negative Po (the final line in the propagator is that of an incoming particle), so that 
l = -n/2. The on-mass·shell amplitude is given by the double pole of this propagator 
when w = -l = n/2. The only possibility for the expression in the right hand side 
of Eq.78 to develop a double pole for positive w is when one pole term comes from 
the function FN ( -w, y) and the other one comes from the divergence of the integral. 
At negative l the first of the integrals in Eq.78 indeed develops single poles, so the 
double poles are possible only for the values w = 1, 2, ... , N ,i.e. only as long as 
n :S 2N and thus the on-mass-shell threshold amplitudes are all zero for n > 2N 

For the case of broken symmetry as we have seen the generating function V for 
the propagators is determined by the same operator as for the unbroken symmetry 
case with w rescaled by factor 2 (Eq.75). Therefore the same consideration leads one 
to the conclusion that in this case the on-mass-shell threshold amplitudes are zero for 
all n larger than N. 

This nullification of the amplitudes at the thresholds is the one observed for pro­
duction of the 4> bosons by particles of the same field . Indeed, expanding the field 4> 
into the sum of modes with zero spatial momentum (denoted as 4> in this discussion) 
and with a non-zero one (corresponding to X), one easily identifies that the>.. 4>4/4 
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term corresponds to e4>1 Xl /2 interaction with e = 3>", so that 2e/ >.. = 6 and thus 
N = 2 both in the case of no spontaneous symmetry breaking and in the case of bro­
ken symmetry. Other known applications corresponding to different integer values 
s = N in the situation just considered areSO 

• 	 Linear sigma model: the interaction of the Goldstone bosons - pions with the 
massive (1 bosons corresponds to s = 1, thus the tree-level amplitudes of the 
scattering 1r 1r -> n (1 are all zero at the corresponding thresholds for n > 1. 

• 	 Transversal vector bosons with Higgs generated mass: for these components the 
Lagarngian in the Proca gauge is equivalent to that of a scalar X interacting 
with the Higgs field with the constant esuch that 2e/>.. = 4m~/mh. Therefore 
if 4m~/mh = N (N + 1) with integer N, the tree·level amplitudes for the 
process VT VT -> n H vanish at the threshold for n > N. 

Additional known cases, which can be derived by the same technique as described 
here are: 

• 	 Longitudinal vector bosons with Higgs generated mass, satisfying the condition 
4m~/mh = N (N +1) with integer N. The tree-level threshold amplitudes of 
VL VL -+ n H are all zero for n > N + 166 and also for n = N SI. 

• 	 Fermions with Higgs-generated massSO: if 2mJ/mH = N (integer), then all 
tree-level amplitudes of If -+ n H are zero at threshold for all n ~ N. 

The observed behavior of the threshold amplitudes somewhat resembles the nulli­
fication of inelastic amplitudes in the Sine-Gordon theory, where it is a consequence 
of a symmetry and is a deep property of the theory. In the theories considered here 
this is a much weaker property, which holds only at threshold and, generally, only 
at the tree level82. However the nullification in this case can be a consequence of 
a hidden symmetry, which holds at the classical level and/or has a more restricted 
scope. Thus far such symmetry has been revealed83 only for the case of N = I, where 
it can be traced to the symmetry of a system of two anharmonic oscillators, described 
by the potential 

2 2w w >.. 
V(x, y) = -fx2+ i y2 + 4"(x1+y2)1 . (79) 

If the frequencies WI and W2 were equal, the model would have an 0(2) symmetry, 
corresponding to conservation of the angular momentum Q = xy - xii. However even 
for WI ". Wl the symmetry persists83 corresponding to conservation of the invariant 

~Q2 + (w: _ W~)(~!il +~~ yl + ~y4 +~xV) . 
It should be also noted that if the ratio 2e/ >.. does not satisfy the above mentioned 

condition, the threshold amplitudes of the processes 2X -> n 4> displayS4 a 'normal' 
factorial growth with n: an ex r(i - s)/r(-s) for the case of no SSB and an ex 
r(n - s)/r(-s) for a theory with SSB. 

29 



5.S. General properties in a theory with SSB 
The failure of the standard perturbation theory at large n makes it imperative 

to consider alternative methodB of calculating multiparticle amplitudes. Here we will 
discuss few considerations in a theory with SSB, possibly allowing to get some insight 
into behavior of these amplitudes beyond the standard loop expansion. 

Both the classical approximation and the loop corrections in the theory of one 
scalar field with SSB make the problem of calculating the threshold amplitudes equiv­
alent to the following Euclidean space problem: 

• Calculate the quantum average 41(t) of the field ¢ in the Euclidean time t, 

41(r) = I ¢(x)e-S[~)V¢ 
(SO)I e-S[~) V¢ 

with the kink-type boundary conditions, i.e. that ¢ -+ ±v as t -+ ±oo. 

• Expand ~(t) at t -+ -00 in powers of eM1 
: 

nM141(t) = L
00 

c" e (SI) 
"=0 

where, obviously, Co = -v. 

• Find the threshold amplitudes as 

(nl4>(O)IO) = n! c,,/C; (S2) 

(The coefficient CI = (114)(O)IO) is the normalization for one-particle state, thus 
it appears in Eq.S2.) 

At the tree level the amplitudes are given by the solution to the classical field 
equations with the kink boundary conditions 41(t) = v tanh(Mt/2), and Eq.S2 repro­
duces the result for the amplitudes in Eq.35. The same correspondence is true for the 
first loop correction 76. However, this new formulation of the problem also allows for 
general considerations beyond the perturbation theory. One of such considerations is 
that the classical kink solution provides the absolute minimum of the action in the 
class of real fields with the kink boundary conditions. Therefore the path integral 
in Eq.80 converges on real fields and thus the 4verage field ~(t) is real in any finite 
number of loops. Therefore the coefficients c" in the expansion in Eq.Sl are all real, 
hence the amplitudes a(n) are also real to any order of perturbation theory. The 
latter property is far not trivial, by unitarity the imaginary part of the amplitudes is 
associated with physical intermediate states: 

2ImA(1 -+ n) = LA(1 -+ k) *A(k -+ n) , (83) 
k 
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where the asterisk denotes multiplication and integration over the phase space of 
the intermediate state of k on-shell particles. At the one-loop level the only cut of 
the graphs possible is across a two-particle state, k = 2. Since A(l -+ 2) ill not 
zero, one concludes that all amplitudes A(2 -+ n) should be zero at the n particle 
thresholds. In higher loops the fact that ImA(1 -+ n) = 0 in Eq.S3 in general lead II 
to relations between amplitudes with different k. There is however one special case 
on n = 3. In this case the only intermediate state with a non·vanishing phase space 
is that corresponding to k = 2. Therefore we conclude that A(2 -+ 3) is zero at the 
three-particle threshold in any order of perturbation theory. 

The factorial behavior of the amplitudes, as we have seen, can be viewed as being 
due to the finite radius of convergence of the series in Eq.Sl in the variable z = eMI , 

which behavior at the classical level is due to the poles of the classical solution at 
finite complex t. One may ask whether the singularity at finite t is present in the 
exact average fieid in Eq.SO and thus whether the factorial growth of the amplitudes 
is preserved by quantum effects. To analyze this problem, we will assume that the 
series in Eq.Sl has infinite radius of convergence and will show that this assumption 
is inconsistent, thus concluding that the factorial behavior is not eliminated by the 
higher quantum effects. 

If the Taylor series in Eq.Sl for the mean field ~(t) has infinite radius of conver­
gence, the same is true for the quantity 

1.::l(t) = v _ ~1(t) (S4) 

(notice that it is the square of the mean field entering here and not the mean value 
of the square of the field). The asymptotic behavior of .::l(t) at t -+ -00 is .::l(t) -+ 

2v1eM1 • At t -+ +00 the asymptotic behavior is determined by the boundary condition 
on 41(t) and by the fact that M is the lowest energy in the spectrum: .::l(t) -+ be-MI 

where b is a constant. 
The series in Eq.Sl defines ~(t) and thus also .::l(t) as a periodic function of 

complex t with the period 2'J1' / M. Let us consider the contour C in the complex plane 
of t shown in Figure 11. Two side links of the contour run along the lines separated 
by one period: 1m t = 0 and 1m t = 2'J1' / M, and the horizontal links bet ween the two 
lines are chosen sufficiently far at negative and positive Re t, so that one can use the 
asymptotic expression for .::l(t) on those links. One can now consider calculation of 
the index of the function .::l(t) on the contour C: 

1= _1_ 1 d.::l(t)/dt dt (S5)
2'J1'i Tc .::l(t) , 

which gives the difference between the number of zeros and poles of the function 
.::l(t) inside the contour: I = Z - P, where Z is the number of zeros and P is the 
number of poles inside the contour. Since the function .::l(t) is assumed to have no 
singularities at finite complex t, the only obstacle to calculating the index integral 
can be presence of isolated zeros of .::l(t) at the contour C. This obstacle however CAD 
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Figure 11: The contour C on which the index of the function .1(t) is calculated. 

be easily removed by slightly shifting the contour away from each of the isolated ze­
ros. (Clearly, a condensation of zeros of ~(t) at a finite t would either contradict the 
assumption that .1(t) is entire function, or imply that the function is identically zero, 
which obviously is not the case.) One can readily see, that the boundary condition 
that ~(t) falls exponentially at both infinities in Re t completely determines the index 
in Eq.85 : I = -2. Therefore ~(t) necessarily has a non-zero number of poles inside 
the contour C, which is inconsistent with the assumption that the series in Eq.81 has 
infinite radius of convergence. This completes the proof that the amplitudes have a 
factorial growth in n in the full quantum theory. 

S . ./, In 4 search for correct saddle point 
The dependence of the quantum corrections on the parameter n2 A hints that the 

standard perturbation theory corresponds to an expansion of the path integral in 
Eq.80 around a wrong saddle point, namely, around the saddle point for the action 
only, not taking into account the pre-exponent, which becomes essential at large n. 
Therefore the large 'quantum' effects may merely be simply the difference between 
the values of two quaziclassical exponents: the one corresponding to the true saddle 
point in the problem and the one for the e-s only. Thus the problem of multi­
particle amplitudes may have a quaziclassical solution, albeit in terms of different 
saddle point configuration. This behavior has been observed in a two-dimensional 
model problem40 and here we will discuss the search for the true saddle point in a 
theory with SSB78. 

In order to find the true saddle point configuration one can compare the contri­
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Figure 12: A configuration of the field, corresponding to the flat inter-phase boundary 
(a) and to the same boundary bent to the maximal deflection ho (b). The evolution 
of the field between the point at a negative time t (heavy dot) and the boundary 
proceeds over the time ItI - ho + 6, where 6 is of the order of the thickness of the 
domain wall. The vertical lines at the edges are the world lines of the boundaries of 
the spatial bounding box. 

but ion to the coefficient of the n harmonics of the field at a large negative Euclidean 
time t of the two configurations shown in Figure 12. The first one corresponds to the 
classical solution for the action and is a flat wall separating the phase with <p posi­
tive and negative. The other configuration has the same inter-phase wall bent to a 
maximum deflection denoted by ho. The shape of the wall (the surface corresponding 
to <p(x, t) = 0) can be described by its x-dependent deviation from t = 0, i.e. by 
the solution t = -h(x) of the equation <p(x, t) = O. Assume now that one fixes the 
shape of the boundary corresponding to a particular function h(x) and minimizes the 
action with respect to all other variables of the field by solving the Euler-Lagra.nge 
equations with the surface of zeros being fixed. Then for large negative t at the point 
Xo corresponding to the maximum of h(x) the n-th harmonics of the field is given in 
the leading exponential approximation by 

nMI exp (nM(t + h(Xo) +O(nM6» - exp(nMh(xo» e • (86) 

This behavior can be understood by considering that at the point ~ the evolution of 
the field in time from <p = 0 towards <p = -II proceeds over the time Itl- h(Xo) + 6, 
where 6 reflects the uncertainty related to the curvature of the surface of the inter­
phase boundary. This uncertainty is of a subleading importance in situations where 
h(Xo) is large, which as will be seen is the case for n > 1/A. 

Equation 86 tells that the coefficient c" gets enhanced by the factor exp( nMh(Xo)). 
Thus in the leading WKB approximation this coefficient can be evaluated as 

c" - max [exp (nMh(~) - S[h] +So)] , (87) 
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where S[h) is the action for the field configuration described by the shape hex) of the 
inter-phase boundary and So = S[h = 0) is the action of the unperturbed . classical 
solution, and all the pre-exponential factors are omitted. 

The appearance of the action So with the plus sign in Eq.87 is due to the fact that 
in Eq.80 for the mean field the path integrals in both numerator and the denominator 
are calculated with the kink-type boundary conditions. Thus the factor exp(So) 
appears from tbe saddle point value of the denominator. 

If hex) va.ries at scale larger tban tbe thickness of the wall, M-l, the action S[h) 
can be calculated in tbe thin-wall approximation56 as the surface tension of the wall 
II times its area A: 

S[h) = IlA[h) , (88) 

where II = M3/(3)..). 
Finding the maximum of the expression in Eq.87 with the action from Eq.88 is 

equivalent to solving a surface tension problem for a d-dimensional film in (d + 1)­
dimensions. The edges of the film are fixed at the boundary of the bounding box: 
h(boundary) = 0, and at the point Xo the force equal to nM is applied downwards. 
The maximal deviation ho = h(xo) of the film will be largest if the force is applied to 
the center of the film, therefore we set Xo = O. (In fact for d > 2 the equilibrium shape 
of the film does not depend on Xo if this point is sufficiently far from the edges. For 
d ~ 2 there is an infrared behavior in this problem, so that the equilibrium deviation 
explicitly depends on the size of the bounding box. Also it is explicitly assumed 
throughout this paper that d > 1. A one-dimensional 'film' lacks intrinsic curvature, 
which makes most of the formulas in this paper singular in the formal limit d -+ 1, i.e. 
that of a (1 +1) - dimensional field theory, for which the present analysis is thus not 
directly applicable.) Assuming that the bounding box is spherically symmetrical in 
the spatial d dimensions with a large radius R, one concludes that the shape, which 
the film takes under the force applied at the center, is also spherically symmetrical 
and can be characterized by the radius ret) of its slice at t = con3t if the slice is 
positioned at an instant t such that -h(O) < t < O. The boundary conditions for ret) 
being r( -ho) = 0 and reO) = R. 

In terms of ret) the quantity S(h)- n Mho entering tbe expression in Eq.87 can 
be written as 

0 
d3[r) =1 Id II r - 1 vI +rl dt - Eho , (89)

-ho 

where the factor nM is identified as the total energy E, r = dr/dt, and Id is the 
(d - 1) dimensional volume of unit sphere Sd-I: Id = 2trd

/ l /r(d/2). The integral in 
Eq.89 is nothin~ else than the Euclidean action for a spherical bubble in the thin wall 
approximation 6 in the theory with degenerate vacua. Since E is the conserved value 
of the Hamiltonian for the classical trajectory ret), the functional 3[r) is identified as 

the truncated action 

sIr) = JPEdr , (90) 
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where PE is the Euclidean momentum conjugate of r: 

Idll rd- 1r 
(91)

PE = VI +rl 

On an Euclidean-space classical trajectory the value E of the HamiltonilLll is related 
to PE and r as 

d 1
El +P~ = (Id II r - ) l • (92) 

The solution of the latter equation for PE in terms of E and r reads as 

PE = J(ld II rd- 1p - El = Id II Jr1d- 1 - r~d-l , (93) 

where 
ro = (E/(Id Il»~ . (94) 

This solution immediately reveals an important point: there is no real solution for 
PE and thus for ret) at r < roo In the equivalent surface tension problem the origin 
of this behavior is obvious: there is a minimal radius equal to ro of a slice of the 
surface with surface tension II that can support the force E. In terms of qUlLlltum 
mechanics with the action in Eq.90 the point ro corresponds to the classical turning 
point, and for r < ro the evolution of the system proceeds in the Minkowski time. 
We are thus compelled to consider the evolution of the radius of the bubble along the 
complex time trajectory, on which the part of the trajectory with r < ro evolves along 
imaginary Euclidean, i.e. real Minkowski, time. In the Minkowski space this part of 
the trajectory describes the bubble oscillating from size r =0 to the classical turning 
point r = roo Naturally, the oscillations of a bubble are subject to energy dissipation 
due to emission of particles. However, it was found in the numerical studies of mid 
- 70's85-87 that the bubbles display a remarkable stability: they dissipate energy 
over several, sometimes many, oscillations. Recently there is renewed interest to this 
problem88. This makes it meaningful to ignore the instability of the bubbles in the 
present calculation and to calculate the coefficients c,. from Eq.87 considering bubbles 
as capable of undergoing arbitrary number of oscillations between r = 0 and r = roo 
This picture produces an infinite number of saddle points for the effective action in 
Eq.87, corresponding to k +! periods of oscillation with arbitrary integer k. Since 
the Minkowski part of trajectory results in the phase factor eiSjI with SM being the 
Minkowski space action, the contribution of each of these saddle points differs only 
by a phase factor, and all these contributions should be summed up. Proceeding in 
this way, we find 

c,. ...... e'~ L00 

exp(i (k +1/2) I(E)] = e'" exp(i/(E)/2) (95)
«=0 1 - exp(il(E» , 

where I(E) is the Minkowski truncated action over a full period of oscillation ILIld 
3E is the Euclidean truncated action on the trajectory going from the turning point 
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r = ro to r = 00. The explicit expressions for the latter terms are78: 

Jir[I/(2d - 2)) Jlrd 
(96)J(E)=ld 2(d_I)r[3/2+1/(2d 2)) 0 

and 

SE = Jir[I/2 - 1/(2d - 2)) E (£);f-;­ (97)
2dr[1 - 1/(2d - 2)) ldll 

for a theory in (d + I) dimensions. 
The expression in Eq.95 implies that the amplitudes develop poles at the values 

of energy, satisfying the condition J(E) = 211' N with integer N. This condition is 
nothing else than the Bohr-Sommerfeld quantization condition (within the accuracy 
of present calculation) for the quantized levels of the bubble osciIlations. Therefore 
the amplitudes of the n particle production can be viewed as arising from a two-stage 
process: the virtual field ¢ produces a bubble and then the bubble couples to the 
state of n particles, all being at rest: 

(nl¢(O)IO) = (BNI¢(O)IO > ·A(BN -+ n) . (98) 

The amplitude of production of a bubble with energy E by a virtual field can be 
found78 by the Landau-WKB method and is exponentially smalI: 

i(nl¢(O)IO)1 - e-'B (99) 

with SE given by Eq.97. On the other hand, the product of the amplitudes of for­
mation and decay of the bubble is exponentiaIly large in Ed/(d-I) (Eq.95). Thus the 
amplitude of the coupling of the bubble to n bosons, which are all being at rest 
contains the doubled positive exponent: 

IA(BN --+ n)l- (~)! exp(2sE). (100) 

To reconcile this extremely strong coupling of the bubble to the state of n bosons, in 
which they all have exactly zero spatial momenta, with a total decay rate that is not 
exponentiaIly large, one inevitably has to assume that the coupling of the bubble to 
bosons develops a form factor which sharply decreases above the threshold and thus is 
capable of suppressing the double-exponential and the factorial energy growth of the 
amplitude at the threshold. In view of this observation it is extremely likely that in the 
processes I -+ n, whose amplitude at the threshold has only single exponential growth 
factor, the same form factor makes the total probability exponentiaIly suppressed at 
high energy. 

The calculations discussed in this section suggest the foIlowing hierarchy of the 
amplitudes for transitions between one highly virtual particle, the state of n bosons, all 
having zero spatial momenta, and a state of a spherical bubble with energy E = nm: 

A(I --+ B) _ e-'B , 
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A(I -+ n) - A(I --+ B)· A(B --+ n) - e's , 
A( B -+ n) _ el • ., . (101) 

When the particles have non-zero momenta a form factor arises, due to the size ro 
of the bubble which cuts off the phase space integration. The suppression due to 
the form factor can be evaluated from the fact that the decay rate of a large bubble 
is not exponentiaIly large in its energy, i.e. in this exponential scale the rate is 
r(B -+ many) - 0(1). If the processes I --+ many at ultra-high energy are going 
through the bubbles, as it is strongly indicated by Eq.95, their rate should be cut off 
by the same form factor, which implies 

r(1 -+ many) -IA(I --+ B)llr(B -+ many) - e-l 
' B (102) 

and thus these processes are strongly suppressed. 
This hierarchy can be extended to processes many -+ many, which potentialIy 

can go at high temperature. If such scattering processes are also mediated by the 
bubbles, one can estimate 

A(n -+ n) - A(n --+ B)· A(B -+ n) _ e4
' B • (103) 

A kinetical calculation of the rate in a thermal equilibrium in this case involves the 
form factor for both the final and the initial states. Thus the rate of the multi­
particle processes at high temperature should be r(many --+ many) - 0(1), which 
is in agreement with standard thermodynamical calculations. 

6. Conclusions 
At present there appears to be general understanding that the processes of the 

type many -+ many go unsuppressed, thus in particular giving rise to the B + L 
violation in the Standard Model at high temperature or at a high density of fermions. 
The problem of calculating the cross section of the processes few --+ many at high 
energy remains open and awaits new non-perturbative methods to be developed both 
for the processes with and without the B + L violation. These methods can also 
bring unexpected results in study of field dynamics, like the discussed property of 
nullification of the tree-level threshold amplitudes. As is argued in the previous sec­
tion, the cross section most probably remains small in the theory of one scalar field 
with SSB. However the reasoning there uses special properties of the model, which 
are not present, say in a theory without SSB. Most recently within a new approach73 
based on singular classical configurations in a complexified space-time a solution was 
suggested73 in which the threshold amplitudes in a theory without SSB are expo­
nentiaIly small. Nevertheless, in general it is not known yet, whether there is any 
universality across theories for the non-perturbative behavior of the multi-boson pro­
cesses. 
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